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This document contains equations referenced by the Methods section.

Distance potentials The basic distance potential is computed as a sum over all residue pairs of
the likelihood of the inter-residue distances:

Vdistance(x) = −
∑
i,j, i6=j

logP (dij | S,MSA(S)). (1)

The distance potential with a reference state becomes:

Vdistance(x) = −
∑
i,j, i6=j

logP (dij | S,MSA(S))− logP (dij | length, δαβ). (2)

The torsions are modelled with a von Mises distribution for each residue:

Vtorsion(φ,ψ) = −
∑
i

log pvonMises(φi, ψi | S,MSA(S)). (3)

The total potential that we optimise is thus:

Vtotal(φ,ψ) = Vdistance(G(φ,ψ)) + Vtorsion(φ,ψ) + Vscore2 smooth(G(φ,ψ)). (4)

The terms are weighted equally as determined by cross-validation.

Distogram lDDT lDDT is computed as follows.

lDDTr =
100

4L

∑
t∈{0.5,1,2,4}

L∑
i=1

∑
j,|i−j|≥r,Dij<15 1(|Dij − dij| < t)∑

j,|i−j|≥r,Dij<15 1
. (5)

We define Distogram lDDT (DLDDT) analogously:

DLDDTr =
100

4L

∑
t∈{0.5,1,2,4}

L∑
i=1

∑
j,|i−j|≥r,Dij<15 P (|Dij − dij| < t | S,MSA(S))∑

j,|i−j|≥r,Dij<15 1
. (6)

Integrated gradients Given the expected value of the distance between any two residues I and
J , dI,J(x), we can consider its derivatives with respect to the input features xi,j,c, where i and j
are residue indices and c is the feature channel index. The attribution function, as calculated using
Integrated Gradients, of the expected distance between residues I and J with respect to the input
features is then defined as

SI,Ji,j,c = (xi,j,c − x′c)
∫ 1

α=0

dα
∂dI,J(αx+ (1− α)x′)

∂xi,j,c
, (7)

s.t.
∑
i,j,c

SI,Ji,j,c = dI,J(x)− dI,J(x′), (8)
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where x′ is a reference set of features; in this case we average the input features spatially:

x′c =
1

N2

N,N∑
i=0,j=0

xi,j,c. (9)

The derivatives of d can be calculated using backpropagation on the trained distogram network,
and the integral over α is approximated as a numerical summation.
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