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Abstract
We briefly survey global bifurcation techniques, and illustrate their use by finding 
multiple positive periodic solutions to a class of second order quasilinear ODEs 
related to the Yamabe problem. As an application, we give a bifurcation-theoretic 
proof of a classical nonuniqueness result for conformal metrics with constant sca-
lar curvature, that was independently discovered by Kobayashi and Schoen in the 
1980s.

Mathematics Subject Classification 34C23 · 53C21 · 58J55

1 Introduction

Bifurcation Theory and its applications to geometric variational problems has 
been a long-standing research area of the authors, since the very beginning of 
their collaboration at the Instituto de Matemática e Estatística of the Universi-
dade de São Paulo, in Brazil. For that reason, this topic seemed the most natural 
choice of subject for an article prepared for the special issue of the São Paulo 
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Journal of Mathematical Sciences dedicated to the Golden Jubilee of that Insti-
tute. We are very grateful to the editors; in particular to Claudio Gorodski, for 
giving us the opportunity to contribute to this celebration, which is deeply mean-
ingful to us.

We shall discuss in detail a bifurcation problem for periodic solutions to a class 
of nonlinear ordinary differential equations related to the Yamabe problem on a 
closed Riemannian manifold. More precisely, under a suitable Ansatz, the Yamabe 
equation reduces to an ODE of the type considered in this paper, in which the non-
linearity is given by a power (strictly greater than one) of the unknown function.

The idea of applying Bifurcation Theory to geometric variational problems 
is being pursued by increasingly many mathematicians, in a growing number of 
interesting situations. In particular, our approach here is inspired by a recent work 
of Betancourt de la Parra, Julio-Batalla, and Petean [1], where solutions to the 
Yamabe equation that are constant along the levelsets of a proper isoparamet-
ric function f ∶ M → [t0, t1] are studied via a bifurcation problem for an ODE on 
[t0, t1] . A key difference, arising from the type of Ansatz considered, is manifested 
in the ODE boundary conditions: while Neumann conditions on [t0, t1] are needed 
in [1], that geometrically correspond to f −1(t0) and f −1(t1) being focal submani-
folds (of codimension ≥ 2 ), we deal with periodic boundary conditions, which 
instead correspond to having f ∶ M → �

1 , with �1 = [t0, t1]∕{t0 ∼ t1} , and all lev-
elsets f −1(t) being of codimension 1. A more elementary introduction to geomet-
ric applications of Bifurcation Theory can be found in [3].

1.1  Main statements

We shall present a global bifurcation result for positive periodic solutions (with 
fixed period) u = u(t) to scalar equations of the form

where 𝜇 > 0 is the bifurcation parameter, and q > 1 is fixed. Note that, for all 𝜇 > 0 , 
the unique positive constant solution is u ≡ 1 . Moreover, if u(t) solves (1.1), then any 
translation u(t + c) , c ∈ ℝ , also solves (1.1). We say that two solutions are distinct if 
they are not translations of each other. The central result is:

Theorem A For all T > 0 , denote by n(�, T) the number of distinct positive T-peri-
odic solutions to (1.1). Then: 

(a) n(�, T) = 1 , if � ≤ 4�2

T2(q − 1)
;

(b) n(�, T) ≥ k , if   4𝜋2k2

T2(q − 1)
< 𝜇 ≤ 4𝜋2(k + 1)2

T2(q − 1)
 , with k ∈ ℕ.

In particular, it follows from (b) that lim inf
�→+∞

n(�, T)√
�

≥ T

2�

√
q − 1.

(1.1)u�� − �(u − |u|q−1u) = 0
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Statement (a) means that, for 𝜇 > 0 sufficiently small, the constant function u ≡ 1 is 
the unique positive T-periodic solution to (1.1), while (b) implies that 
lim

�→+∞
n(�, T) = +∞ . We show that a positive nonconstant periodic solution to (1.1) 

attains 1 as a regular value, and give a more precise statement (Theorem 6.11) on the 
parity and number of zeros of u − 1 , where u is such a solution, yielding the above esti-
mate on n(�, T) as � ↗ +∞.

As an application, we obtain a bifurcation-theoretic proof of a result first obtained 
(independently) by Kobayashi [9] and Schoen [16], on the number of solutions to the 
Yamabe problem in products N × �

1 , where N is a closed Riemannian manifold with 
positive constant scalar curvature. This classical result has been extended in several dif-
ferent ways, see e.g. [14] and [13].

Theorem B Let (Nn, g) , n ≥ 2 , be a closed Riemannian manifold with constant 
scalar curvature RN > 0 , and (�1, r2dt2) be a circle of length 2�r . The number of 
distinct (unit volume) constant scalar curvature metrics on M = N × �

1 in the con-
formal class of the product metric g⊕ r2dt2 goes to infinity as r ↗ +∞ (at least 
linearly in r).

In the above (see Theorem 7.1 for details), the distinct constant scalar curvature met-
rics in the conformal class of the product metric g⊕ r2dt2 are obtained multiplying it 
by (positive) smooth conformal factors that depend only on t ∈ �

1 ; i.e., are constant 
on each slice of the form N × {t} , where t ∈ �

1 . If r <
√
n∕RN  , the (trivial) solution 

g⊕ r2dt2 is unique among such conformal factors; and, if (Nn, g) is the round sphere 
�
n , then this uniqueness holds among all conformal factors.

2  A crash course on classical bifurcation theory

We now provide a brief overview of results from Bifurcation Theory, following the 
classical approach of the Rabinowitz school, that we hope will serve as an invitation to 
this beautiful subject. Among the vast literature, we recommend [5] for an introduction, 
and [8] for a more comprehensive treatise.

Let X and Y be real Banach spaces, I ⊂ ℝ be a (possibly infinite) interval, and 
P ∶ I × X → Y be a function of class C� , � ≥ 1 , satisfying:

for some fixed x0 ∈ X . Let us denote by S the set of zeros of P , that is,

For �0 ∈ I , the point (�0, x0) is a bifurcation point for the equation (2.1) if every 
neighborhood of (�0, x0) in I × X contains some point (�, x) , with x ≠ x0 , such that 
P(�, x) = 0 . In the usual terminology, the set Btriv = I × {x0} ⊂ I × X is referred to 
as the trivial branch of solutions for the equation P(�, x) = 0 , and if (�0, x0) is a 
bifurcation point for the equation (2.1), then �0 is an instant of bifurcation along 

(2.1)P(�, x0) = 0, ∀� ∈ I,

(2.2)S ∶= P
−1(0) ⊂ I × X.
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Btriv . Alternatively, �0 is an instant of bifurcation along Btriv if (�0, x0) belongs to the 
closure in I × X of the set S ⧵ Btriv . The connected component of (�0, x0) in the clo-
sure of S ⧵ Btriv is called the bifurcation branch issuing from the bifurcation point 
(�0, x0).

An immediate application of the Implicit Function Theorem gives a necessary 
condition for the existence of bifurcation branches issuing from a point (�0, x0) along 
the trivial branch for equation (2.1): if the derivative �P

�x
(�0, x0) ∶ X → Y  is an iso-

morphism, then bifurcation cannot occur at (�0, x0) . It is also well-known that failure 
of this condition is, in general, not sufficient to guarantee bifurcation. What goes 
under the name of Bifurcation Theory is a collection of results giving sufficient con-
ditions for the existence of bifurcation, and describing the geometry of the bifurca-
tion set. Typically, existence of bifurcation is proven by topological methods; more 
precisely, bifurcation is detected by a jump of some topological invariant associated 
to the solutions along the trivial branch. As an example, if (2.1) is of a variational 
nature, i.e., if P(�, ⋅) is the derivative of some real-valued C2-function f� having x0 
as a critical point for all � , then a sufficient condition for bifurcation at (�0, x0) is that 
the Morse index of f� at x0 jumps at � = �0.

Standard topological methods are better suited to finite-dimensional problems, 
despite the fact that the most interesting bifurcation problems for ODEs, PDEs, etc., 
involve an infinite-dimensional setup. It turns out that a finite-dimensional reduc-
tion in bifurcation problems, as well as in many other nonlinear functional analytical 
problems, is possible under suitable Fredholmness assumptions. The most classi-
cal result in this direction is the so-called Lyapunov–Schmidt reduction. The central 
result of this theory gives a description of the set S near a point (𝜇0, x∗) ∈ S ⊂ I × X 
in terms of the zero set of a smooth function on a finite-dimensional space, under a 
Fredholmness assumption:

Theorem  2.1 (Lyapunov–Schmidt reduction) Suppose that P(�0, x∗) = 0 , with 
(�0, x∗) ∈ I × X , and assume that the derivative L =

�P

�x
(�0, x∗),

is a Fredholm operator, with Ker (L) ≠ {0} and k = codim Y

(
L(X)

)
 . Then, there 

exist open sets U ⊂ X , V ⊂ ℝ × Ker (L) , and maps of class C�

with (�0, x∗) ∈ U , (�0, 0) ∈ V  , and �(�0, 0) = x∗ , such that

Proof See e.g. [5, Theorem 8.2.1, p. 126], or [8, Theorem I.2.3, p. 7].   ◻

In other words, Theorem  2.1 reduces the equation P(�, x) = 0 , for (�, x) near 
(�0, x∗) , to the equation h(�, �) = 0 , where h is a function whose domain is an open 
subset of a finite-dimensional space.

The Lyapunov–Schmidt reduction and the Implicit Function Theorem are the 
essential ingredients for the proof of a classical bifurcation result of Crandall and 

L ∶ X ⟶ Y ,

� ∶ V → X, h ∶ V → ℝ
k,

(�, x) ∈ S ∩ U ⟺ �(�, �) = x for some (�, �) ∈ h−1(0).
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Rabinowitz [6], known in the literature as bifurcation from simple eigenvalues. 
In order to give a basic statement of this result, let us go back to considering the 
trivial branch of solutions x = x0 to the equation P(�, x) = 0.

Theorem  2.2 (Crandall–Rabinowitz) Using the same notation as in Theorem  2.1 
with x∗ = x0 , assume P is a map of class C� with 𝓁 ∈ {2,⋯ ,∞,�} , and that: 

(a) L =
�P

�x
(�0, x0) is a Fredholm operator of index 0;

(b) Ker (L) = ℝ ⋅ �0 for some �0 ∈ X ⧵ {0} , i.e., Ker (L) is one-dimensional;
(c) d

d�

|||�=�0

(
�P

�x
(�, x0)�0

)
∉ L(X).

Then (�0, x0) is a bifurcation point for the equation (2.1). More precisely, for a 
sufficiently small neighborhood U of (�0, x0) in I × X , the set S ∩ U consists of the 
points of the trivial branch U ∩ Btriv , and the points in the support of a C�−1-path 
(−�, �) ∋ s ↦

(
�(s), x(s)

)
∈ I × X , with �(0) = �0 , x(0) = x0 , x(s) ≠ x0 for s ≠ 0 , 

and x�(0) = �0.
Proof The original result is proven in [6, Theorem 1.7], see also [8, Theorem I.4.1] 
or [5, Theorem 8.3.1].   ◻

The next basic result from Bifurcation Theory deals with the global geometry 
of a bifurcation branch. The following is a theorem originally due to Rabinowitz 
[15], which states that, under a suitable properness assumption, the bifurcation 
branch of solutions to P(�, x) = 0 issuing from a bifurcation point (�0, x0) , with 
the assumptions of Theorem 2.2, satisfies the following dichotomy: it either reat-
taches to the trivial branch, or it is noncompact.

Theorem  2.3 (Rabinowitz) Let (�0, x0) be a bifurcation point for the equa-
tion P(�, x) = 0 that satisfies the assumptions of Theorem  2.2, and let B�0

 be the 
bifurcation branch issuing from (�0, x0) . Denote by (−�, �) ∋ s ↦

(
�(s), x(s)

)
 the 

local bifurcation branch of solutions to P(�, x) = 0 near (�0, x0) , and assume that 
s ↦ �(s) is not constant near s = 0 . Assume also that the restriction to the closed 
and bounded subsets of S of the projection Π ∶ I × X → I onto the first factor is a 
proper map. Then, the path s ↦

(
�(s), x(s)

)
 can be extended to a continuous path 

(−�,+∞) ∋ s ↦
(
�(s), x(s)

)
∈ I × X whose support is contained in B�0

 , such that 
either one of the two alternatives occurs: 

(A) lim
s→+∞

(
�(s), x(s)

)
= (�1, x0) , �1 ≠ �0;

(B) 
(
�(s), x(s)

)
 approaches the boundary of I × X as s → +∞ , i.e., one of the follow-

ing is true:

 (B1) lim
s→+∞

(
�(s), x(s)

)
∈ �I × X;

 (B2) lim
s→+∞

��x(s)‖ = +∞.
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If P is real analytic, then s ↦
(
�(s), x(s)

)
 can also be chosen real analytic.

Proof See for instance [15, Theorem  1.3] or [8, Theorem II.5.8], or [5, Theo-
rem 9.1.1] for the real analytic case.   ◻

Remark 2.4 The path s ↦
(
�(s), x(s)

)
 in Theorem  2.3 can be further extended to 

(−∞,+∞) ∋ s ↦
(
�(s), x(s)

)
∈ I × X , by applying the result again replacing s with 

−s . Alternatives (A) and (B) are independent at each of the limits s = ±∞.

The above Theorems 2.2 and 2.3 are the main tools underlying the proof of the 
results in the present paper, as well as several other nonuniqueness results in geo-
metric problems studied by the authors, see e.g. [3] for a short survey.

3  A compactness result

In this section, we consider more general second-order periodic boundary value 
problems of the form (3.1), before specializing to the quasilinear equation (1.1).

Proposition 3.1 Assume that f ∶ ℝ → ℝ is a function of class C� , � ≥ 1 , that satis-
fies f (0) = f (u0) = 0 for some u0 > 0 , f < 0 in 

(
0, u0

)
 and f > 0 in 

(
u0,+∞

)
 . Then, 

the set of positive solutions to the boundary value problem:

is compact in the C�+1-topology.

Proof The boundary conditions (and the fact that the equation is autonomous) imply 
that every solution to (3.1) can be extended to a periodic function on ℝ with period 
b − a ; such an extension satisfies the differential equation in (3.1) on ℝ . The bound-
ary value problem has exactly two constant nonnegative solutions, given by u ≡ 0 
and u ≡ u0 . Every other positive solution u of (3.1) must satisfy:

Namely, by periodicity, every such solution u must have a minimum and a maxi-
mum point in [a,  b], where u� = 0 . Neither the maximum nor the minimum of u 
can be equal to u0 , for otherwise u ≡ u0 . Now, the minimum must occur at some 
point where u�� = −f (u) ≥ 0 , and this implies that the minimum of u is in 

(
0, u0

)
 . 

Similarly, the maximum of u must occur at some point where u�� = −f (u) ≤ 0 , and 
therefore the maximum of u is greater than u0.

We now claim that there exists a positive constant t0 > 0 such that every positive 
solution to (3.1) has minimum which is greater than or equal to t0 . Namely, if this 
were not the case, there would exist a sequence (un)n of positive solutions to (3.1), 
and a sequence (xn)n in [a, b] such that u�

n
(xn) = 0 and lim

n→∞
un(xn) = 0 . By the con-

tinuous dependence of the solution to an ODE on the initial data, this would imply 

(3.1)u�� + f (u) = 0, u(a) = u(b), u�(a) = u�(b),

(3.2)0 < min
[a,b]

u < u0 < max
[a,b]

u.
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that un tends to 0 uniformly on [a, b], which contradicts (3.2). This proves our claim 
about the existence of t0.

From this, we first deduce that the set of positive solutions to (3.1), which is 
contained in C�+1

(
[a, b],ℝ

)
 , is closed in the C1-topology. Using again the con-

tinuous dependence on the initial data, if (un)n is a sequence of positive solutions 
to (3.1), and (xn)n is a sequence in [a,  b] such that min[a,b] un = un(xn) for all n, 
then (up to subsequences) we may assume that limn→∞ xn = x∗ ∈ [a, b] and that 
limn→∞ un(xn) = t∗ ∈ [t0, u0] , and therefore un is C�+1-convergent to the solution to 
the initial value problem

This solution must be defined on all of [a, b]; and, since the set of positive solutions 
to (3.1) is closed, it follows that u is a positive solution to (3.1).   ◻

The proof of Proposition 3.1 reveals the following regarding solutions to (3.1):

Corollary 3.2 Under the assumptions of Proposition 3.1, we have that:

• The only constant solutions to (3.1) are u ≡ 0 and u ≡ u0;
• Given any positive nonconstant periodic solution u of (3.1), the function u − u0 

has at least one zero in [a, b], and all its zeros are simple.

Proof The first statement is trivial, since f has exactly two zeros. As to the second 
statement, from (3.2) it follows that, given any positive nonconstant solution u to 
(3.1), the function u − u0 must vanish somewhere in [a, b]. Any zero t0 ∈ [a, b] of 
u − u0 must be simple, for otherwise, by the uniqueness of the solution to the initial 
value problem u�� + f (u) = 0 , u(t0) = u0 , u�(t0) = 0 , it would be u ≡ u0 .   ◻

4  Regularity and positivity

Recall we are interested in positive periodic solutions to (1.1); more specifically, in 
branches of periodic solutions that issue from the positive constant solution. Our 
first result is to show that, along one such bifurcation branch, all solutions remain 
positive. In order to give a precise statement, consider the sets

and

Clearly, E is C0-closed and E′ is C1-closed in (0,+∞) × C2
(
[a, b],ℝ

)
.

u�� + f (u) = 0, u(x∗) = t∗, u�(x∗) = 0.

E ∶=
{
(�, u) ∈ (0,+∞) × C2

(
[a, b],ℝ

)
∶ u�� − �

(
u − |u|q−1u) = 0

}
,

E
� ∶=

{
(�, u) ∈ E ∶ u�(a) = u�(b)

}
.
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Proposition 4.1 Let C ⊂ E
′ be a connected and closed subset of E′ relatively to the C0

-topology, and assume the existence of (�∗, u∗) ∈ C such that u∗ > 0 on [a, b]. Then, 
for all (�, u) ∈ C , u > 0 on [a, b].

Proof Set �C =
{
(𝜇, u) ∈ E

� ∶ u > 0 on [a, b]
}
 . Clearly, C̃ is C0-open in E′ , and C̃ ≠ ∅ . 

In order to show that C̃ = C , it suffices to show C̃ is C0-closed in E′ . Assume (�n, un)n 
is a sequence in C̃ which C0-converges to (�∞, u∞) ∈ C . Then, u∞ ≥ 0 on [a,  b] 
and if u∞ vanishes at some t0 ∈ [a, b] , then also u�

∞
(t0) = 0 , and so, by uniqueness, 

u∞ ≡ 0 . Thus, we have two possibilities: either u∞ > 0 on [a, b], or u∞ ≡ 0 ; let us 
show that this second case does not occur. If un is uniformly close to 0, and positive, 
since �n is close to 𝜇∞ > 0 , then u��

n
= 𝜇n(un − u

q
n) < 0 on [a, b] for n sufficiently 

large. This implies that u′
n
 is strictly decreasing on [a, b], and so u�(a) > u�(b) , which 

gives a contradiction. Hence u∞ > 0 , and this proves that C̃ is closed in C , conclud-
ing the proof.   ◻

The result of Proposition 4.1 will be invoked in the proof of Proposition 6.7, 
when it will be necessary to show that periodic solutions to (1.1) that bifurcate 
from the the trivial (positive) solution u ≡ 1 remain positive.

Finally, let us observe that every C2-solution to (1.1) is C∞ , and that all the C�

-topologies coincide in the space of periodic solutions to (1.1). We will implic-
itly assume throughout that the set of solutions to (1.1) is endowed with such 
topology.

5  A uniqueness result

Let us now consider the ODE

with 𝜇 > 0 and q > 1 , which fits the setup of Proposition 3.1 and Corollary 3.2. We 
know from Proposition 3.1 that, for all T > 0 , the set of all T-periodic positive solu-
tions to (5.1) is compact. Closely following the ingenious arguments of Licois and 
Véron [12, Sec. 2], we now prove that, if 𝜇 > 0 is small enough, then the constant 
function u ≡ 1 is the unique positive T-periodic solution to (5.1).

Without loss of generality, we will consider the case T = 2� . Namely, if u is a 
T-periodic solution to (5.1), then u(t) = u

(
T

2�
t
)
 is a 2�-periodic solution to

Furthermore, note that the map u ↦ �
1

q−1 ⋅ u gives a bijection from the set of solu-
tions to (5.1) to the set of solutions to the equation

so we may (and will) work with (5.2) instead of (5.1) to prove the uniqueness result.

(5.1)u�� = �(u − uq),

u
��
=

T2

4�2
�(u − u

q
).

(5.2)u�� − � u + uq = 0,
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Let us assume that u is a positive 2�-periodic solution to (5.2); the periodicity 
assumption will be used to eliminate all the boundary terms in the integrations by 
part in the computations below. Let us set

and observe that the corresponding equation satisfied by v is:

Multiplying (5.3) by v−4(v�)2 , and integrating on [0, 2�] , we get:

We now multiply (5.3) by v−3v�� and integrate on [0, 2�] , obtaining:

We will now eliminate the term ∫ 2�

0
v−q−2(v�)2 dt from (5.4) and (5.5), obtaining:

An immediate calculation gives

so

Substituting (5.7) in (5.6) gives:

v = u−1,

(5.3)−v�� + 2
(v�)2

v
+ v2−q − � v = 0.

(5.4)∫
2�

0

v�� v−4(v�)2 dt = ∫
2�

0

[
2v−5(v�)4 + (v�)2v−2−q − � (v�)2 v−3

]
dt.

(5.5)

∫
2�

0

v−3(v��)2 dt = ∫
2�

0

[
2v−4v��(v�)2 + v��

(
v−1−q − � v−2

)]
dt

= ∫
2�

0

[
2v−4v��(v�)2 − v�

(
−(q + 1)v�v−q−2 + 2�v�v−3

)]
dt

= ∫
2�

0

[
2v−4v��(v�)2 + (q + 1)(v�)2v−q−2 − 2�(v�)2v−3

]
dt.

(5.6)

�(q − 1)∫
2�

0

v−3(v�)2 dt =

− (q + 3)∫
2�

0

v−4v��(v�)2 dt + ∫
2�

0

v−3(v��)2 dt + 2(q + 1)∫
2�

0

v−5(v�)4 dt.

[(
v
−

1

2

)��]2
=

9

16
v−5(v�)4 +

1

4
(v��)2v−3 −

3

4
v−4(v�)2v��,

(5.7)v−4(v�)2v�� = −
4

3

[(
v
−

1

2

)��]2
+

3

4
v−5(v�)4 +

1

3
v−3(v��)2.
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Integration by parts easily yields

and, substituting (5.7) in (5.9) gives:

Finally, substituting (5.10) into (5.8) gives (cf. [12, (2.9)]):

Now, if f is a 2�-periodic function of class C2 , then f ′ is L2-orthogonal to the space 
of constant functions on [0, 2�] , so Wirtinger’s inequality yields:

Applying (5.12) to f = v
−

1

2 , we obtain:

We are now ready to prove the claimed uniqueness result:

Theorem 5.1 For all q > 1 , if � ∈
(
0,

1

q−1

]
 , then equation (5.1) has a unique positive 

2�-periodic solution, given by the constant function u ≡ 1.

Proof As explained in the beginning of the section, the desired conclusion is equiva-
lent to showing that u ≡ �

1

q−1 is the unique positive 2�-periodic solution to equation 
(5.2). Assume that � ≤ 1

q−1
 and that u is a positive 2�-periodic solution to (5.2). If u 

is nonconstant, then all three integrals appearing in (5.11) are positive. Thus, from 
�(q − 1) ≤ 1 , (5.11) and (5.13), we obtain:

(5.8)

�(q − 1)∫
2�

0

v−3(v�)2 dt =

−
q

3 ∫
2�

0

v−3(v��)2 dt +
4

3
(q + 3)∫

2�

0

[(
v
−

1

2

)��]2
dt +

1

4
(5q − 1)∫

2�

0

v−5(v�)4 dt.

(5.9)3∫
2�

0

v−4(v�)2v�� dt = 4∫
2�

0

v−5(v�)4 dt,

(5.10)∫
2�

0

v−3(v��)2 dt =
7

4 ∫
2�

0

v−5(v�)4 dt + 4∫
2�

0

[(
v
−

1

2

)��]2
dt.

(5.11)
�(q − 1)∫

2�

0

v−3(v�)2 dt =

(
2

3
q −

1

4

)
∫

2�

0

v−5(v�)4 dt + 4∫
2�

0

[(
v
−

1

2

)��]2
dt.

(5.12)�
2�

0

||f �(t)||2 dt ≤ �
2�

0

||f ��(t)||2 dt.

(5.13)4�
2�

0

[(
v
−

1

2

)��]2
dt ≥ �

2�

0

v−3(v�)2 dt.
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which gives a contradiction, completing the proof.   ◻

Remark 5.2 Theorem 5.1 is sharp; as we will see, equation (5.1) has multiple posi-
tive 2�-periodic solutions if 𝜇 >

1

q−1
.

6  Bifurcation

In this section, we prove Theorem A in the Introduction, by establishing a global bifur-
cation result for positive periodic solutions to (1.1). Fix q > 1 , T > 0 , and, as we are 
dealing with positive solutions to (1.1), consider the nonlinear problem:

where � is a positive real parameter. Note that the constant function

solves �� for all � , and that every positive solution to �� admits a T-periodic smooth 
extension to ℝ.

6.1  A priori bounds

We know by Proposition 3.1 that, for all 𝜇 > 0 fixed, the solutions to �� form a com-
pact subset of C�

(
[0, T],ℝ

)
 for all � ≥ 0 . However, in order to apply global bifurcation 

results, we need a compactness property that is locally uniform with respect to � . This 
could be obtained with a refinement of the proof of Proposition 3.1, but we present a 
different argument (using phase portraits) which is specific to problem �� and inspired 
by observations of Schoen [16].

Looking closely at the ODE in problem �� , which is the same as (5.1), namely

one realizes that u(t) = A ⋅ cosh(B t)C is a (positive) solution for a suitable choice of 
coefficients A > 1 , B > 0 , and C < 0 . Namely, such u(t) solves (6.2) setting

�
2𝜋

0

v−3(v�)2 dt ≥ 𝜇(q − 1)�
2𝜋

0

v−3(v�)2 dt

(5.11)

> 4�
2𝜋

0

[(
v
−

1

2

)��]2
dt

(5.13)≥ �
2𝜋

0

v−3(v�)2 dt,

(6.1)�𝜇 ∶

⎧
⎪⎨⎪⎩

u�� − 𝜇 u + 𝜇 uq = 0,

u(0) = u(T), u�(0) = u�(T),

u > 0 on [0, T],

u0 ≡ 1

(6.2)u�� − � u + � uq = 0,

Aq =
�

q+1

2

� 1

q−1
, Bq,� =

q−1

2

√
�, Cq = −

2

q−1
.
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We denote this solution by

and observe that 1 < Aq <
√
e is uniformly bounded for all q > 1 . The path 

ℝ ∋ t ↦
(
uq,�(t), u

�
q,�

(t)
)
∈ ℝ

2 in phase space, together with the point (0, 0), which 
belongs to its closure, bounds a compact subset Ωq,� of ℝ2 that contains the point 
(1, 0) and is invariant by the flow of (6.2), see Fig. 1.

Proposition 6.1 For all q > 1 and all 𝜇 > 0 , every positive periodic solution to (6.2) 
defines a path in phase space which is contained in the interior of Ωq,� . In particu-
lar, the C0-norm of every positive periodic solution to (6.2) admits a uniform bound 
independent of �.

Proof Trajectories in phase space of periodic solutions to (6.2) correspond to closed 
orbits of the planar vector field

By the Poincaré–Bendixson Theorem, every closed orbit of � bounds a (compact) 
set which is invariant by the flow of � , and which contains a fixed point of that 
flow, i.e., a zero of � . Clearly, in the case of a positive periodic solution to (6.2), 
such zero must be (u0, v0) = (1, 0) . Every closed simple curve that bounds an open 
domain containing (u0, v0) must intersect the interior of Ωq,� , and therefore it must 
be entirely contained in the interior of Ωq,� . This proves the first statement of the 
Proposition. For the second, note that the projection ℝ2 ∋ (u, v) ↦ u ∈ ℝ maps Ωq,� 
to the compact interval 

[
0,Aq

]
 , so that every positive periodic solution u of (6.2) sat-

isfies ‖u‖∞ ≤ Aq .   ◻

We are now ready to state and prove the uniform compactness property needed to 
apply the global bifurcation result (Theorem 2.3) to problem ��.

(6.3)uq,�(t) ∶= Aq cosh(Bq,� t)
Cq , t ∈ ℝ,

�(u, v) =
(
v,�(u − uq)

)
.

Fig. 1  The region Ωq,� , containing the point (1, 0)
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Corollary 6.2 The restriction to the subset 
{
(�, u) ∶ u is a solution to ��

}
 of the pro-

jection Π ∶ (0,+∞) × C�
(
[0, T],ℝ

)
→ (0,+∞) is a proper map.

Proof By Proposition 6.1, the set Π−1
(
(0,+∞)

)
 is bounded in L∞ . From (6.2), for 

any pair 0 < 𝜇a ≤ 𝜇b , the set Π−1
([
�a,�b

])
 is bounded in C�+2

(
[0, T],ℝ) . Such a set 

is clearly closed in the C�-topology, for all � ≥ 0 . By the Arzelá–Ascoli Theorem, 
Π−1

([
�a,�b

])
 is compact in (0,+∞) × C�

(
[0, T],ℝ

)
 .   ◻

6.2  Parity

Solutions to �� are the positive solutions to (1.1) in the Banach space

Let us observe that any (positive) solution to (1.1) in C2
per

(
[0, T],ℝ

)
 admits a 

smooth, i.e., C∞ , T-periodic extension to ℝ . Such extension clearly solves (1.1) on 
the entire real line. With a slight abuse of notation, we will sometimes identify solu-
tions to (1.1) in C2

per

(
[0, T],ℝ

)
 with their T-periodic extension to ℝ.

Define a linear isometry I  of (6.4) by setting I(u) ∶= u− , where:

Since (6.2) does not involve the first-order term u′ , it is easy to see that the set of 
(positive) solutions to (6.2) is invariant under I  . We are then led to consider the 
closed subspace of (6.4) fixed by I  , which consists of functions in (6.4) that are 
even about the midpoint T/2 of the interval [0, T]. We denote this space by:

Note that the constant solution u0 ≡ 1 to (6.2) belongs to C2
per

(
[0, T],ℝ

)even.
Recalling that the set of (positive) solutions to (1.1) is invariant by translations, 

we define two solutions to (1.1) to be equivalent if they are obtained one from 
another by a translation. An easy consequence of periodicity is the following:

Lemma 6.3 Any (positive) solution to (1.1) in C2
per

(
[0, T],ℝ

)
 is equivalent to a (posi-

tive) solution to (1.1) in C2
per

(
[0, T],ℝ

)even.

Proof Given any (positive) solution u to (1.1) in C2
per

(
[0, T],ℝ

)
 , Rolle’s Theorem 

yields a t0 ∈ [0, T] such that u�(t0) = 0 . Set v(t) = u(t − T∕2 + t0) , t ∈ ℝ . Then, v is a 
solution to (1.1) in C2

per

(
[0, T],ℝ

)
 equivalent to u, which satisfies v�(T∕2) = 0 . Since 

v− is a solution to (1.1) that satisfies v−(T∕2) = v(T∕2) and (v−)�(T∕2) = 0 = v�(T∕2) , 
we have that v− = v , so v ∈ C2

per

(
[0, T],ℝ

)even .   ◻

(6.4)C2

per

(
[0, T],ℝ

)
∶=

{
u ∈ C2

(
[0, T],ℝ

)
∶ u(0) = u(T), u�(0) = u�(T)

}
.

u−(t) = u(T − t), ∀ t ∈ [0, T].

(6.5)C2

per

(
[0, T],ℝ

)even
∶=

{
u ∈ C2

per

(
[0, T],ℝ

)
∶ u− = u

}
.



 São Paulo Journal of Mathematical Sciences

1 3

By Lemma 6.3, it suffices to count pairwise nonequivalent positive solutions to 
(1.1) in C2

per

(
[0, T],ℝ

)even in order to establish the desired multiplicity result. This 
reduction is key to use bifurcation from simple eigenvalues (Theorem 2.2).

6.3  Linearization

The linearization around the solution u0 ≡ 1 of the problem �� , see (6.1), gives the 
following elementary linear boundary value problem:

which admits nontrivial solutions if and only if � assumes one of the values

These are hence the degeneracy instants of �� , away from which there is rigidity:

Proposition 6.4 For all �∗ ∉ {�k ∶ k ∈ ℕ} , the constant function u0 ≡ 1 is a locally 
rigid solution to �� near �∗ , i.e., there exists a neighborhood U of (�∗, u0) in 
(0,+∞) × C2

per

(
[0, T],ℝ

)
 such that if (�, u) ∈ U and u is a solution to �� , then 

u = u0.

Proof This is obtained as an easy application of the Inverse Function Theorem. 
More precisely, consider the smooth map

where C2
per

(
[0, T],ℝ

)
+
 is the open set of positive functions in C2

per

(
[0, T],ℝ

)
 . The 

Frechet derivative of (6.7) at the point u0 ≡ 1 is the bounded linear map 
C2
per

(
[0, T],ℝ

)
∋ v ↦ v�� + (q − 1)� v ∈ C0

(
[0, T],ℝ

)
 , which is a Fredholm map of 

index 0. Indeed, it is a compact perturbation of the bounded linear map 
C2
per

(
[0, T],ℝ

)
∋ v ↦ v�� ∈ C0

(
[0, T],ℝ

)
 , whose kernel has dimension 1 and image 

has codimension 1. The condition that �∗ ∉ {�k ∶ k ∈ ℕ} gives precisely that, for 
� = �∗ , such linear map is injective, hence an isomorphism.   ◻

The eigenvalues of the linearized problem are defined as those � ∈ ℝ for which 
there exists a nontrivial solution v to the linear boundary value problem

Again, an elementary computation shows that, for all 𝜇 > 0 , these eigenvalues form 
a strictly increasing unbounded sequence {�k(�)}k≥0 , given by:

{
v�� + (q − 1)� v = 0,

v(0) = v(T), v�(0) = v�(T),

(6.6)�k =
4�2k2

T2(q − 1)
, k ∈ ℕ.

(6.7)C2

per

(
[0, T],ℝ

)
+
∋ u ⟼ u�� + �(uq − u) ∈ C0

(
[0, T],ℝ

)
,

(6.8)
{

v�� + (q − 1)� v = −� v,

v(0) = v(T), v�(0) = v�(T).
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whose corresponding eigenspace is spanned by the eigenfunctions

Clearly, veven
k

∈ C2
per

(
[0, T],ℝ

)even , but vodd
k

∉ C2
per

(
[0, T],ℝ

)even for all k ∈ ℕ , thus 
all eigenvalues of the restriction of (6.8) to C2

per

(
[0, T],ℝ

)even are simple.
Each �k is a strictly decreasing function of � , since

and, evidently, �k(�k) = 0 for all k ≥ 0.

6.4  Local bifurcation

If � ≤ 4�2

T2(q−1)
 , then problem �� , given in (6.1), has a unique positive solution, given 

by the constant function u0 ≡ 1 , as a consequence of Theorem 5.1. We are now ready 
to prove that, if 𝜇 >

4𝜋2

T2(q−1)
 , then problem �� admits multiple positive solutions in 

C2
per

(
[0, T],ℝ

)even , which bifurcate from u0.
Following the notation of Sect.  2, let I = (0,+∞) , X = C2

per

(
[0, T],ℝ

)even , 
Y = C0

(
[0, T],ℝ

)
 , and set P ∶ I × X → Y  to be P(�, x) = x�� − �(x − x|x|q−1) . Then, 

the set of solutions S = P
−1(0) , as in (2.2), is given by

and it contains the trivial branch determined by the constant solution x0 = u0 , i.e.,

The next result describes the geometry of S near the points (�k, u0) ∈ Btriv.

Theorem  6.5 For all k ∈ ℕ , the point (�k, u0) is a bifurcation point for the equa-
tion P(�, x) = 0 , where �k is given by (6.6). More precisely, for all k ∈ ℕ , there 
exists a neighborhood Uk of (�k, u0) in I × X such that S ∩ Uk consists of the union 
of Uk ∩ Btriv and the image of a real analytic path (−�, �) ∋ s ↦ (�s, us) that crosses 
Btriv transversely at (�k, u0) when s = 0.

Proof This is an application of the Crandall–Rabinowitz Theorem  2.2, with the 
setup described above. The Fredholmness assumption (a) of Theorem 2.2 is easily 
verified as in the proof of Proposition 6.4. Assumption (b) of Theorem 2.2 is verified 
using the fact that the eigenvalues of problem (6.8) in C2

per

(
[0, T],ℝ

)even are simple, 
as we observed in Sect. 6.3 above. Finally, assumption (c) of Theorem 2.2 is easily 
verified using (6.11). Namely, set �k = veven

k
 , as in (6.10), and note that 

�P

�x
(�, x0)�k = �k(�) �k for all � near �k . Note also that �k spans the one-dimensional 

(6.9)�k(�) =
4�2

T2
k2 − (q − 1)�,

(6.10)veven
k

(t) = cos(�k t), vodd
k

(t) = sin(�k t), �k =
2�k

T
.

(6.11)𝜆�
k
(𝜇) = −(q − 1) < 0,

S =
{
(�, u) ∈ I × X ∶ u is a solution to ��

}
,

Btriv =
{
(𝜇, u0) ∶ 𝜇 > 0

}
⊂ S.



 São Paulo Journal of Mathematical Sciences

1 3

kernel of �P
�x
(�k, x0) , and that the image of this map does not contain any nonzero 

multiple of �k , since it is L2-orthogonal to �k . Then:

so assumption (c) in Theorem 2.2 holds at each �k , concluding the proof.   ◻

6.5  Global bifurcation results

By Proposition 6.4 and Theorem 6.5, the closure S ⧵ Btriv of the set S ⧵ Btriv is given 
by the union of S ⧵ Btriv and the sequence (�k, u0) , k ≥ 1 , of bifurcation points.

Definition 6.6 For all k ∈ ℕ , let Bk be the connected component of S ⧵ Btriv that 
contains the point (�k, u0) , which we call the kth bifurcation branch of solutions.

Applying the Rabinowitz Theorem 2.3, we obtain the following:

Proposition 6.7 For all k ∈ ℕ , the kth bifurcation branch Bk either contains a point 
(�k� , u0) ∈ Btriv , with k′ ≠ k , or else is noncompact.

Proof This is easily obtained from Theorem 2.3 and Corollary 6.2. The only detail 
that requires some justification is the positivity condition u > 0 in �� , since, in prin-
ciple, the bifurcation branches for the boundary value problem

to which Theorem 2.3 applies, may leave the open set defined by u > 0 . However, 
Proposition 4.1 tells us that this does not occur: all solutions to (6.12) in bifurcation 
branches issuing from Btriv remain positive on [0, T].   ◻

Let us show that the first alternative in the statement of Proposition 6.7 does not 
occur. This is done by showing that bifurcation branches do not intersect, which 
implies that each bifurcation branch contains exactly one point in the trivial branch.

Proposition 6.8 If (�, u) ∈ Bk ⧵ Btriv , then u − u0 has exactly 2k zeros in [0, T).

Proof For all (�, u) ∈ S ⧵ Btriv , the function u − u0 has only simple zeros by Corol-
lary 3.2. The T-periodic function (u − u0) ∶ ℝ → ℝ has the same number of zeros 
in [0, T) as the function (u − u0) ∶ 𝕊

1 → ℝ it induces on the quotient 𝕊1 = ℝ∕Tℤ . 
Clearly, a continuous family of real-valued functions on �1 whose zeros are sim-
ple must have a constant number of zeros. This applies to each one of the (at most 
two) connected components of Bk ⧵ {(�k, u0)} . So, in order to conclude the proof, it 
suffices to show that, given any (�, u) ∈ Bk ⧵ {(�k, u0)} sufficiently close to (�k, u0) , 
then u − u0 has exactly 2k zeros in [0, T) . This follows from Theorem 2.2, since it 

d

d�

|||�=�k

�P

�x
(�, x0)�k = ��

k
(�k) �k ∈ ℝ ⋅ �k ⧵ {0},

(6.12)u�� − �(u − |u|q−1u) = 0, u(0) = u(T), u�(0) = u�(T),
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implies that, near each bifurcation point (�k, u0) , the bifurcation branch is the image 
of a real analytic path

where �k(0) = �k , Jk(t) = cos
(
2�k

T
t
)
 , and �k(s) ∈ C2

per

(
[0, T],ℝ

)even for all s, with 
�k(0) = 0 . Thus, if (�, u) ∈ Bk ⧵ {(�k, u0)} is sufficiently close to (�k, u0) , then zeros 
of u − u0 correspond to zeros of f s(t) = cos

(
2�k

T
t
)
+ s�k(s)(t) . Finally, if |s| is small 

enough, then the functions f s(t) and cos
(
2�k

T
t
)
 have the same number of zeros in 

[0, T), which is equal to 2k.   ◻

Corollary 6.9 The bifurcation branches Bk are pairwise disjoint and noncompact.

Proof Distinct bifurcation branches do not intersect at any point outside Btriv by 
Proposition 6.8, since they correspond to functions with different numbers of zeros 
in [0, T). Furthermore, distinct bifurcation branches cannot intersect at a point on 
Btriv , because, by the local form of the bifurcation branches (see Theorem 2.2), there 
is only one bifurcation branch near each bifurcation point along Btriv . Thus, each 
bifurcation branch contains exactly one point of the trivial branch Btriv , so it is non-
compact by Proposition 6.7.   ◻

Let us now show that each bifurcation branch Bk contains points (�, u) with 
arbitrary � ≥ �k . Recall Π ∶ I × X → I is the projection onto the first factor.

Proposition 6.10 For all k ∈ ℕ , the set Π
(
Bk ⧵ {(�k, u0)}

)
 contains the open half-

line 
(
�k,+∞

)
.

Proof Let us show that Π
(
Bk

)
⊃
[
𝜇k,+∞

)
 . Clearly, �k ∈ Π

(
Bk

)
 . Since Π

(
Bk

)
 is a 

connected subset of ℝ , it suffices to show that Π
(
Bk

)
 is unbounded. If this were 

not the case, there would exist 𝜇∗ > 0 such that Bk ⊂ Π−1
(
[𝜇1,𝜇∗]

)
 . However, by 

Corollary 6.2, the restriction of Π to S is proper, and therefore Π−1
(
[�1,�∗]

)
∩ S is 

compact. But Bk is closed in S , and it is noncompact by Corollary 6.9. This gives a 
contradiction originating from the assumption that Π

(
Bk

)
 is bounded.   ◻

Together, Theorem  5.1, Propositions 6.8 and 6.10, and Corollary 6.9 lead to 
the following conclusion, proving Theorem A in the Introduction, see also Fig. 2.

Theorem 6.11 The following hold, where �k =
4�2k2

T2(q−1)
 , k ∈ ℕ , as in (6.6). 

(a) For all � ∈
(
0,�1

]
 , problem �� has a unique solution, given by u ≡ 1;

(b) For all k ∈ ℕ and � ∈ {1,… , k} , if � ∈
(
�k,�k+1

]
 , then there exists a solution 

u
�
∈ X of problem �� , such that u

�
− 1 has exactly 2� zeros in [0, T).

(−�, �) ∋ s ⟼
(
�k(s), 1 + s Jk + s�k(s)

)
,
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Remark 6.12 Each bifurcation branch Bk contains the image of a real analytic path 
(−∞,+∞) ∋ s ↦

(
�k(s), uk(s)

)
∈ I × X , by Remark 2.4. Thus, in light of Theo-

rem 5.1, Corollary 6.2, and Proposition 6.10, it intersects each slice {�} × X with 
𝜇 > 𝜇k at least twice, see Fig. 2. However, it is unclear to us whether such solutions 
must be equivalent (i.e., obtained from one another by a translation).

7  The Yamabe equation

7.1  Conformal metrics and scalar curvature

Background material regarding this subsection can be found in the standard texts [11] 
and [16].

Let (Mn+1, gM) , n ≥ 2 , be a compact Riemannian manifold with constant scalar cur-
vature RM > 0 . Given a smooth positive function u ∶ M → ℝ , the conformal metric 
g = u

4

n−1 ⋅ gM has scalar curvature Rg given by

where LM is the conformal Laplacian of (M, gM) , defined as

Rg =
4n

n − 1
u
−

n+3

n−1 LM(u),

{µ} ×X

µ
0 µ1 µ2 µ3

Btriv

u1
u2

u3

u0B1 B2 B3

Fig. 2  A portion of the set S of solutions to �� , with three bifurcation branches (red) issuing from the 
trivial branch (blue). By Proposition 4.1, solutions in bifurcation branches are positive; by Proposition 
6.1, their C2-norm grows at most linearly with �
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where ΔM is the (nonpositive) Laplacian of (M, gM) . Recall that the volume of (M, g) 
is Vol (M, g) = ∫

M
u

2n+2

n−1 d�M , where d�M is the volume element of gM.
The Yamabe problem consists of finding constant scalar curvature metrics in the 

conformal class of gM . Using the above setup, this is equivalent to determining solu-
tions to the following nonlinear elliptic PDE on M:

for some (necessarily positive) constant C. Homothetic solutions to the problem are 
considered equivalent. So, it is customary to either impose a volume constraint for 
solutions, or, as we will do here, to normalize the value RM of the scalar curvature of 
solutions. This means that we set C = RM in (7.1), and consider all the solutions to

Clearly, the constant function u ≡ 1 solves (7.2).

7.2  The Yamabe equation in N × �
1

Let us now consider a closed Riemannian manifold (Nn, gN) , n ≥ 2 , with constant sca-
lar curvature RN > 0 , a positive number r, and the circle 𝕊1 = ℝ∕2�ℤ endowed with 
the metric r2dt2 of length 2�r . Then, we set M = N × �

1 , and consider the product 
metric gM = gN ⊕ r2dt2 on M, whose scalar curvature is equal to RN . Let us restrict 
ourselves to conformal factors u ∶ N × 𝕊

1 → ℝ
+ that depend only on the variable 

t ∈ �
1 . In this situation, the Laplacian ΔM(u) coincides with the Laplacian of the circle 

�
1 , given by

and the Yamabe equation (7.2) becomes:

Thus, these so-called basic solutions to the Yamabe problem correspond to the func-
tions u ∶ ℝ → ℝ

+ that solve (7.3) and satisfy the periodicity conditions

In other words, the basic Yamabe problem on N × �
1 , given by (7.3) and (7.4), 

reduces precisely to problem �� given in (6.1), with q =
n+3

n−1
> 1 , T = 2� , and 

𝜇 =
n−1

4n
RN r2 > 0 . Replacing the parameter 𝜇 > 0 with the parameter r > 0 , the 

degeneracy instants �k =
4�2k2

T2(q−1)
 correspond to rk = k

√
n∕RN  , see (6.6).

LM(u) = −ΔM(u) +
n − 1

4n
RM u,

(7.1)−ΔM(u) +
n − 1

4n
RM u = C

n − 1

4n
u

n+3

n−1 ,

(7.2)ΔM(u) −
n − 1

4n
RM

[
u − u

n+3

n−1

]
= 0.

ΔM(u) =
1

r2
u��,

(7.3)u�� −
n − 1

4n
RN r2

(
u − u

n+3

n−1

)
= 0.

(7.4)u(0) = u(2�), and u�(0) = u�(2�).
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More generally, given an isometry � ∈ Iso(N, gN) , consider the mapping torus 
M� ∶= N × [0, 2�]∕ ∼ , where (p, 0) ∼ (�(p), 2�) for all p ∈ N . Since � ∶ N → N is 
an isometry, the product metric gN ⊕ r2dt2 on N × [0, 2�] descends to a (locally iso-
metric) Riemannian metric on M� , such that the projection M� → �

1 is a Riemann-
ian submersion with totally geodesic fibers isometric to (N, gN) . In particular, basic 
solutions to the Yamabe problem on M� also correspond to u ∶ ℝ → ℝ

+ satisfying 
�� , as above. While the mapping torus M� is diffeomorphic to N × �

1 if � ∶ N → N 
is smoothly isotopic to the identity, this construction produces different manifolds if 
� ∈ Iso(N, gN) is in different (nontrivial) smooth isotopy classes.

7.3  Multiplicity of solutions to the Yamabe problem

In the context of the basic Yamabe problem on N × �
1 , or, more generally, M� , The-

orem 6.11 yields the following result, which implies Theorem B in the Introduction:

Theorem  7.1 Let (Nn, gN) be a compact Riemannian manifold with constant sca-
lar curvature RN > 0 and n ≥ 2 . Consider the Yamabe problem on the product 
manifold M = N × �

1 ; or, more generally, on the mapping torus M = M� , where 
� ∈ Iso(N, gN) . The number of basic solutions in the conformal class of gN ⊕ r2dt2 
is equal to 1 if 0 < r <

√
n∕RN  , and becomes arbitrarily large as r ↗ +∞ . More 

precisely, given k ∈ ℕ and r > k
√
n∕RN  , there exist smooth positive nonconstant 

functions u
�
∶ M → ℝ

+ for each � ∈ {1,… , k} , which factor through the projection 
M → �

1 , in such way that (u
�
− 1) ∶ 𝕊

1 → ℝ has exactly 2� zeros on �1 , and the 
conformal metric u

4

n−1

�
(gN ⊕ r2dt2) has constant scalar curvature equal to RN.

Proof All claims follow from Theorem 6.11, applied to the Yamabe equation (7.3) 
with periodic boundary condition  (7.4). Namely, u

�
 can be taken so that (�, u

�
) is 

any point in 
(
B
�
⧵ Btriv

)
∩
(
{�} × C2

per

(
[0, 2�],ℝ

)even) . By Proposition  6.10, the 
intersections above are nonempty whenever 𝜇 =

n−1

4n
RN r2 >

�
2

q−1
=

n−1

4
�
2, i.e., 

r > �
√
n∕RN  . For any k ∈ ℕ , if r > k

√
n∕RN  , then this is evidently the case for all 

� ∈ {1,… , k} .   ◻

Remark 7.2 A weaker (but easier to prove) nonuniqueness result for solutions to 
the Yamabe problem on manifolds as in Theorem 7.1 follows from combining the 
existence of Yamabe metrics (i.e., solutions to (7.1) that minimize the correspond-
ing energy functional in its conformal class) with Aubin’s inequality for the Yamabe 
invariant. More precisely, since there exist degree k coverings �1 → �

1 for all k ∈ ℕ , 
the pullback of a Yamabe metric on M = N × �

1 via the corresponding coverings of 
M cannot remain Yamabe for k sufficiently large, since its large volume would con-
tradict Aubin’s inequality, see [11]. Iterating this procedure gives arbitrarily many 
solutions conformal to gN ⊕ r2dt2 provided r is sufficiently large. This is also the 
key idea behind more general multiplicity results in [2].

Remark 7.3 Using a celebrated result of Gidas, Ni, and Nirenberg [7], it is well-
known that, if (N,  g) is the round sphere (�n, ground) , then all the constant scalar 
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curvature metrics on �n × �
1 that belong to the conformal class of the product met-

ric ground ⊕ r2dt2 are obtained from a basic conformal factor. Thus, in this case, The-
orem 7.1 classifies all solutions to the Yamabe problem in the conformal class of 
ground ⊕ r2dt2 . In particular, by Theorem 5.1, if r is sufficiently small, then all con-
stant scalar curvature metrics in the conformal class of ground ⊕ r2dt2 are homothetic 
to ground ⊕ r2dt2.

Remark 7.4 A different (and interesting) question is to determine whether two dis-
tinct solutions to the Yamabe equation produce nonisometric constant scalar curva-
ture metrics, see e.g. [4, Rem. 4.1] or [2, Rem. 2.2]. For instance, even though the 
Yamabe equation on the round sphere �n admits a noncompact set of solutions, all 
such constant scalar curvature metrics are pairwise isometric. In particular, it seems 
reasonable to expect that the metrics u

4

n−1

�
(gN ⊕ r2dt2) in Theorem 7.1 are noniso-

metric for different values of �.
This is the case, for instance, if (Nn, gN) is the round sphere (�n, ground) , with 

n ≥ 2 . In fact, metrics conformal to ground ⊕ r2dt2 on �n × �
1 lift to metrics confor-

mal to ground ⊕ dt2 on 𝕊n ×ℝ , and hence conformal to ground on the twice punctured 
sphere �n+1 ⧵ �0 . By Liouville’s Theorem, all conformal diffeomorphisms of 
(�n+1 ⧵ �0, ground) are Möbius transformations and hence extend to conformal diffeo-
morphisms of (�n+1, ground) that leave �0 invariant; these correspond exactly to the 
isometries of (𝕊n ×ℝ, ground ⊕ dt2) , see e.g. [10]. Thus, conformal factors u

�1
 and u

�1
 

on �n × �
1 that give rise to isometric metrics gi = u

4

n−1

�i

(
ground ⊕ r2dt2

)
 , i = 1, 2 , have 

lifts ũ
�i
∶ 𝕊

n ×ℝ → ℝ that satisfy ũ
𝓁2

= ũ
𝓁1
◦� , where 

𝜑 = (𝛼, 𝛽) ∈ Iso(𝕊n ×ℝ, ground ⊕ dt2) = Iso(𝕊n, ground) × Iso(ℝ, dt2) is the isometry 
such that g̃2 = �∗(g̃1) . In particular, as u

�1
 and u

�2
 only depend on the variable 

t ∈ �
1 , they are obtained from one another by composition with an isometry of 

(�1, r2dt2) , so u
�1
− 1 and u

�2
− 1 must have the same number of zeroes, i.e., �1 = �2

.
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