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Abstract

A topology optimization formulation including a model of the layer-by-layer additive manufacturing (AM) process is
onsidered. Defined as a multi-objective minimization problem, the formulation accounts for the performance and cost of
oth the final and partially manufactured designs and allows for considering AM-related issues such as overhang and residual
tresses in the optimization. The formulation is exemplified by stiffness optimization in which the overhang is limited by
dding mechanical or thermal compliance as a measure of the cost of partially manufactured designs. Convergence of the
odel as the approximate layer-by-layer model is refined is shown theoretically, and an extensive numerical study indicates

hat this convergence can be fast, thus making it a computationally viable approach useful for including AM-related issues into
opology optimization. The examples also show that drips and sharp corners associated with some geometry-based formulations
or overhang limitation can be avoided. The codes used in this article are written in Python using only open sources libraries
nd are available for reference.
2022 Elsevier B.V. All rights reserved.
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1. Introduction

Mechanical and structural engineers always strive to make efficient use of materials, e.g., by developing lighter
tructures with the same load-carrying capacity, thus bringing economical and environmental benefits. The search
or more efficient structures was originally based on a trial-and-error process. However, in the last decades,
omputational tools based on optimization theory have been developed to find optimal structures semi-automatically.
n particular, Topology Optimization (TO) [1] has gained a lot of interest for its ability to generate highly efficient
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designs that are superior to those developed by traditional trial-and-error approaches. However, optimality often
comes at the cost of geometric complexity, implying that topology optimized designs may be impossible to
manufacture using traditional methods. Therefore, researchers and users of TO have become interested in additive
manufacturing (AM) as a way to realize complex TO designs. In particular, the powder bed fusion (PBF), the
electron beam melting (EBM) and the selective laser melting (SLM), technologies where a focused energy beam
(electron or laser) selectively melts the fine metal powder, have attracted interest.

While offering great freedom with regard to which designs can be manufactured, all AM processes have
imitations and characteristics – minimal printable sizes, allowable material deposition angle (maximum overhang
ngle), bridging distance, heat transfer accommodation [2–4] and so on – which should be accounted for in the
esign process to ensure high-quality builds, thus motivating research into TO formulations aimed specifically at
M.
In Much work on TO for AM has focused on avoiding or limiting overhangs. Two main approaches to this

roblem can be identified: (i) support structures are optimized in a post-processing step for a given design [5,6];
nd (ii) overhang constraints are included in the TO to ensure manufacturability without support [7–14]. The second
pproach is the most attractive, ensuring simultaneously optimality and manufacturability. The proposed methods for
verhang control in this approach can be divided into geometry- and physics-based. Geometry-based approaches are
omputationally cheap but may lead to inefficient structures that are not self-supported or exhibits drips and sharp
orners which are not optimal and may lead to high stresses [8,12]. In physics-based approaches, one tries to mimic
he layer-by-layer build process. This is also the case in some geometry-based approaches [7], but physics-based
pproaches also include an explicit model of the physics [9,15–17]. Depending on the complexity of the physics
odel this can be more computationally costly than geometry-based approaches but may also lead to designs that

erform better and are more suitable for manufacturing. We also emphasize that having a physical model of the layer-
y-layer process allows for consideration of, for example, path planning or residual stresses [18,19] that develop
uring the build-processes and may lead to part distortion and worsened strength and fatigue properties.

In this article, we present a general TO formulation that incorporates ideas from the physical AM layer-by-layer
uilding process. Defined as a multi-objective minimization problem, which we refer to as the archetype problem, the

formulation accounts for the performance and cost of both the final and partially manufactured designs and allows
for considering AM-related issues such as overhang and residual stresses in the optimization. The formulation is
exemplified by – but certainly not limited to! – stiffness optimization in which the overhang is controlled by adding
mechanical or thermal compliance as a measure of the cost of partially manufactured designs. In the proposed model
of the building process, we solve separate boundary values problems (BVPs) for each partially built structure and
one for the final design. The BVPs have separate load cases, as detailed in Section 3.

The remainder of this article is organized as follows: Section 2 presents the standard density-based TO
formulation. Section 3 introduces the archetype TO problem together with two specializations based on self-
weight and thermal conductivity. Section 4 presents extensive numerical studies in 2D and 3D using the proposed
formulations. Finally, conclusions are given in Section 5.

2. Standard density-based TO formulation

Let the design domain Ω ⊂ Rd (d = 2, 3) be an open, bounded and connected set with Lipschitz continuous
boundary Γ divided into two disjoint parts ΓD , |ΓD| > 0, and ΓN where the body is subject to Dirichlet and
Neumann conditions, respectively. For simplicity and without loss of generality, homogeneous Dirichlet boundary
conditions are considered throughout the paper. In all the text, the vector x designates the coordinate of a point in
Ω . We want to determine the domain of an isotropic elastic material, the so-called design (-solid) domain, Ω S

⊂ Ω ,
that satisfies desirable features described by appropriate constraints. The standard formulation of density-based TO
for stiffness maximization in continuous variational form reads:

min
ρ∈L∞(Ω,[0,1])

u∈V

a(ρ; u, u) [compliance = JD]

s.t. a(ρ; u, v) = L(v) ∀v ∈ V [balance equation]∫
Ω

ρ̄ (ρ) dx ≤ v̄

∫
Ω

dx [volume constraint]

(1)

where

V =

{
v ∈

[
H 1(Ω )

]d
| v = 0 on Γ

}
.
D

2
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The compliance JD is the cost function, v̄ is the fraction of solid material allowed in Ω , and ρ is the optimization
variable or design field prior to the filtering and threshold projection procedures (described below); that is,

ρ(x)
filtering
−→ ρ̂ = ρ̂(ρ)(x)

threshold
−→ ρ̄ = ρ̄

(
ρ̂(x)

)
, x ∈ Ω .

The bilinear and linear forms are defined respectively by

a(ρ; u, v) =

∫
Ω

σ (ρ, u) : ε(v) dx and L(v) =

∫
ΓN

t · v ds, (2)

where ε(v) = ∇
Sv is the symmetric gradient tensor, σ (ρ, u) is the stress tensor given by

σ (ρ, u) = λtr (ε(u)) I + 2µε(u)
= D(λ,µ) : ε(u), (3)

and t is a given traction vector acting on the Neumann boundary ΓN . Herein, D is the symmetric fourth-order
elasticity tensor with components Di jkl = λδi jδkl + µ

(
δikδ jl + δilδ jk

)
. The Lamé elasticity material parameters,

λ = λ(E(ρ), ν) and µ = µ(E(ρ), ν), are interpolated in Ω according to the solid isotropic material with penalization
SIMP) [20] scheme as

E(ρ̄ (ρ)) = Emin + ρ̄q (E0 − Emin) ,

where E and ν are the Young’s modulus and Poisson ratio, respectively. In addition, Emin and E0 represent the
oung’s minimum (void) and full-material values, respectively, with 0 < Emin < E0 and q is an appropriate penalty

actor. Let us recall that the SIMP method is not well suited for TO when self-weight is included due to parasitic
ffects arising at low densities [21]. An alternative scheme, that avoids such pathology, is the rational approximation
f material properties (RAMP) [22], in which the Young’s modulus is replaced by

E(ρ̄ (ρ)) = Emin +
ρ̄

1 + q(1 − ρ̄)
(E0 − Emin) .

Hereafter, we use the SIMP strategy unless stated otherwise; When it is the case, the RAMP scheme is identified
by the superscription (·)RAMP.

emark 1. The standard density-based TO formulation (1) can be conveniently redefined into a problem of the
orm known as the nested form in the TO-literature. It is obtained by using the balance equation to express u as a

function of ρ, leading to the problem

min
ρ∈D

L(u(ρ)),

where the set of admissible designs D comprises those designs satisfying the box (ρ ∈ [0, 1] a.e.) and volume
onstraints in (1), and u(ρ) is the unique solution to the state problem for a given design ρ ∈ D.

The next section describes the filtering and threshold projection procedures on the design variable. Although
hey are well addressed in the literature, here we summarize the key ingredients concerning concepts and solution

ethods that we consider useful to be presented in the same notation and context.

.1. Helmholtz-type PDE filtering and threshold projection

The filtered design field ρ̂ is represented implicitly by the solution of the isotropic Helmholtz-type partial
ifferential equation (PDE) [23]:

−r2
∇

2ρ̂ + ρ̂ = ρ in Ω ,
∇ρ̂ · n = 0 on Γ ,

(4)

here n is the outward normal of Ω . Here r is related to the length parameter that represents the usual density
ltering radius size r̄ , by r = r̄/(2

√
3). Although not considered in this work, boundary effects can be eliminated

by adopting the procedure described in [24,25].
The variational formulation of (4) is stated as: find ρ̂ ∈ H 1(Ω ) such that

a(ρ̂, η) = L(η) ∀η ∈ H 1(Ω ), (5)
3
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with

a(ρ̂, η) =

∫
Ω

r2
∇ρ̂ · ∇η dx +

∫
Ω

ρ̂η dx and L(η) =

∫
Ω

ρη dx . (6)

ormulation (5) has a unique solution ρ̂ = ρ̂(ρ) for every ρ ∈ L∞(Ω ), guaranteed by the Lax–Milgram lemma,
nd ρ̂ ∈ [0, 1] for every admissible ρ, as a consequence of a maximum principle (cf. [26, Proposition 9.30]). From
he discrete point of view, however, e.g. when (5) is solved by the classical Galerkin Finite Element Method (FEM)
ased on continuous Lagrangian elements, the approximate solution for ρ̂ may lie outside the range [0, 1], unless
he mesh is fine enough. In our implementation, this issue is handled by applying min − max operators when such

situation is detected. Finally, if discontinuous approximations for ρ̂ are sought, alternative formulations may be
sed, such as finite volume methods [27], mixed methods [28,29] or discontinuous Galerkin methods [30–32].

An important and immediate result concerning the pointwise convergence of the filtered design used in the next
ection is (see Appendix A for a proof):

heorem 1. Let (ρn), ρn ∈ L∞(Ω , [0, 1]), be a sequence converging weakly∗ to some ρ ∈ L∞(Ω , [0, 1]). Then
he sequence of filtered designs (ρ̂(ρn)) originated by the solutions of (5)–(6) converges pointwise a.e. to ρ̂(ρ).

Notice that the density field should exhibit, ideally, binary values in {0, 1}. In our implementation, intermediate
ensities are reduced by adopting a threshold projection that provides density fields with a steeper transition between
and 1. In such cases, the ρ̂ values are projected to their maximum and minimum limits {0, 1}. According to [33]

his can be accomplished by computing a new field ρ̄ defined as:

ρ̄(ρ̂(x)) =
tanh (βγ )+ tanh

(
β(ρ̂(x) − γ )

)
tanh (βγ )+ tanh (β(1 − γ ))

,

here β is the projection parameter responsible for weighting the intermediate density values and γ translates the
projection. Herein, we assume an increasing value of β from βmin to βmax, doubling it every βd iterations.

. General framework for TO with AM

The standard density-based TO formulation (1) is now extended to account for the physics of the AM process,
eading to a quite general formulation for TO aimed at AM which we refer to as the archetype problem. This
s done by including additional terms in the objective function which takes into account properties of partially
uilt structures. The general framework is then specialized in Sections 3.1 and 3.2 to include the mechanical and
hermal compliances of such partially built structures as a way of controlling overhang. Contrary to many methods
eveloped in the literature [8,12,13,15], the proposed formulation limits the overhang relative to the build plate
ithout imposing a critical overhang angle.
We consider an AM process occurring on the time interval (0, T ], where T is the total process time. The domain

nd boundaries of interest of a partially built structure at time t ∈ (0, T ], are given by

Ωt = {x ∈ Ω | 0 < x · b < Ht/T } , Γ u
t = Γt \ Γ and Γ0 = {x ∈ Γ | x · b = 0} ,

where b is a unit vector that defines the build direction normal to the build plate, H = max (x · b), x ∈ Ω , is the
“height” of the design domain along the build direction, Γt is the boundary of Ωt , and Γ0 represents the base (build
plate). The product Ht/T in the definition of Ωt refers only to a parameterization of the height H as t increases.
In the AM process, the part Ω S

t of Ω S that has been created up to time t is defined by ρ|Ωt (x) = 1 (see Fig. 1),
where ρ|Ωt (x) = ρ (x)|x∈Ωt . Note that the density field ρ is simply ρ = ρ|ΩT

.
Denoting by D ⊂ L∞(Ω ) the set of admissible designs defined by the box and volume constraints in (1), the

archetype problem is defined as

(AP) min
ρ∈D

[
a (ρ; u(ρ), u(ρ))+

∫ T

0
γ (t)JP

(
ρ|Ωt , ψP

(
ρ|Ωt , t

)
, t
)

dt
]
, (7)

where u (ρ) solves the state problem in (1). The total cost function contains a cost for the design and a cost JP

for each partially manufactured design Ω S
t . The latter may depend on temperature, displacement, or velocity fields,(

|
)

denoted collectively by ψP = ψP ρ Ωt , t which is the solution to a state problem posed on the domain Ωt for a

4
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Fig. 1. Schematic illustration of the AM process.

Fig. 2. Domains defined along the discrete process and its boundaries.

given design. A suitable, non-restrictive technical assumption is that ψP
(
ρ|Ωt , t

)
∈ H (Ωt ,Rn) where H (Ωt ,Rn)

is a Banach space with norm ∥·∥H (Ωt ).
The non-negative (bounded and continuous) function γ in (7) can be used to balance the costs for the final and

partially manufactured designs. With appropriately chosen costs, an optimal solution to this multi-objective problem
defines a Pareto optimum [34, Proposition 3, p. 297]. Although not addressed in this work, a possible alternative
formulation of this multi-objective problem is to convert some of the objective terms into constraints.

To solve problem (7) numerically, we must discretize the process in time and space. Towards this end, let
0 = t0 < t1 < · · · < tl = T , be a partition of the interval (0, T ] into subintervals Ii = (ti−1, ti ], i = 1, 2, . . . , l,
such that

lim
l→∞

(
max

i=1,2,...,l
|Ii |

)
= 0.

where l is the number of discrete layers used to mimic the build process. Fig. 2 illustrates the domains and boundaries
that arise at the discrete time steps. By applying a first-order backward approximation to the time integral, the
semi-discrete version of the AP becomes

min
ρ∈D

[
a (ρ; u(ρ), u(ρ))+

l∑
i=1

wi JP
(
ρ|Ωi

, ψP
(
ρ|Ωi

, ti
)
, ti
)]
, (8)

where wi = (ti − ti−1)γ (ti ) and Ωi = Ωti for i = 1, 2, . . . , l. Discretization is completed by spatial discretization
using the Finite Element Method (FEM).

Remark 2. As noted by [9,16], the time steps do not necessarily represent just one physical AM layer. Additionally,
it is not possible to see how the material is being deposited along the i th layer. Although not addressed in this study,
such limitation may be overcome by adding contributions concerning the partially built structures along with the
perpendicular direction to b.

An important aspect that deserves attention is related to the convergence of solutions to problem (8) as the
number of layers increases. According to Theorem 2, any such sequence will converge to a solution to problem (7)
(whose existence is an outcome of the theorem). In the statement of the theorem and its proof we compare functions
defined on different domains and therefore we introduce the following definition of weak convergence (c.f [35]):
5
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Definition 1. Consider a sequence (ti ) converging to some t . A sequence of functions (vi ) such that vi ∈ H (Ωi ,Rn)

for all i is said to converge weakly (indicated by ⇀) to a function v ∈ H (Ωt ,Rn) if (ṽi ) converges weakly in
H (Ω ,Rn) to ṽ ∈ H (Ω ,Rn), where the ṽ denotes the extension of a function v ∈ H (Ωt ,Rn) to H (Ω ,Rn).

Whether a function in H (Ωt ,Rn) can be extended to a function in H (Ω ,Rn) depends on properties of the
domain in general; for the standard Sobolev spaces

[
H 1 (ω)

]d this is true for example for domains with Lipschitz
boundary [36].

Theorem 2. Assume that (8) has at least one solution for every l ≥ 1 and that every sequence of admissible
designs (ρi )

∗

⇀ ρ ∈ D and times (ti ) → t has a subsequence such that the corresponding states converge weakly,
i.e. ψP (ρi |Ωi

, ti ) ⇀ ψP (ρ|Ωt , t), and satisfy ∥ψP (ρl |Ωi
, ti )∥H (Ωi ) ≤ C with C independent on Ωi . Furthermore,

assume that for a sequence of the just described type, JP is continuous in the sense that JP (ρi , ψP (ρi |Ωi
, ti ), ti ) →

JP (ρ,ψP (ρ|Ωt , t), t) point-wise a.e. in (0, T ]. Finally assume that JP satisfies, with c a positive constant,⏐⏐JP (ρ,ψP (ρ|Ωt , t), t)
⏐⏐ ≤ c

ψP (ρ|Ωt , t)


H (Ωt ) for every t ∈ (0, T ]. Then every sequence of solutions to (8) has

a subsequence converging weakly∗ to a solution to (7) as l → ∞.

Proof. Consider a sequence of solutions
(
ρ∗

l

)
to the semi-discretized problem (8). By definition of a minimizer

there holds that

a
(
ρ∗

l ; u
(
ρ∗

l

)
, u
(
ρ∗

l

))
+

∫ T

0

l∑
i=1

γ (ti ) JP

(
ρ∗

l

⏐⏐
Ωi
, ψP

(
ρ∗

l

⏐⏐
Ωi
, ti
)
, ti
)
χi (t) dt ≤

a (ρ; u (ρ) , u (ρ))+

∫ T

0

l∑
i=1

γ (ti ) JP
(
ρ|Ωi

, ψP
(
ρ|Ωi

, ti
)
, ti
)
χi (t) dt ∀ρ ∈ D, (9)

here the indicator function χi (t) = 1 if t ∈ Ii and χi (t) = 0 otherwise. Since D is weakly∗ sequentially
ompact [37], we may extract a subsequence, again denoted

(
ρ∗

l

)
, converging weakly∗ to some ρ∗

∈ D. Since
(ρ; ·, ·) is coercive for every ρ ∈ D and L is continuous we deduce that

u
(
ρ∗

l

)
1,Ω ≤ C for all l and some

onstant C . The sequence of states is thus bounded and we may extract a further subsequence
(
ρ∗

lm

)
of designs such

hat the corresponding sequence of states converges weakly (in [H 1(Ω )]d ) to some u ∈ V . Using the pointwise
onvergence of the filtered design (Theorem 1) one can show (cf. e.g [38]) that this u satisfies a (ρ∗

; u, v) = L (v)
or all v ∈ V , i.e. u = u (ρ∗). We have thus obtained a subsequence of designs such that the first term on the left
n (9) converges to a (ρ∗

; u (ρ∗) , u (ρ∗)).
To conclude the proof, we show that for any sequence (ρl) of admissible designs tending weakly∗ to some ρ ∈ D

here is a subsequence such that∫ T

0

l∑
i=1

γ (ti ) JP
(
ρl |Ωi

, ψP
(
ρl |Ωi

, ti
)
, ti
)
χi (t) dt →

∫ T

0
γ (t) JP

(
ρ|Ωt , ψP

(
ρ|Ωt , t

)
, t
)

dt. (10)

owards this end, let τ ∈ (0, T ] be given. This τ belongs to some interval Ik , k(l) ∈ {1, . . . , l}, so⏐⏐⏐⏐⏐
l∑

i=1

γ (ti ) JP
(
ρl |Ωi

, ψP
(
ρl |Ωi

, ti
)
, ti
)
χi (τ ) − γ (t) JP

(
ρ|Ωt , ψP

(
ρ|Ωt , t

)
, t
)⏐⏐⏐⏐⏐ =⏐⏐⏐γ (τk) JP

(
ρl |Ωτk

, ψP

(
ρl |Ωτk

, τk

)
, τk

)
− γ (τ) JP

(
ρ|Ωτ , ψP

(
ρ|Ωτ , τ

)
, τ
)⏐⏐⏐ .

ince
⏐⏐τk(l) − τ

⏐⏐ ≤ maxi=1,...,l |Ii | → 0 as l → ∞, the sequence (τk(l)) converges to τ as l → ∞. By assumption
e may extract a subsequence (not relabeled) of densities and times such that ψP

(
ρl |Ωτk(l)

, τk(l)

)
tends weakly to

P
(
ρ|Ωτ , τ

)
. Then, from the assumed continuity of γ and JP and the fact that τ ∈ (0, T ] was arbitrary follows

he point-wise convergence of the integrand on the left in (10) to that on the right. Finally, letting cγ denote the
pper bound on γ over (0, T ],⏐⏐⏐⏐⏐

l∑
γ (ti ) JP

(
ρl |Ωi

, ψP
(
ρl |Ωi

, ti
)
, ti
)
χi (τ )

⏐⏐⏐⏐⏐ ≤ cγ c
ψP

(
ρl |Ωτk(l)

, τk(l)

)
H
(
Ωτ

) ≤ cγ cC,

i=1 k(l)

6
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where the last inequality follows since (ψP (ρl |Ωτk(l)
, τk(l))) is a weakly convergent, hence bounded sequence. By

assumption, C is independent of Ωτk , and since cγ cC is independent of l and Lebesgue integrable on (0, T ], the
convergence (10) follows from the Lebesgue dominated convergence theorem.

According to the preceding paragraph, we may now from
(
ρ∗

lm

)
extract a further subsequence such that the

convergence (10) holds on both sides (with “ρl” = ρ∗

l and “ρl” = ρ for all l respectively) in (9), and thus that in
the limit,

a
(
ρ∗

; u
(
ρ∗
)
, u
(
ρ∗
))

+

∫ T

0
γ (t) JP

(
ρ∗
⏐⏐
Ωt
, ψP

(
ρ∗
⏐⏐
Ωt
, t
)
, t
)

dt ≤

a (ρ; u (ρ) , u (ρ))+

∫ T

0
γ (t) JP

(
ρ|Ωt , ψP

(
ρ|Ωt , t

)
, t
)

dt ∀ρ ∈ D,

or in other words that ρ∗ solves (7). □

The fact every sequence of solutions to (8) has a subsequence converging to a solution to (7) as l → ∞ means
that every sequence converges to the set of solutions to (7). If (7) has a unique solution, the entire sequence will
thus converge to this solution. Note also that, while the designs only converge weakly∗, the associated filtered
designs ρ̂ converge point-wise (recall Theorem 1). An important aspect not addressed by Theorem 2 is the rate of
convergence. The numerical examples below suggest that it can be quite fast and it would be very interesting to
obtain theoretical results in this direction. Appendix B provides an example of how to verify the assumptions of
Theorem 2 in a practical case.

As previously stated, the cost JP of each partially manufactured design may be functions of ψP . In the following,
we present two particularizations for the ψP dependence based on self-weight and thermal conductivity physics.

3.1. Self-weight-based formulation

This section presents the self-weight-based formulation as the first alternative to reduce overhang regions. In the
total cost function given in (8), the final design cost, JD , is defined by the compliance of a structure subject to
the fixed external loads, whereas the design cost, JP , is represented by the compliance of partially manufactured
structures subject to self-weight loading.

By considering the compliance-based TO (1) and the discrete version of AP (8), the self-weight-based formulation
is stated as: Find a density scalar field ρ ∈ D and displacement fields u ∈ V , ui ∈ Vi for i = 1, 2, . . . , l, such that

min
ρ∈D

a(ρ; u, u) +

l∑
i=1

wi ai (ρ; ui , ui ) [total cost]

s.t. a(ρ; u, v) = L(v) ∀v ∈ V [balance equation: main problem]
ai (ρ; ui , vi ) = L i (ρ; vi ) ∀vi ∈ Vi , i = 1, 2, . . . , l [balance equations: sub-problems]

(11)

with trial and test spaces Vi equally defined as

Vi =

{
vi ∈

[
H 1(Ωi )

]d
| vi = 0 on Γ0

}
for i = 1, 2, . . . , l.

The corresponding bilinear and linear forms are defined by (2) and

ai (ρ; u, v) =

∫
Ωi

σ RAMP (ρ|Ωi
, u
)

: ε(v)dx and L i (ρ; v) =

∫
Ωi

f
(
ρ|Ωi

)
· vdx for i = 1, 2, . . . , l. (12)

where f
(
ρ|Ωi

)
∈ [L2(Ωi )]d is the body force per unit volume. As shown in Appendix B, this formulation verifies

the assumptions of Theorem 2.

Sensitivity analysis Let us derive the sensitivity of the objective function with respect to the physical field ρ̄.
The sensitivity of the physical field ρ̄, with respect to the optimization variable ρ, can be easily evaluated by
differentiating the filtering equations and, therefore, will not be described here (see [39] for details). The Lagrangian
Lsw for the self-weight-based objective function (11a) is defined as

Lsw(ρ, u, ui ,λ,µi ) := a(ρ; u, u) +

l∑
wi ai (ρ; ui , ui ) + a(ρ; u,λ) − L(λ) +

l∑[
ai (ρ; ui ,µi ) − L i (ρ; µi )

]
,

i=1 i=1

7
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where λ ∈ V and µi ∈ Vi , i = 1, . . . , l, are the Lagrange multipliers associated with the balance equations (11b)
and (11c), respectively. Note that Lsw has the same value as the objective function for all ρ since the equations of
state are satisfied; hence the derivatives of Lsw and those of the objective function will coincide.

The Gâteaux derivative of Lsw with respect to the physical field ρ̄ evaluated by the adjoint sensitivity method is
iven by

dLsw

dρ̄
=
∂Lsw

∂ρ̄
+

∂

∂u
[a(ρ; u, u) + a(ρ; u,λ) − L(λ)] ·

du
dρ̄

+

l∑
i=1

∂

∂ui

[
wi ai (ρ; ui , ui ) + ai (ρ; ui ,µi ) − L i (ρ; µi )

]
·

dui

dρ̄
,

where we see that computation of the complicated terms du/dρ̄ and dui/dρ̄ can be avoided if the multipliers are
chosen as λ = −2u and µi = −2wi ui , respectively. The derivative then reduces to

dLsw

dρ̄
=

∂

∂ρ̄

(
−a(ρ; u, u) +

l∑
i=1

wi [2L i (ρ; ui ) − ai (ρ; ui , ui )]

)
,

here the partial derivatives are given, for each i = 1, 2, . . . , l, by

∂

∂ρ̄
a(ρ; u, u) =

∫
Ω

E ′ (ρ) δρ̄ ε(u) : D0(ν) : ε(u) dx, (13)

∂

∂ρ̄
ai (ρ; ui , ui ) =

∫
Ωi

E ′RAMP (
ρ|Ωi

)
δρ̄ ε(ui ) : D0(ν) : ε(ui ) dx,

nd
∂

∂ρ̄
L i (ρ; ui ) =

∫
Ωi

f ′
(
ρ|Ωi

)
δρ̄ · ui dx,

ith Young’s modulus derivatives

E ′ (ρ̄(ρ)) = qρ̄q−1 (E0 − Emin) and E ′RAMP
(ρ̄(ρ)) =

(1 + q)

[1 + q(1 − ρ̄)]2 (E0 − Emin) ,

nd δρ̄ denoting the variation of the field ρ̄. For the sake of convenience of exposition, in the previous expressions we
onsidered the stress tensor σ given in (3) rewritten by using the identity D (λ, µ) = E (ρ)D0(ν) for an appropriate

fourth-order tensor D0.

.2. Thermal conductivity-based formulation

The thermal conductivity-based formulation considers the temperature gradient between the build plate and the
urrent manufactured layer, trying to mimic the heat deposition into the structure over the building process. The
esign of each partially manufactured structure will contain channels that may be seen as supports for an optimal
eat transfer. The relation between high thermal gradients and deformations has been treated in the literature. In [40],
he authors apply a thermomechanical model to overhang structures in the EBM process to evaluate the temperature
nduced deformation and compare with experiments. They claim (page 103) that the heat load, more than the gravity,
s the source of the deformation. This is also illustrated by printed parts where the warping is upwards and not
ownwards as would be predicted by self-weight. This is further developed in [41] where they pursue the idea of
ontact free supports that serve as heat sinks for the overhang structures. For laser printing the problem of residual
tresses is well known. The paper [42] offers a review of the residual stress problem and its relation to thermal
eformation for overhang structures for SLM.

Fig. 3 illustrates the temperature field over a generic partially built structure exhibiting an overhang region.
he localized high temperature on the partially built structure mimics a physical observation in the EBM process,
hich is induced by the melting of the material when a new layer is deposited. The difficulty in dissipating such

nergy deposition may cause excessive deformations and warping defects, due to the residual thermal stresses. The

ormulation of this section, based on thermal conductivity, aims to limit such behavior.

8
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Fig. 3. Density and temperature fields in a partially built structure.

The thermal conductivity-based formulation makes use of the steady-state heat-conduction problem, and is stated
as: Find a density scalar field ρ ∈ D, displacement field u ∈ V and temperature fields θi ∈ Ui , for i = 1, 2, . . . , l,
uch that

min
ρ∈D

a(ρ; u, u) +

l∑
i=1

wi bi (ρ; θi , θi ) [total cost]

s.t. a(ρ; u, v) = L(v) ∀v ∈ V [balance equation: main problem]
bi (ρ; θi , ηi ) = li (ρ; ηi ) ∀ηi ∈ Ui , i = 1, 2, . . . , l [energy balance: sub-problems]

(14)

ith trial and test spaces Ui equally defined as

Ui =
{
ηi ∈ H 1(Ωi ) | ηi = 0 on Γ0

}
, i = 1, 2, . . . , l.

he above bilinear and linear forms are given according to (2) and

bi (ρ; θ, η) =

∫
Ωi

κ
(
ρ|Ωi

)
∇θ · ∇ηdx and li (ρ; η) =

∫
Γu

i

ρ̄(ρ)|Ωi
qiηds for i = 1, 2, . . . , l.

erein, κ is a pseudo thermal conductivity given by

κ(ρ̄ (ρ)) = κmin +
ρ̄

1 + q(1 − ρ̄)
(1 − κmin) ,

here κmin, taken as 10−9 in the numerical experiments, is a small positive parameter introduced for numerical
urposes, and qi is the source of heat at the i th layer. From now on, we adopt for the penalty factor q the symbol
m for the main problem and qs for the sub-problems. That the thermal conductivity-based formulation verifies
he assumptions of Theorem 2 can be shown using similar techniques as for the self-weight-based formulation,
mploying a uniform trace inequality [43] to handle the boundary integral in the sub-problems.

ensitivity analysis The sensitivity of the objective function with respect to the physical density field ρ̄ is obtained
sing the adjoint method as described in Section 3.1. Let L tc = L tc(ρ, u, θi ,λ, µi ) be the Lagrangian for the thermal
onductivity-based objective function and the Lagrange multipliers λ = −2u and µi = −2wiθi , i = 1, . . . , l. By
imilar arguments, the Gâteaux derivative of L tc with respect to the physical field ρ̄ becomes

dL tc

dρ̄
=

∂

∂ρ̄

(
−a(ρ; u, u) +

l∑
i=1

wi [2li (ρ; θi ) − bi (ρ; θi , θi )]

)
, (15)

where the partial derivatives are given by
∂

∂ρ̄
bi (ρ; θi , θi ) =

∫
Ωi

κ ′
(
ρ|Ωi

)
δρ̄ ∇θi · ∇θi dx and

∂

∂ρ̄
li (ρ; θi ) =

∫
Γu

i

δρ̄ qiθi ds for i = 1, 2, . . . , l,

ith

κ ′(ρ̄ (ρ)) =
(1 + q)

[1 + q(1 − ρ̄)]2 (1 − κmin) .

he derivative of the first term on the right-hand side of (15) is provided in (13).
9
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3.3 A measure for the overhang surface

In this study, we adopt as a quantitative measure of overhang the Projected Undercut Perimeter (PUP), that is defined
according to [8] as

Pᾱ :=

∫
Ω

H
(

b ·
∇ρ̄

∥∇ρ̄∥
− cos (ᾱ)

)
b · ∇ρ̄ dx, (16)

that quantify the projected perimeter of overhang regions defined by a critical overhang angle ᾱ. Herein, H (·) is
the shifted continuous Heaviside projection function of the undercut perimeter

H (ξ) =
1

1 + exp (−2ζ ξ )
,

with ζ controlling the approximation to the discontinuous Heaviside function. In this work, we adopt the value
ζ = 10. Notice that in (16), ∇ρ̄/∥∇ρ̄∥ estimates the normal to the diffuse interface between the full-material and
void regions. We also consider the Normalized Projected Undercut Perimeter (NPUP), denoted by N Pᾱ , that is
defined as the ratio between Pᾱ and the area of the build plate, which provides a more appropriate measure of the
overhang region.

For further comparison, we also introduce the projected perimeter based formulation for minimal overhang angle
control described in [8], here simply identified as PUP formulation, which includes two additional constraints into
the standard TO problem (1) based on the PUP and grayness measures:

Pᾱ ≤ P̄ᾱ [PUP constraint]∫
Ω

4ρ̄(1 − ρ̄) dx
/∫

Ω

dx ≤ ϵ̄ [grayness constraint]
(17)

where P̄ᾱ and ϵ̄ are the maximum allowed projected perimeter and grayness, respectively. According to [8], the
grayness constraint (17b) prevents the appearance of trivial solutions of gray density with zero density gradient. It
is important to note that this formulation does not include the side-boundary-induced undercut constraint, that may
be important to avoid not self-supporting drippings at domain boundaries [8].

4 Numerical examples

In this section, we perform topology optimization of 2D and 3D cantilever beams by adopting the proposed
methodology with the self-weight formulation (11) and the thermal conductivity formulation (14). In Table 1, we
show the parameters that are common to all simulations. The remaining data, specific to each numerical experiment,
are provided within the subsections. We adopt the bilinear isoparametric quadrilateral elements for 2D cases and
trilinear isoparametric hexahedron elements for 3D ones. Linear systems arising from the discretization of the
main problem are solved by using the direct solver MUMPS [44] in the 2D problems and by the PETSc [45]
preconditioned conjugate gradient solver in the 3D cases. The corresponding linear systems arising from the sub-
problems are solved by using MUMPS. The stopping criterion for the optimizer is based on the physical density
variable of two consecutive iterations as

∥ρ̄n − ρ̄n−1∥∞ < ϵ.

For convenience, we adopt an uniform time partition, and the penalty factor γ in (7) described in terms of the
parameter w0 ∈ (0, 1] as γ (ti ) = (1 −w0)/w0 for i = 1, 2, . . . , l. From these considerations, wi is particularized to
wi = (T/ l)(1 − w0)/w0.

The overall computational framework is written in Python using the open-source finite element framework
FEniCS [46] to set up and solve the state problems. As for the optimization method, we use the Method of Moving
Asymptotes (MMA) proposed by Svanberg [47], whose Python code-version is available in [48]. All codes necessary
to reproduce the optimizations to be presented are available in [49]. Finally, we remark that no numerical issues
that could be associated with badly scaled objectives and or constraints were reported in the numerical experiments
of this section.
10
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Table 1
General parameters for all simulations.

Parameter Symbol Value Parameter Symbol Value

Load [N] t 1 Total process time [s] T 1
Gravity [m/s2] g 9.81 Heat source [K] qi 1
Young’s modulus [Pa] E0 1 SIMP penalty qm 5
Min. Young’s modulus [Pa] Emin 10−9 RAMP penalty qs 5
Poisson ratio ν 0.3 Tolerance ϵ 10−2

Initial density [kg/m3] ρ0 v̄ Min. conductivity [W/(m K)] kmin 10−9

Table 2
Complementary parameters for the 2D cantilever beam problem.

Parameter Symbol Value Parameter Symbol Value

Dimension [m] Lx × L y 12 × 6 Filter radius [m] r̄ 1.25
Thickness [m] – 1 Threshold parameters βmin – βmax 1–32
Average density [kg/m3] v̄ 0.5 βd 100
Quadrilateral elements Nx × Ny 240 × 120 η 0.5

Fig. 4. 2D cantilever beam problem: geometry, loading, boundary conditions, and density field initial condition.

.1 2D cantilever beam

The 2D cantilever beam plane-strain problem is described in Fig. 4. The left figure corresponds to the main
roblem, whereas the right one describes the boundary conditions and the build-direction for the sub-problems.
ther relevant parameters used throughout this section are given in Table 2.
Fig. 5 presents an optimized design obtained with the standard TO formulation (1), where the blue circle indicates

he adopted filter size. With a compliance of JD = 58.79 N m, the manufacturing of such structure, with this build
irection, may not be appropriate for AM. When the PUP formulation is employed, the designs of Fig. 6(a) and
(b), referred to as structures I and II, are obtained. These designs, having compliance of JD = 86.38 N m and

JD = 74.25 N m, were obtained by using filter radius r̄ = 1.25 m and r̄ = 0.50 m, respectively. From the figures,
e can clearly see the dependence of the final structure on r̄ . The adopted PUP and grayness constraints upper

imits are P̄45◦ = 0.5 and ϵ̄ = 0.6, with βd = 25 starting from the 50th iteration, as proposed in [8]. Fig. 6(c)
hows their corresponding NPUP measures for different threshold angles. Note that structure I exhibits smaller
alues of NPUP when compared to the standard structure, as expected, since it is based on the PUP formulation.
owever, the reduction of the radius r̄ may induce the formation of drippings, an issue generally present when

dopting geometric AM constraints, as illustrated by structure II. Although suppressing drippings be possible,
t needs potentially onerous computations (see [13], where the dripping effect is avoided by filters or constraints
hat require computing the second-order derivatives of the density function). As will be shown later on, the AP
ormulation proposed in this work delivers improved designs obtained by using a small filter radius while avoiding
he undesirable presence of drippings.
11
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Fig. 5. Standard reference structure.

Fig. 6. Structures with the suggested filter radius and a reduced filter radius version where the dripping effect is present.

.1.1 Self-weight-based results
Let us present the results for the 2D cantilever beam problem by using the self-weight-based formulation

escribed in Section 3.1. Additionally to the parameters showed in Tables 1 and 2, consider w0 = 0.10. The
rtificial body load is defined as f (ρ̄ (ρ)) = −gp ρ̄ b, with the normalized gravity gp given by

gp = g
/(

v̄

∫
Ω

dx
)
,

llowing a balance between external and self-weight loads irrespective of the domain size. Notice that, without this
onsideration f will be dominant (negligible) as compared to t for large (small) domains and consequently, the
ptimization processes will be controlled by the sub-problems (resp., the main problem). In this case, a new w0

eight adjustment becomes necessary.
As the first result, let us analyze the convergence of the optimization process with respect to the number of

ptimization steps. Fig. 7 illustrates the compliance, the total cost, and the grayness over the optimizer iterations
hen considering 40 layers. The process exhibits jumps as the β-threshold parameter increases from βmin to βmax,

iming to produce densities close to a binary {0, 1} distribution. The grayness curve is an indicator of such behavior,
nd in this case measures 4.11% at the converged state. Ideally, the grayness assumes the value of 0% in the limit

→ ∞. At the end of the optimization process, the compliance is JD = 78.91 N m. This value can be compared

12
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Fig. 7. The self-weight-based formulation for 40 layers: Compliance, total cost, and grayness over the iterations. Density distribution details
at the left.

Fig. 8. The self-weight-based formulation: Compliance and NPUP values for different number of layers.

o the compliance of the structures of Fig. 6. The left part of the figure shows the corresponding designs obtained
fter 150(A) and 959(B) (converged stage) iterations, with the black region defining the solid domain Ω S .

The number of layers plays a crucial role in the formulation as a discretization aspect which may affect the final
design. Fig. 8 shows the compliance and NPUP values (for 30◦, 45◦ and 60◦) as a function of the number of layers.

etails on the left show the designs obtained for 5 and 120 layers. These results also suggest a fast convergence of
he compliance with respect to the number of layers.

The weight w0 highly affects the final design, as illustrated in Fig. 9. Note that a small value of w0 leads to
high structure compliance and buildability reflected by the small NPUP values. This behavior is reversed when

ncreasing w0. These results show that the user has to choose a value of w0 that balances these two antagonistic
roperties. Figures at the left show the designs obtained when using w0 = 0.2 and w0 = 0.4.

Another relevant variation is the filter radius. As observed in Fig. 10, designs with smallest NPUP values and high

ompliance are obtained with filter radius increasing. According to the details for structures with r̄ = 0.25 m, 0.5 m,

13
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Fig. 9. The self-weight-based formulation for 120 layers: Compliance and NPUP values for different weights.

Fig. 10. The self-weight-based formulation for 120 layers: Compliance and NPUP values for different filter radius.

.75 m and 1.5 m, larger filter radius acts to close holes, consequently avoiding overhang regions. An alternative
o decrease the NPUP values using small filter radius is to conveniently modify the weight w0, as illustrated when
iscussed the results of Fig. 9. It is important to highlight that the dripping effect and sharp corners are not present
n this formulation, even for the smallest filter radius.
14
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Fig. 11. Thermal conductivity-based formulation for 40 layers: Compliance, total cost, and grayness over the iterations. Density distribution
etails at the left.

.1.2 Thermal conductivity-based formulation
Let us focus now on the thermal conductivity-based formulation described in Section 3.2. In addition to the

arameters given in Tables 1 and 2, consider w0 = 0.25 and qi = 1 for i = 1, 2, . . . , l.
Fig. 11 shows the compliance, total cost, and grayness measure over the optimizer iteration for 40 layers. Similar

to the discussion given concerning Fig. 7, we observe jumps, oscillations, and a non-decreasing behavior for the
compliance curve due to the same factors previously discussed. The final design has JD = 84.27 N m and 3.19% of

rayness. Details at the left show the corresponding designs after 150(A) and 585(B) (converged stage) iterations.
The effect of the (number of) layers on the final design can be seen more clearly using this formulation, as

llustrated in Fig. 12. It is possible to observe boundary oscillations occurring between two consecutive layers due
o the thermal loading applied on Γ u

i . As illustrated, they can be reduced with the layer number increasing. The
ompliance oscillates around 83 N m for all cases, with the converged topology obtained for more than 40 layers.

Figs. 13 and 14 show the effects of the weight w0 and the filter radius r̄ on the compliance and NPUP values.
Similar to Section 4.1.1, the increase of the weight leads to better structural responses at the cost of decreasing the
manufacturability. This behavior reverses with the filter radius increase.

Finally, in order to check the sensitivity of the optimized design concerning the initial density field, we performed
the simulation D of Fig. 12, changing the initial condition as indicated in Fig. 15(a). The result, shown in Fig. 15(b)
indicates a similar topology of the one illustrated in Fig. 12(D).

4.1.3 Comparison and performance issues
As observed in the previous sections (see Figs. 10 and 14), the AP formulation enables the use of small filter

radius preventing the appearance of the undesirable dripping effect and sharp corners. These resulting designs are
alternative solutions for reducing overhang regions, or equivalently, increasing manufacturability by AM means. For
a fair comparison, Fig. 16 shows the NPUP values considering different threshold angles for the standard reference
structure and those obtained via AP formulation with r̄ = 0.50 m. There is a substantial reduction in NPUP values

hen compared to the standard structure. Although they are higher than those provided when using PUP formulation
or ᾱ < 60◦, the latter may lead to the formation of drippings, as illustrated in Fig. 6(c) (see discussion on the
econd paragraph of Section 4.1).

It is important to highlight that, instead of working with Heaviside functions in a fixed mesh M of Ω to mimic
he build process, our implementation considers a particular mesh Mi for each domain Ωi ⊂ Ω . This enables to
ave computational time when solving the sub-problems since they are solved for each Ωi . This comes at the price
f having to map the density degrees of freedom between different meshes, which is done easily and at a low
15
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Fig. 12. Thermal conductivity-based formulation: Compliance and NPUP values for different layers.

Fig. 13. Thermal conductivity-based formulation for 120 layers: Compliance and NPUP values for different weights.

ost in the FEniCS platform. Fig. 17 illustrates the average of CPU time expended in each optimizer iteration. The
hermal conductivity-based formulation is evidently more attractive for a purely computational point-of-view than
he self-weight-based version. This is due to the reduced size of the linear system to be solved when compared to
he one associated with the linear elasticity balance equation.
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Fig. 14. Thermal conductivity-based formulation for 120 layers: Compliance and NPUP values for different filter radius.

Fig. 15. Thermal conductivity-based formulation for 120 layers: Alternative initial condition for the density field.

Fig. 16. NPUP measure with respect to the threshold angle for the standard structure and those obtained via AP formulation.
17
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Fig. 17. Number of layers versus average CPU time per iteration.

Fig. 18. 2D MBB beam problem: geometry, loading, boundary conditions, and density field initial condition.

Table 3
Complementary parameters for the 2D MBB beam problem.

Parameter Symbol Value Parameter Symbol Value

Dimension [m] Lx × L y 160 × 80 Filter radius [m] r̄ 2.40
Thickness [m] – 1 Threshold parameters βmin – βmax 1–4
Average density [kg/m3] v̄ 0.6 βd 100
Quadrilateral elements Nx × Ny 320 × 160 η 0.5

4.2 2D MBB beam

Consider the symmetric MBB beam under the hypothesis of the plane-strain state illustrated by Fig. 18, subject to
he parameters given in Table 3. Amir and Mass [16] proposed a similar problem using self-weight-based loading for
he sub-problems as a way to reduce overhang surfaces; however, the corresponding formulations are not equivalent.
he purpose of this section is to apply our self-weight-based and thermal conductivity-based formulations to verify

he formulation’s generality when applied to a different set of boundary conditions.
Fig. 19 illustrates the optimized structure obtained via the standard TO formulation (1), whereas Fig. 20
ontemplates the results by using the self-weight 20(a), and thermal conductivity-based 20(b) formulations with

18
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Fig. 19. Standard reference 2D MBB beam design. Compliance JD = 65.58 N m.

Fig. 20. Structures obtained using our proposed formulations for 160 layers.

w0 = 0.10 and w0 = 0.99, respectively. Both strategies presented competitive compliance values and overhang
surface reduction, as indicated by Fig. 20(c).

4.3 3D beam

We now consider a 3D version of the previous cantilever beam problem illustrated in Fig. 21. As shown in
Table 4, there are minor differences in the parameters that aim to deal with the coarse mesh and the computational
cost of the 3D simulations. The adopted target density generates the same volume of solid material as in the 2D
case, enabling a fairer comparison. Although possible, the symmetry around y = 3 was not used in this study.
For illustrative purposes, the 3D results are obtained using contour, extract surface, and clip filters in the ParaView
software [50].

Fig. 22 illustrates the optimized design obtained via standard TO formulation (1). Qualitatively similar to the
corresponding 2D case (see Fig. 5), it is obtained by using r̄ = 0.50 m resulting in JD = 96.45 N m.

Fig. 23 shows designs obtained via PUP formulation 23(a), self-weight 23(b), and thermal conductivity-based
3(c) formulations with r̄ = 0.50 m. Quantitative values are given in Table 5. The PUP formulation is employed by

sing the constraint upper limits of Pᾱ = 2.0 and ϵ̄ = 0.5. It differs from the others in the topology (in the sense that
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Fig. 21. 3D beam problem: geometry, loading, boundary conditions, and density field initial condition.

Fig. 22. Standard reference structure. Design with JD = 96.45 N m.

Table 4
Complementary parameters for the 3D beam problem.

Parameter Symbol Value Parameter Symbol Value

Dimension [m] Lx × L y × L z 12 × 6 × 6 Threshold parameters βmin – βmax 1–4
Average density [kg/m3] v̄ 0.0833 βd 50
Hexahedron elements Nx × Ny × Nz 60 × 30 × 30 η 0.5

Table 5
Quantitative values for the 3D cases.

Formulation Filter radius [m] JD [N m] N P30◦ [m−1] N P45◦ [m−1] N P60◦ [m−1]

Standard
0.50 96.45 0.08 0.16 0.24
1.25 235.13 0.05 0.11 0.17

PUP
0.50 129.12 0.01 0.03 0.11
1.25 251.66 0.01 0.03 0.09

Self-weight
0.50 126.88 0.04 0.07 0.11
1.25 303.03 0.03 0.06 0.09

Thermal conductivity
0.50 127.83 0.03 0.05 0.08
1.25 294.84 0.02 0.04 0.08

there is material in a V format along the y-axis) and due to the apparent dripping effect. Showing JD = 129.12 N m
nd relative small NPUP values, such design is unfeasible for AM point-of-view as the corresponding 2D case. The
esigns for the self-weight and thermal conductivity-based formulations are obtained by considering 30 layers and
he weights of w0 = 0.10 and w0 = 0.25 (similar to the corresponding 2D cases), presenting compliances of
JD = 126.88 N m and JD = 127.83 N m, respectively. Designs obtained via AP formulation show larger NPUP
alues but do not exhibit drippings.
20
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Fig. 23. 3D structures obtained via PUP and AP formulations.

5 Conclusion

This study proposed in the form of problem (AP) a general formulation of TO aimed at AM that accounts for the
AM layer-by-layer building process by including a cost of partially built structures in the functional to be minimized.
The formulation was specialized by taking it as being either the mechanical compliance, due to self-weight of the
partially built structures, or the thermal compliance, due to a heat source (the laser) applied on the top layer of
the partially built structures. These costs lead to a limitation of the overhang relative to the build plate, and the
numerical results show that the self-weight and the thermal conductivity-based formulations improve the additive
manufacturability by reducing the normalized projected undercut perimeter of the reference structure at the cost of
a small compliance increase. Both formulations worked well with a small filter radius without the appearance of
dripping effects and sharp corners often encountered in geometric-based constraints. Optimizations, in both 2D and
3D, adopting different dimensions and boundary conditions show the formulation’s generality.

The performed implementation using well-consolidated packages and the strategy of solving reduced systems
(for each partial structure) allowed to carry out simulations in acceptable times. Parallelization can be added to
improve this brand.
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ppendix A. Proof of Theorem 1

roof. Let (ρ̂(ρnk )) be an arbitrary subsequence. From the coercivity of the bi-linear form, Cauchy–Schwarz and
he fact that ρ ≤ 1 a.e. we deduce that ∥ρ̂(ρnk )∥1,Ω ≤ |Ω |/min{1, r2

} for all nk . We can thus extract a subsequence
uch that the filtered designs converge weakly in H 1(Ω ), and thus also in L2(Ω ), to a solution ρ̂ = ρ̂(ρ) to (5).
ppealing to the Rellich–Kondrachov theorem [26, Theorem 9.16] we may extract a further subsequence converging

trongly in L2(Ω ) to some ρ. Since a strong limit is a weak limit and the latter is unique it follows that ρ = ρ̂(ρ),
i.e. we have obtained a subsequence of designs such that the filtered designs converge strongly in L2(Ω ) to ρ̂(ρ).
According to Theorem 4.9 in [26] we may then extract a further subsequence converging point-wise a.e. to ρ̂(ρ).
Since (5) has a unique solution and the original subsequence (ρnk ) was arbitrary it follows that the entire sequence
(ρ̂(ρn)) converges pointwise a.e. to ρ̂(ρ). □

Appendix B. Verification of the abstract theorem assumptions for the self-weight-based formulation

This appendix aims to verify the boundedness and continuity assumptions of the abstract Theorem 2 when JP is
particularized for the self-weight-based formulation described in Section 3.1. We consider the special case treated
numerically in Section 4 where the design domain is a rectangular box (in 2D or 3D) and the build-direction b = ed .
Furthermore, Theorem 3 is proved for a strictly positive lower bound t0 > 0 in the time integration rather than 0.
In numerical computations one must of course use a strictly positive lower bound anyway, so this limitation has no
practical consequence. We believe it is possible, but leave it for the moment, to treat the case t0 = 0 theoretically
as well, possibly borrowing ideas from the theory of shells where one considers domains shrinking to zero in one
direction. Looking at (22) it seems that what is needed is an appropriate dependence on the domain height of the
Korn’s constant and the constant in the extension theorem.

By using the nested form (recall Remark 1) the cost of the partially built structures becomes

JP
(
ρ|Ωt , u

(
ρ|Ωt , t

)
, t
)

= L t (ρ; u (ρ)) where L t (ρ; v) =

∫
Ωt

f
(
ρ|Ωt

)
· vdx for t ∈ (0, T ]. (18)

The boundedness-assumption on JP is verified using the Cauchy–Schwarz inequality and the fact that f (ρ) ∈

[L2(Ω )]d :

|L t (ρ; u (ρ))| ≤
 f

(
ρ|Ωt

)
0,Ωt

u
(
ρ|Ωt

)
0,Ωt

≤ ∥ f (ρ)∥0,Ω

u
(
ρ|Ωt

)
1,Ωt

= c
u
(
ρ|Ωt

)
1,Ωt

. (19)

Then Theorem 3 asserts the existence of weakly convergent subsequences of partially built states and the continuity
of JP . To prove the theorem we start with two basic results for fixed domains and then proceed to handle the
varying domains borrowing techniques from the shape optimization literature [35].

Lemma 1. Let f (ρ̄ (ρ)) = −gpρ̄b, with the constant gp < ∞. Then for a fixed t ∈ (0, T ] and a sequence (ρn, vn)
in D × Vt converging weakly∗

× weakly to (ρ, v) ∈ D × Vt , L t (ρn; vn) tends to L t (ρ; v).

Proof. Adding and subtracting terms and then using Cauchy–Schwarz gives

|L t (ρn; vn)− L t (ρ; v)| =

⏐⏐⏐⏐∫
Ωt

−gpρ̄(ρ)b · vdx − L t (ρ; v)

⏐⏐⏐⏐ =⏐⏐⏐⏐∫
Ωt

−gp[ρ̄(ρn) − ρ̄(ρ)]b · vndx +

∫
Ωt

−gpρ̄(ρ)b · vndx − L t (ρ; v)

⏐⏐⏐⏐ ≤

∥b · vn∥0,Ωt

(∫
(gp[ρ̄(ρn) − ρ̄(ρ)])2dx

)1/2

+ |L t (ρ; vn)− L t (ρ; v)| . (20)

Ωt

22



G.A. Haveroth, C.-J. Thore, M.R. Correa et al. Computer Methods in Applied Mechanics and Engineering 398 (2022) 115203

T
c
h
i

0
t

a

W
l

Fig. 24. Division of Ωi into a “big”, fixed part Gm and two “thin” slices depending on i .

Since g2
p ≥ (gp[ρ̄(ρn) − ρ̄(ρ)])2

→ 0 a.e., the first term in the last line tends to zero by the boundedness of the
sequence (vn) and Lebesgue’s dominated convergence theorem. The second term in the last line of (20) tends to
zero due to the weak convergence of (vn) to v. □

Using similar techniques as in the proof of Lemma 1 one obtains the following continuity result for the bi-linear
form in the sub-problems on a fixed domain (cf. [51]) :

Lemma 2. Let aΩt (ρ; u, v) denote the bi-linear form defined in (12). Then for a fixed t ∈ (0, T ] and a sequence
(ρn, un) in D, aΩt (ρn; un, v) → aΩt (ρ; u, v) for all v ∈ Vt .

We are now ready to prove

Theorem 3. Let t ∈ [t0, T ], t0 > 0, be fixed and consider a sequence (ti , ρi ) in [t0, T ] ×D converging strongly ×

weakly∗ to some (t, ρ) ∈ (0, T ] ×D. Then there is a subsequence such that the corresponding states ui = ui (ti , ρi )
converge to a limit u ∈ Vt satisfying at (ρ; u, v) = L t (ρ; v) for all v ∈ Vt and such that L ti (ρi , ui ) → L t (ρ, u).

Proof. The states ui ∈ Vi satisfy

ai (ρi ; ui , vi ) = L i (ρi ; vi ) , ∀vi ∈ Vi . (21)

Being bounded with Lipschitz boundary, the domains Ωi ≡ Ωti possess the uniform extension property. We therefore
have a Korn’s inequality [52] with constant depending not on the particular domains, but only on properties shared
by all of them. It follows that ai (ρi ; ·, ·) is coercive over Vi with constant not depending on Ωi . Using (19) then
gives

γ ∥ui∥
2
1,Ωti

≤ aΩti
(ρi ; ui , ui ) ≤ c∥ui∥1,Ωti

⇒ ∥ui∥1,Ωti
≤ c/γ. (22)

he uniform extension property implies that ui can be extended to a function ũi ∈ [H 1(Ω )]d such that ∥ũi∥1,Ω ≤

2∥ui∥1,Ωi with constant c2 independent of i , whence it follows that ∥ũi∥1,Ω ≤ c2c/γ . The sequence ũi will thus
ave a weakly convergent subsequence converging to some ũ ∈ [H 1(Ω )]d . Since ui = 0 on Γ0 and the trace operator
s weakly continuous it follows that u, the restriction of ũ to Ωt , satisfies u = 0 on Γ0 and thus that u ∈ Vt .

Before proceeding we note that the test-space in (21) can be taken as the fixed space V0 = {v ∈ [H 1(Ω )]d
| v =

∈ Γ0}; clearly v ∈ V0 implies v|Ωi ∈ Vi and, due to the uniform extension property, every v ∈ Vi can be extended
o a function in V0. Introducing V0 is not necessary but simplifies the arguments below.

To handle the fact that the domain varies as i tends to infinity in (21) we split Ωi into three parts (see Fig. 24)
ccording to

Ωi = Gm ∪ (Ωi \ Ωt ) ∪ ((Ωt \ Gm) ∩ Ωi ).

ith integer m ≥ ⌈T/Ht⌉, Gm = {x ∈ Ω | 0 < xd < Ht/T − 1/m} will be a subset of Ωt , and for all sufficiently

arge i :s it will thus also be a subset of Ωi (specifically, ∃N such that i > N ⇒ |t − ti | < T/m H ).
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Now letting v ∈ V0 be arbitrary and noting that for a given domain ω ⊂ Ω and design ρ ∈ D, there is a constant
c such that |aω(ρ; u, v)| ≤ c∥u∥1,ω∥v∥1,ω, we find that

|aΩt (ρ; u, v) − aΩti
(ρi ; ui , v)| ≤ |aΩt (ρ; u, v) − aΩGm

(ρi ; ui , v)| + |aΩi \Ωt (ρi ; ui , v)|
+|a(Ωt \Gm )∩Ωi (ρi ; ui , v)| ≤

|aΩt (ρ; u, v) − aΩGm
(ρi ; ui , v)| + c∥ui∥1,Ωi \Ωt ∥v∥1,Ωi \Ωt + c∥ui∥1,(Ωt \Gm )∩Ωi ∥v∥1,(Ωt \Gm )∩Ωi ≤

|aΩt (ρ; u, v) − aΩGm
(ρi ; ui , v)| + c∥ui∥1,Ωi ∥v∥1,Ωi \Ωt + c∥ui∥1,Ωi ∥v∥1,Ωt \Gm .

Using (22) on the last two terms then gives

|aΩt (ρ; u, v) − aΩti
(ρi ; ui , v)| ≤ |aΩt (ρ; u, v)| + c1∥v∥1,Ωi \Ωt + c2∥v∥1,Ωt \Gm ≤

|aΩt (ρ; u, v) − aΩGm
(ρ; u, v)| + |aΩGm

(ρ; u, v) − aΩGm
(ρi ; ui , v)| + c1∥v∥1,Ωi \Ωt + c2∥v∥1,Ωt \Gm ,

where the first term in the second line converges to zero since ΩGm converges to Ωt and ρ and u are fixed; the
second tends to zero using Lemma 2; and the last terms because |Ωi \ Ωt | → 0 and |Ωt \ Gm | → 0.

The right-hand side in (21) appears also in the objective [recall (18)], so we need to consider a case where
also the second argument varies. More precisely, for the same sequence of ρi :s as before and a sequence vi ∈ Vi

converging weakly to some v ∈ Vt ,

|LΩt (ρ; v) − LΩti
(ρi ; vi )| = |LΩt (ρ; v) − LGm (ρi ; vi )| + |LΩi \Ωt (ρi ; vi )| + |L (Ωt \Gm )∩Ωi (ρi ; vi )| ≤

|LΩt (ρ; v) − LGm (ρi ; vi )| + ∥ f ∥0,Ωi \Ωt ∥vi∥0,Ωi \Ωt + ∥ f ∥0,Ωt \Gm ∥vi∥0,(Ωt \Gm )∩Ωi ≤

|LΩt (ρ; v) − LGm (ρ; v)| + |LGm (ρ; v) − LGm (ρi ; vi )| + ∥ f ∥0,Ωi \Ωt ∥vi∥0,Ωi \Ωt

+∥ f ∥0,Ωt \Gm ∥vi∥0,(Ωt \Gm )∩Ωi ,

where the first term in the last line tends to zero since ΩGm converges to Ωt and ρ and v are fixed; the second
to zero using Lemma 1; and the last terms tend to zero since f is fixed and (vi ) is a convergent, hence bounded
sequence.

Having shown that the left and right-hand sides in (21) converge, for every v ∈ Vt , to at (ρ; u, v) and L t (ρ; v)
respectively, it follows that the limiting state u ∈ Vt satisfies at (ρ; u, v) = L t (ρ; v) for all v ∈ Vt . □

References

[1] M.P. Bendsøe, O. Sigmund, Topology Optimization: Theory, Methods, and Applications, Springer Science & Business Media, 2003.
[2] M. Leary, L. Merli, F. Torti, M. Mazur, M. Brandt, Optimal topology for additive manufacture: A method for enabling additive

manufacture of support-free optimal structures, Mater. Des. 63 (2014) 678–690.
[3] J. Pellens, G. Lombaert, B. Lazarov, M. Schevenels, Combined length scale and overhang angle control in minimum compliance

topology optimization for additive manufacturing, Struct. Multidiscip. Optim. 59 (6) (2019) 2005–2022.
[4] W. Ameen, A. Al-Ahmari, M.K. Mohammed, Self-supporting overhang structures produced by additive manufacturing through electron

beam melting, Int. J. Adv. Manuf. Technol. 104 (5) (2019) 2215–2232.
[5] F. Mezzadri, V. Bouriakov, X. Qian, Topology optimization of self-supporting support structures for additive manufacturing, Addit.

Manuf. 21 (2018) 666–682.
[6] L. Cheng, X. Liang, J. Bai, Q. Chen, J. Lemon, A. To, On utilizing topology optimization to design support structure to prevent

residual stress induced build failure in laser powder bed metal additive manufacturing, Addit. Manuf. 27 (2019) 290–304.
[7] M. Langelaar, An additive manufacturing filter for topology optimization of print-ready designs, Struct. Multidiscip. Optim. 55 (3)

(2017) 871–883.
[8] X. Qian, Undercut and overhang angle control in topology optimization: a density gradient based integral approach, Internat. J. Numer.

Methods Engrg. 111 (3) (2017) 247–272.
[9] G. Allaire, C. Dapogny, R. Estevez, A. Faure, G. Michailidis, Structural optimization under overhang constraints imposed by additive

manufacturing technologies, J. Comput. Phys. 351 (2017) 295–328.
[10] M. Langelaar, Combined optimization of part topology, support structure layout and build orientation for additive manufacturing, Struct.

Multidiscip. Optim. 57 (5) (2018) 1985–2004.
[11] A. Garaigordobil, R. Ansola, E. Veguería, I. Fernandez, Overhang constraint for topology optimization of self-supported compliant

mechanisms considering additive manufacturing, Comput. Aided Des. 109 (2019) 33–48.
[12] C.-J. Thore, H.A. Grundström, B. Torstenfelt, A. Klarbring, Penalty regulation of overhang in topology optimization for additive

manufacturing, Struct. Multidiscip. Optim. 60 (1) (2019) 59–67.
[13] F. Mezzadri, X. Qian, A second-order measure of boundary oscillations for overhang control in topology optimization, J. Comput.
Phys. 410 (2020) 109365.

24

http://refhub.elsevier.com/S0045-7825(22)00352-8/sb1
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb2
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb2
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb2
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb3
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb3
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb3
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb4
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb4
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb4
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb5
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb5
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb5
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb6
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb6
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb6
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb7
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb7
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb7
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb8
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb8
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb8
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb9
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb9
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb9
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb10
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb10
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb10
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb11
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb11
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb11
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb12
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb12
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb12
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb13
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb13
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb13


G.A. Haveroth, C.-J. Thore, M.R. Correa et al. Computer Methods in Applied Mechanics and Engineering 398 (2022) 115203
[14] E. van de Ven, R. Maas, C. Ayas, M. Langelaar, F. van Keulen, Overhang control in topology optimization: a comparison of continuous
front propagation-based and discrete layer-by-layer overhang control, Struct. Multidiscip. Optim. 64 (2021) 761–778.

[15] G. Allaire, B. Bogosel, Optimizing supports for additive manufacturing, Struct. Multidiscip. Optim. 58 (6) (2018) 2493–2515.
[16] O. Amir, Y. Mass, Topology optimization for staged construction, Struct. Multidiscip. Optim. 57 (4) (2018) 1679–1694.
[17] W. Wang, D. Munro, C.C.L. Wang, F. van Keulen, J. Wu, Space-time topology optimization for additive manufacturing, Struct.

Multidiscip. Optim. 61 (1) (2020) 1–18.
[18] G. Allaire, L. Jakabcin, Taking into account thermal residual stresses in topology optimization of structures built by additive

manufacturing, Math. Models Methods Appl. Sci. 28 (2018) 2313–2366.
[19] T. Miki, T. Yamada, Topology optimization considering the distortion in additive manufacturing, Finite Elem. Anal. Des. 193 (2021)

103558.
[20] M.P. Bendsøe, Optimal shape design as a material distribution problem, Struct. Optim. 1 (4) (1989) 193–202.
[21] M. Bruyneel, P. Duysinx, Note on topology optimization of continuum structures including self-weight, Struct. Multidiscip. Optim. 29

(4) (2005) 245–256.
[22] M. Stolpe, K. Svanberg, An alternative interpolation scheme for minimum compliance topology optimization, Struct. Multidiscip. Optim.

22 (2) (2001) 116–124.
[23] B.S. Lazarov, O. Sigmund, Filters in topology optimization based on Helmholtz-type differential equations, Internat. J. Numer. Methods

Engrg. 86 (6) (2011) 765–781.
[24] A. Clausen, E. Andreassen, On filter boundary conditions in topology optimization, Struct. Multidiscip. Optim. 56 (5) (2017) 1147–1155.
[25] M. Wallin, N. Ivarsson, O. Amir, D. Tortorelli, Consistent boundary conditions for PDE filter regularization in topology optimization,

Struct. Multidiscip. Optim. 62 (3) (2020) 1299–1311.
[26] H. Brézis, Functional Analysis, Sobolev Spaces and Partial Differential Equations, Vol. 2, (3) Springer, 2011.
[27] R. Eymard, T. Gallouët, R. Herbin, Finite volume methods, Handbook Numer. Anal. 7 (2000) 713–1018.
[28] F. Brezzi, T.J.R. Hughes, L.D. Marini, A. Masud, Mixed discontinuous Galerkin methods for Darcy flow, J. Sci. Comput. 22 (1) (2005)

119–145.
[29] M.R. Correa, J.C. Rodriguez, A.M. Farias, D. de Siqueira, P.R.B. Devloo, Hierarchical high order finite element spaces in

H (div,Ω ) × H1(Ω ) for a stabilized mixed formulation of Darcy problem, Comput. Math. Appl. 80 (2020) 1117–1141.
[30] B. Cockburn, G.E. Karniadakis, C.-W. Shu, Discontinuous Galerkin Methods: Theory, Computation and Applications, Vol. 11, Springer

Science & Business Media, 2012.
[31] F. Brezzi, G. Manzini, D. Marini, P. Pietra, A. Russo, Discontinuous Galerkin approximations for elliptic problems, Numer. Methods

Partial Differ. Equ. Int. J. 16 (4) (2000) 365–378.
[32] A. Massing, M.E. Rognes, FEniCS course: Discontinuous Galerkin methods for elliptic equations, 2017, URL https://fenicsproject.org

/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf.
[33] F. Wang, B.S. Lazarov, O. Sigmund, On projection methods, convergence and robust formulations in topology optimization, Struct.

Multidiscip. Optim. 43 (6) (2011) 767–784.
[34] J.-P. Aubin, Mathematical Methods of Game and Economic Theory, North-Holland, 1979.
[35] J. Haslinger, P. Neittaanmäki, Finite Element Approximation for Optimal Shape, Material, and Topology Design, John Wiley & Sons,

1996.
[36] P.W. Jones, Quasiconformal mappings and extendability of functions in Sobolev spaces, Acta Math. 147 (1) (1981) 71–88.
[37] T. Borrvall, J. Petersson, Topology optimization using regularized intermediate density control, Comput. Methods Appl. Mech. Engrg.

190 (37–38) (2001) 4911–4928.
[38] J. Petersson, Some convergence results in perimeter-controlled topology optimization, Comput. Methods Appl. Mech. Engrg. 171 (1–2)

(1999) 123–140.
[39] X. Qian, O. Sigmund, Topological design of electromechanical actuators with robustness toward over-and under-etching, Comput.

Methods Appl. Mech. Engrg. 253 (2013) 237–251.
[40] B. Cheng, K. Chou, Geometric consideration of support structures in part overhang fabrications by electron beam additive manufacturing,

Comput. Aided Des. (ISSN: 0010-4485) 69 (2015) 102–111, http://dx.doi.org/10.1016/j.cad.2015.06.007, URL https://www.sciencedirect.
com/science/article/pii/S0010448515000871.

[41] K. Cooper, P. Steele, B. Cheng, K. Chou, Contact-free support structures for part overhangs in powder-bed metal additive manufacturing,
Inventions (ISSN: 2411-5134) 3 (1) (2018) URL https://www.mdpi.com/2411-5134/3/1/2.

[42] A.E. Patterson, S.L. Messimer, P.A. Farrington, Overhanging features and the SLM/DMLS residual stresses problem: Review and future
research need, Technologies (ISSN: 2227-7080) 5 (2) (2017) URL https://www.mdpi.com/2227-7080/5/2/15.

[43] A. Boulkhemair, A. Chakib, A. Nachaoui, Uniform trace theorem and application to shape optimization, Appl. Comput. Math. 7 (2)
(2008) 192–205.

[44] P.R. Amestoy, I.S. Duff, J.-Y. L’excellent, Multifrontal parallel distributed symmetric and unsymmetric solvers, Comput. Methods Appl.
Mech. Engrg. 184 (2–4) (2000) 501–520.

[45] S. Balay, S. Abhyankar, M.F. Adams, S. Benson, J. Brown, P. Brune, K. Buschelman, E.M. Constantinescu, L. Dalcin, A. Dener, V.
Eijkhout, W.D. Gropp, V. Hapla, T. Isaac, P. Jolivet, D. Karpeev, D. Kaushik, M.G. Knepley, F. Kong, S. Kruger, D.A. May, L.C.
McInnes, R.T. Mills, L. Mitchell, T. Munson, J.E. Roman, K. Rupp, P. Sanan, J. Sarich, B.F. Smith, S. Zampini, H. Zhang, H. Zhang,
J. Zhang, PETSc web page, 2021, URL https://petsc.org/.

[46] M. Alnæs, J. Blechta, J. Hake, A. Johansson, B. Kehlet, A. Logg, C. Richardson, J. Ring, M.E. Rognes, G.N. Wells, The fenics project
version 1.5, Arch. Numer. Softw. 3 (100) (2015).
25

http://refhub.elsevier.com/S0045-7825(22)00352-8/sb14
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb14
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb14
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb15
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb16
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb17
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb17
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb17
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb18
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb18
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb18
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb19
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb19
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb19
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb20
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb21
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb21
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb21
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb22
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb22
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb22
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb23
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb23
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb23
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb24
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb25
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb25
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb25
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb26
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb27
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb28
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb28
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb28
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb29
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb29
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb29
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb30
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb30
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb30
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb31
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb31
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb31
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
https://fenicsproject.org/pub/course/lectures/2017-nordic-phdcourse/lecture_10_discontinuous_galerkin.pdf
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb33
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb33
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb33
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb34
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb35
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb35
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb35
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb36
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb37
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb37
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb37
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb38
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb38
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb38
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb39
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb39
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb39
http://dx.doi.org/10.1016/j.cad.2015.06.007
https://www.sciencedirect.com/science/article/pii/S0010448515000871
https://www.sciencedirect.com/science/article/pii/S0010448515000871
https://www.sciencedirect.com/science/article/pii/S0010448515000871
https://www.mdpi.com/2411-5134/3/1/2
https://www.mdpi.com/2227-7080/5/2/15
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb43
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb43
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb43
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb44
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb44
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb44
https://petsc.org/
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb46
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb46
http://refhub.elsevier.com/S0045-7825(22)00352-8/sb46


G.A. Haveroth, C.-J. Thore, M.R. Correa et al. Computer Methods in Applied Mechanics and Engineering 398 (2022) 115203
[47] K. Svanberg, The method of moving asymptotes: A new method for structural optimization, Internat. J. Numer. Methods Engrg. 24
(2) (1987) 359–373.

[48] A. Deetman, GCMMA-MMA-python, 2020, https://github.com/arjendeetman/GCMMA-MMA-Python.
[49] G.A. Haveroth, C.-J. Thore, S. Jakobsson, M.R. Correa, R.F. Ausas, J.A. Cuminato, A. Klarbring, Topology optimization with additive

manufacturing physical constraint: Exploring the layer by layer process - article codes, 2022, https://gitlab.com/geovaneah/codes_paper_
archetype_problem.

[50] J. Ahrens, B. Geveci, C. Law, Paraview: An end-user tool for large data visualization, Vis. Handbook 717 (8) (2005).
[51] J. Petersson, O. Sigmund, Slope constrained topology optimization, Internat. J. Numer. Methods Engrg. 41 (8) (1998) 1417–1434.
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