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a b s t r a c t

Effectively scheduling vehicles and allocating storage locations for containers are two important prob-
lems in container terminal operations. Early research efforts, however, are devoted to study them sepa-
rately. This paper investigates the integration of the two problems focusing on the unloading process in
an automated container terminal, where all or part of the equipment are built in automation. We formu-
late the integrated problem as a mixed-integer programming (MIP) model to minimise ship’s berth time.
We determine the detailed schedules for all vehicles to be used during the unloading process and the
storage location to be assigned for all containers. A series of experiments are carried out for small-
sized problems by using commercial software. A genetic algorithm (GA) is designed for solving large-
sized problems. The solutions from the GA for the small-sized problems are compared with the optimal
solutions obtained from the commercial software to verify the effectiveness of the GA. The computational
results show that the model and solution methods proposed in this paper are efficient in solving the inte-
grated unloading problem for the automated container terminal.

� 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Containers are large steel boxes with standardised sizes,
designed for easily handling and transporting of cargos. Container
trade is the fastest-growing freight segment which had an average
annual increase of 6.1% in tonnage from 2005 to 2013 (UNCTAD,
2014). Container terminals, performing as the interfaces between
seaside and landside, have been playing an important role in global
trading. Container terminals are highly capitalised, and the compe-
titions, particularly for those geographically closed terminals, are
very intense. Therefore, improving the efficiency of container ter-
minals becomes a vital challenge for all port managers.

Typically, there are two major operation processes in container
terminals: unloading process and loading process. During the
unloading process, containers (i.e. import containers) are trans-
ported from ships to storage yard, before being loaded onto exter-
nal trucks and/or trains for onward delivery. During the loading
process, after being received from external trucks and/or trains,
containers (i.e. export containers) are allocated to the storage yard
for temporary storing, and then loaded onto the ships. The flow of
containers in the unloading and loading processes through a termi-
nal is shown in Fig. 1. This paper will focus on the container han-
dling in the unloading process.

In recent years, there has been a tremendous growing in the
investment of automated equipment, i.e. automated vehicles and
automated cranes, in container terminals, in order to satisfy the
increasing container traffic flows and also reduce labour costs;
such container terminals that use automated equipment are called
automated container terminals, for example, ECT Rotterdam, CTA
Hamburg, PPT Singapore, etc. Among all automated vehicles, the
most commonly used is automated guided vehicle (AGV). AGV is
a mobile robot that can move on a road-type network that incorpo-
rates electric wires or transponders in the ground to control its
position. The popularity of using automated vehicles in container
terminals is expected to continue since internal transportation in
non-automated terminals have been proved to be inefficient and
costly (Vis, 2006). Fig. 2 shows an air view of the automated con-
tainer terminal in Hamburg.

Except AGVs, there are other types of container handling equip-
ment involved in the terminal operations. This paper considers an
automated container terminal involving quay cranes (QCs), AGVs
and yard cranes (YCs) for container handling. QCs are located along
the quayside for unloading containers from the ship to the AGVs;
AGVs travel between the quayside and yard side for delivering
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Fig. 1. Unloading and loading processes in a container terminal.
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containers; YCs are used to move and stack containers within the
yard. The slot in which a container is stored in the yard is called
the yard location, and each container has to be assigned to a yard
location, which is specified by a series of number (i.e. bay-row-tier).

Scheduling of vehicles has become one of the major planning
issues for container terminals as inefficient vehicle schedules will
cause delay in container-handling processes and thus affect the
productivity of container terminals. In addition, container storage
spaces are very limited due to the ever-increasing number of con-
tainer flows through container terminals. Therefore, both schedul-
ing vehicles and allocating containers are very critical in container
Fig. 2. Air view of a typical container terminal, H
terminal operations. Specifically, the vehicle scheduling problem
determines delivery sequence and time to handle the containers
for each vehicle; container storage problem determines the yard
storage location for each container. Significant research has been
devoted to the vehicle scheduling and container storage problems
separately. The two problems are, however, highly interrelated for
several reasons: (1) AGVs act an important role as the link between
the quayside and yard side, and they interface the two problems;
(2) container storage locations in the yard determine the YCs’
schedules, which in turn affect the release time of each container
from AGVs; (3) AGVs’ schedule specify the time when each con-
tainer is delivered to a yard location, i.e. where this container will
be stored in. Therefore, it is important to address the two problems
simultaneously. This paper focuses on the integration of the two
problems during the container unloading operation, aiming to
minimise the ship’s berth time, which is one of the most important
factors to evaluate the efficiency of container terminal operations.

The main contribution of this work is that we provide an inte-
grated modelling approach to address the two critical problems,
i.e. AGV/YC scheduling and container storage, which has not been
considered in the literature. We also develop a novel-designed spe-
cialised method based on the genetic algorithm. This paper is
organised as follows: Section 2 gives a brief review of previous
studies on the AGV scheduling and container storage problems.
The problem is described and formulated as a mixed-integer pro-
gramming model in Section 3. Section 4 proposes a heuristic
method, genetic algorithm (GA), which will be used for solving
the large-sized problems. Section 5 gives the computational results
for both small-sized and large-sized problems. Section 6 concludes
this paper and suggests future works.
2. Literature review

Over the past decades, there have been emerging researches
devoted on various aspects related to container terminal opera-
tions. The first comprehensive classification and review of the liter-
ature in the field of container terminals was given by Steenken,
Voß, and Stahlbock (2004), followed by an updated paper by
Stahlbock and Voß (2008). More recently, Carlo, Vis, and
Roodbergen (2014b) presented an in-depth overview of studies
on transport operations and analysed the container handling
equipment used. A formal classification and overview of container
amburg. source: www.maritimejournal.com
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storage yard operations were provided by Carlo, Vis, and
Roodbergen (2014a). In the following part of this section, we will
focus on the previous studies about AGV scheduling and container
storage problems in container terminals.

The use of AGVs has grown enormously since they were intro-
duced in practice from 1955. Many AGV scheduling approaches
were proposed in the literature. For example, Durrant-Whyte
(1996) was among the first to investigate AGV application in con-
tainer terminals. Chen et al. (1998) developed a greedy algorithm
for dispatching AGVs; in their work, AGVs were assigned to a single
QC during the handling process. Another study on the AGV
scheduling was performed by Kim and Bae (1999), and the aim
was to minimise the delays of QCs. In the follow-up work, Kim
and Bae (2004) presented a look-ahead dispatching method to
assign optimal delivery tasks to AGVs to minimise the delays of
the QCs and the total travel time of AGVs. They proposed a mixed
integer programming model, which was solved by a heuristic
method. Briskorn, Drexl, and Hartmann (2007) formulated the
AGV scheduling problem based on a rough analogy to inventory
management, which was solved by an exact algorithm. More
recently, Kim, Choe, and Ryu (2013) proposed a multi-criteria dis-
patching strategy for AGVs in an automated container terminal to
minimise the delay of QCs and the empty travel by AGVs. A multi-
objective evolutionary algorithm was developed to get a set of Par-
eto optimal solutions. The majority of the previous studies on the
AGV scheduling assume that each AGV can only carry one con-
tainer at a time. Grunow, Günther, and Lehmann (2004) proposed
a novel heuristic dispatching algorithm for a fleet of multi-load
(carrying more than one container) AGVs to minimise the total
lateness of AGVs. Klerides and Hadjiconstantinou (2011) also con-
sidered the multi-load situation, and a mathematical optimisation
model was proposed under a rolling horizon approach. Apart from
the deterministic models that were addressed above, Angeloudis
and Bell (2010) provided a flexible dispatching algorithm for
real-time control of AGVs under various conditions of uncertainty,
such as the uncertain waiting time at the quay cranes for AGVs.

The majority of the existing literature only considered the opti-
misation of AGVs without the consideration of other equipment,
such as QCs and YCs, which could have huge impacts on the AGV
scheduling. Meersmans and Wagelmans (2001) made the first
attempt to integrate the scheduling of AGVs, QCs and YCs in an auto-
mated container terminal. A branch and bound algorithm and a
beam search algorithmwere developed tominimise the totalmake-
spanof the schedule, and thenear-optimal solutionswasobtained in
a reasonable time in order. Lau and Zhao (2008) studied the schedul-
ing of AGVs and YCs in an integrated way and presented a MIP
model; the objective was to minimise the total travel time of
AGVs/YCs and the delays of QC operations. Two heuristic methods
based on GA were developed to obtain a near-optimal solution for
the integrated scheduling problem. Xin, Negenborn, and Lodewijks
(2014)proposedamethod for schedulingQCs, AGVsandYCs in order
to improve the handling capacity of automated container terminals
in an energy-efficient way; they applied the simulation approach to
show how energy-efficient scheduling of the equipment was
achieved by the proposed model. However, none of the above work
considered the integration of scheduling container handling equip-
ment and container storage problem simultaneously.

There exist some works on the integration of vehicle scheduling
and container storage problems in the literature, but not in auto-
mated container terminals, for example, the integrated yard truck
and container storage problems in Han, Lee, Chew, and Tan (2008),
Lee, Cao, and Shi (2008) and Lee, Cao, Shi, and Chen (2009). Han
et al. (2008) studied the yard storage problem in the loading pro-
cess for export containers, deciding how to reserve/assign yard
storage blocks to each vessel. Traffic congestions for yard trucks
were also considered in order to balance the workload among yard
blocks. Given the generated yard storage plan, the objective was to
determine the minimum total number of yard cranes to deploy.
Their work was to assign yard storage spaces for the destination
vessel of export containers without considering how each con-
tainer is allocated in the yard, while our work gives integrated
decisions on the schedules of vehicles, cranes and also on yard
storage locations for each import container, and the objective of
our work is to minimise the berth time of the ship. Lee et al.
(2008) investigated the yard truck scheduling and storage alloca-
tion problem for import containers to reduce traffic congestions
and total waiting time of trucks. Our work not only gives the deci-
sions on the vehicle scheduling and storage allocation, but also
determines the schedule of yard cranes, which was not considered
in their paper. Lee et al. (2009) further extended the work of Lee
et al. (2008). Their work, however, still focused on the traffic issues
of yard trucks, which were used to move containers in the unload-
ing and loading processes. The objective was to minimise the total
delay and total travel time of yard trucks. The schedules of yard
cranes in their work were known in advance. However, in our
paper, the decisions on yard crane schedules are decided with
other operations, such as container storage locations and vehicle
schedules, which will result in a better decision as a whole. In sum-
mary, all of the above works focused on the reduction of the traffic
during container handling process, while our paper aims to min-
imise the berth time of the ship, which is one of the most impor-
tant factors to measure the efficiency of container terminals.

From the perspective of container storage problems, Bruzzone
and Signorile (1998) combined simulation and genetic algorithm
to determine the storage spaces of containers. Kim, Park, and Ryu
(2000) proposed a dynamic programming model to determine
the storage location for export containers with the consideration
of containers’ weight. The objective was to minimise the total
number of rehandles (caused by retrieving the containers that
stored underneath) during the loading operation. Chen, Fu, Lim,
and Rodrigues (2003) developed a genetic algorithm for the gen-
eral yard allocation problem to minimise the yard space to be occu-
pied. Zhang, Liu, Wan, Murty, and Linn (2003) formulated the
storage space allocation problem using a rolling-horizon approach
and decomposed the problem into two levels: the first level was to
determine the total number of containers associated with each
block in the yard, and the second level was to determine the num-
ber of containers associated with each vessel. Bazzazi, Safaei, and
Javadian (2009) extended the above problem by considering reefer
and empty containers, and the objective was to minimise the total
handling time, including storage and retrieve time of containers in
the yard; an efficient GA was presented for obtaining feasible solu-
tions for practical cases. Woo and Kim (2011) developed a method
for allocating storage space for export containers using space-
reservation strategies, in which adjacent stacks/slots were reserved
for containers with the same attributes (i.e. same size, same weight
group and same destination). Jiang, Lee, Chew, Han, and Tan (2012)
studied two space-sharing approaches for container storage in the
yard to improve the yard utilisation. Spaces were dynamically
reserved for containers to balance the workload and ease the traffic
congestions. Chen and Lu (2012) addressed the storage allocation
problem for export containers. A MIP model was developed and a
hybrid sequence stacking algorithm was proposed. Ndiaye,
Yassine, and Diarrassouba (2014) developed a branch-and-cut
algorithm to minimise the total vehicle travel for the container
storage problems in order to increase the productivity of port. Sim-
ulation was used to demonstrate the effectiveness of the algorithm.
Sriphrabu, Sethanan, and Theerakulpisut (2014) studied storage
allocation and export container reshuffle problems to minimise
the number of container lifting; heuristic approaches were devel-
oped and the results were compared with some practical rules,
such as first-in-first-stored.
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The integration problems that have been studied in the litera-
ture are either the integration of vehicle scheduling and yard crane
scheduling, or the integration of vehicle scheduling and container
storage. To our best knowledge, integration of vehicles, yard cranes
and storage locations for import containers has hardly addressed in
the literature.

3. Problem description

We consider an automated container terminal, which consists
of a berthing area at the quayside, an AGV’s travelling area and a
storage yard. The berthing area is equipped with quay cranes
(QCs) for unloading containers; the storage yard is used for tem-
porarily storing of import containers before further delivery by
trains or trucks; AGVs are used to move containers from the berth-
ing area to the storage yard. Fig. 3 illustrates a layout of a typical
automated container terminal.

The places where AGVs transfer containers to YCs are referred
as transfer points (see Fig. 3). The transfer points are located in
front of each block, where the YCs pick up the containers from
the AGVs. Apron in Fig. 3 represents the area at the quayside where
containers are loaded from QCs onto AGVs. Working points in Fig. 3
are the area where QCs drop off containers onto AGVs.

Before a ship arrives at the terminal, a berth area is allocated
according to the tonnage, estimated arrival time and berth time
(Lee et al., 2009). In addition, a number of QCs have also been
decided to work on this ship in advance. The sequence of handling
containers by QCs (i.e. the unloading sequences of the containers),
are also known (Grunow et al., 2004). At the beginning of the
unloading process, AGVs are at the quayside ready for handling
containers from QCs. After a QC picks up a container from the ship
Fig. 4. (a) Non-pooling strategy and (b) poolin
and puts it onto an AGV, the AGV travels along the guided paths
from a working point at the front of the QC to a transfer point at
the front of a block, waiting for a YC to move the container to an
assigned yard location. Then, the AGV with empty load is free to
return to the quayside to handle the next container. If there are
no QCs available to put a container onto an AGV, the AGV has to
wait at the working point in the apron. Similarly, when an AGV
arrives at the transfer point in the storage yard and there are no
YCs available to pick up the container, the AGV needs to wait until
the container is collected by a YC. Travelling times of AGVs
between any QCs and any transfer point of the yard block are
known. In this study, we consider YCs as rubber tyred gantry
cranes (RTGC), which move on rubber tyred wheels spanning over
a block of space, and also can move from a block to another, which
is also the case in Linn, Liu, Wan, Zhang, and Murty (2003). We
assume that the time needs for QCs dropping off containers onto
AGVs and YCs picking up containers from AGVs are negligible.

When more than two QCs are working for a ship, either non-
pooling or pooling policy will be adopted in the literature. Fig. 4
describes the non-pooling and pooling policies. The arrows in
Fig. 4 indicate the assignment of AGVs to QCs. In the non-pooling
policy, each AGV can only serve a QC. For example, in Fig. 4(a),
AGV1 can only serve QC1. By contrast, in the pooling policy, each
AGV can serve any QCs. For example, in Fig. 4(b), AGV1 can serve
both QC1 and QC2. Although non-pooling is easy to implement
because each AGV serves only one QC, we adopt the pooling policy
in this paper since it is commonly used in the automated container
terminals. In addition, congestion among AGVs on the path is not
considered. Investigating the interference of vehicles involves
more complex scheduling and control of detailed movements of
vehicles, which is beyond the scope of this paper.
g strategy in container unloading process.
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The container storage yard is used to temporarily store contain-
ers until they are picked up by external vehicles/trains (or loaded
onto the ship if they are export containers). A yard is normally
divided into rectangular regions called blocks. A block consists of
a number of stacks. In each stack, containers are stored one on
top of each other at different levels (A stack could normally accom-
modate up to 6 containers). Therefore, each yard location can be
represented by three indexes: block, stack and level. Moving and
stacking containers in the yard are performed by YCs. In this paper,
YC travelling times from any transfer point of blocks to any yard
locations are known as they are depend on where the yard location
is. The interference (conflict) among YCs and the interference (con-
flict) among QCs are also not considered, because the interferences
are difficult to anticipate without scheduling and controlling
detailed movements of the cranes. We also assume that number
of import containers, and number of AGVs, QCs and YCs are all
known. In addition, QCs, YCs and AGVs can only handle one
container at a time.

The objective is to minimise the unloading time element of the
berth time of the ship. The main operational decisions of the prob-
lem are to determine: (1) the schedules of AGVs to deliver contain-
ers; (2) the schedules of YCs to move containers; and (3) the
assignment of yard locations to the containers.

The following notations will be used in modelling the inte-
grated AGV scheduling and storage allocation problem in the
unloading process.

Index, sets and parameters
D set of import containers
K set of QCs
P set of container storage locations
B set of blocks
V set of AGVs
C set of YCs
v total number of AGVs available
c total number of YCs available
k; l index for QCs
b; a index for blocks
n index for yard stack
ði;kÞ; ðj; lÞ index for containers; container ði;kÞ means the ith con-

tainer to be handled by QC k
Nk total number of containers to be handled by QC k. There-

fore, container ðNk; kÞ means the last container (i.e. the
Nkth) handled by QC k

ðn; bÞ stack n in block b
Q ðn;bÞ maximum number of available slots/locations in stack n of

block b
ðq;n; bÞ yard location, i.e. the qth level in stack n of block b, where

1 6 q 6 Q ðn;bÞ
hði;kÞ QC’s handling time for container ði; kÞ
tðk;bÞ AGV’s travelling time between the working point for QC k

and the transfer point in block b
wða;bÞ YC’s travelling time between the transfer point in block a

and the transfer point in block b
uðq;n;bÞ YC’s travelling time between the transfer point of block b

and level q in stack n of block b
M a very large positive number
ðS; IÞ a dummy starting job (a job is defined as a container to be

unloaded)
ðF; IÞ a dummy ending job
OS job set including all real jobs (i.e. all the containers to be

unloaded) plus the dummy starting job: OS ¼ D [ ðS; IÞ
OF job set including all real jobs plus the dummy ending job,

OF ¼ D [ ðF; IÞ
O job set including all real jobs, the dummy starting job and

ending job, O ¼ fðS; IÞ; ðF; IÞg [ D
Decision variables
uði;kÞ the time when QC k starts to handle container ði; kÞ from

the ship
dði;kÞ the time when a YC starts to handle container ði; kÞ (i.e. the

time a YC picks up container ði; kÞ from an AGV.)

xðj;lÞði;kÞ =
1; if the AGV; which just handles container ði; kÞ;

is scheduled to handle container ðj; lÞ
0; otherwise: 8ði; kÞ 2 OS; 8ðj; lÞ 2 OF

8<
:

zðq;n;bÞði;kÞ = 1; if container ði; kÞ is stored in location ðq;n; bÞ
0; otherwise: 8ði; kÞ 2 D;8ðq;n; bÞ 2 P

�

An intermediate decision variable ybði;kÞ is introduced:

ybði;kÞ ¼
XQðn;bÞ

q¼1

X
n2Nþ

zðq;n;bÞði;kÞ ; 8ði; kÞ 2 D;8b 2 B;8ðq;n; bÞ 2 P

ybði;kÞ ¼
1; if container ði; kÞ is located in block b

0; otherwise: 8ði; kÞ 2 D;8b 2 B

�

rðj;lÞ
ði;kÞ ¼

1; if the YC; which just handles container ði; kÞ;
is scheduled to handle container ðj; lÞ

0; otherwise: 8ði; kÞ 2 OS; 8ðj; lÞ 2 OF

8><
>:

The mathematical programming model for this integrated prob-
lem can be formulated as follow:

Min : max
k

ðuðNk;kÞ þhðNk ;kÞÞ
Subject to :

X
ðj;lÞ2OF

xðj;lÞði;kÞ ¼ 1; 8ði;kÞ 2D ð1Þ
X

ði;kÞ2OS

xðj;lÞði;kÞ ¼ 1; 8ðj; lÞ 2D ð2Þ
X
ðj;lÞ2D

xðj;lÞðS;IÞ 6 v ð3Þ
X
ði;kÞ2D

xðF;IÞði;kÞ 6 v ð4Þ
X

ðq;n;bÞ2P
zðq;n;bÞði;kÞ ¼ 1; 8ði;kÞ 2D ð5Þ

X
ði;kÞ2D

zðq;n;bÞði;kÞ 6 1; 8ðq;n;bÞ 2 P ð6Þ

XQðn;bÞ

q¼1

X
n2Nþ

zðq;n;bÞði;kÞ ¼ ybði;kÞ; 8ði;kÞ 2D; 8b 2 B; 8ðq;n;bÞ 2 P

ð7ÞX
ði;kÞ2D

zðq;n;bÞði;kÞ 6
X

ði;kÞ2D
zðq�1;n;bÞ
ði;kÞ ; 8ðq;n;bÞ 2 P; 16 q6Q ðn;bÞ

ð8ÞX
ðj;lÞ2OF

rðj;lÞ
ði;kÞ ¼ 1; 8ði;kÞ 2D ð9Þ

X
ði;kÞ2OS

rðj;lÞ
ði;kÞ ¼ 1; 8ðj; lÞ 2D ð10Þ

X
ðj;lÞ2D

rðj;lÞ
ðS;IÞ 6 c ð11Þ

X
ði;kÞ2D

rðF;IÞ
ði;kÞ 6 c ð12Þ

uði;kÞ þhði;kÞ þ
X
b2B

tðk;bÞybði;kÞ 6 dði;kÞ; 8ði;kÞ 2D ð13Þ

dði;kÞ þ
X
b2B

tðl;bÞybði;kÞ 6 uðj;lÞ þhðj;lÞ þM � ð1� xðj;lÞði;kÞÞ;

8ði;kÞ 2OS; ðj; lÞ 2OF ð14Þ
dði;kÞ þ

X
ðq;n;bÞ2P

uðq;n;bÞ � zðq;n;bÞði;kÞ þ
X
a;b

wða;bÞ � ybði;kÞ � yaðj;lÞ 6 dðj;lÞ

þM � 1�rðj;lÞ
ði;kÞ

� �
; 8ði;kÞ 2OS; ðj; lÞ 2OF ; a; b 2 B

ð15Þ
uðiþ1;kÞ �uði;kÞ P hði;kÞ; 8ðiþ1;kÞ;

ði;kÞ 2D; i¼ 1;2; . . .Nk �1 ð16Þ
xðj;lÞði;kÞ; y

b
ði;kÞ; z

ðp;n;bÞ
ði;kÞ ; rðj;lÞ

ði;kÞ 2 f0;1g; 8ði;kÞ; ðj; lÞ 2O;

8ðq;n;bÞ 2 P; 8b 2 B ð17Þ
uði;kÞ; dði;kÞ P 0; 8ði;kÞ 2D; i¼ 1;2; . . . ;Nk; 8k 2 K ð18Þ



Fig. 5. Flow chart of the genetic algorithm.
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The objective of themodel above is to minimise themakespan of
the unloading time of the QC’s operations, i.e. the time when the
last container has been unloaded from the ship. Constraint (1)
ensures that each container ði; kÞ in D has a successor container
ðj; lÞ in OF and both of them are delivered by the same AGV. Con-
straint (2) represents that every container ðj; lÞ in D has a predeces-
sor container ði; kÞ in OS, and both of them are delivered by the same
AGV. Constraints (3) and (4) ensure that the total number of AGVs
to be used does not exceed the maximum number of the available
AGVs. Constraint (5) means that each import container ði; kÞ will
be assigned to one of the available locations ðq;n; bÞ in the yard.
Constraint (6) ensures that each location ðq;n; bÞ in the yard can
hold at most one container (some locations may not store any con-
tainer). Constraint (7) means that if a container is assigned to block
b, it can only be assigned to an available yard location in level p,
stack n in block b, and the maximum level in a stack do not exceed
its limitation. This constraint gives the relationship between the

two decision variables ybði;kÞ and zðq;n;bÞði;kÞ . Constraint (8) ensures con-

tainers that are assigned in the same stack will be placed in order,
i.e. containers will be placed in the first level, then the second level
and so on within the same stack, and do not exceed stacks’ maxi-
mum capacity. Constraint (9) implies that for any container ði; kÞ
inD there is only a container ðj; lÞ succeeding it handled by the same
YC. Constraint (10) implies that for any container ðj; lÞ inD, there is a
predecessor container ði; kÞ handled by the same YC. Constraints
(11) and (12) ensure that the total number of YCs deployed for han-
dling containers does not exceed the maximum number of the
available YCs. Constraint (13) means that a YC can only start to han-
dle container ði; kÞ after an AGV delivers it to the transfer point in
the assigned block. Constraint (14) means that an AGV can only
start to handle container ðj; lÞ at the working point after the AGV
delivers container ði; kÞ to the yard and returns back to the working
point, where container ðj; lÞ is waiting. Constraint (15) ensures that
a YC can only start to handle container ðj; lÞ, after the YC places con-
tainer ði; kÞ in its assigned yard location and travels back to the
transfer point of the block, where container ðj; lÞ is waiting. Con-
straint (16) ensures that QC k can start to handle container
ðiþ 1; kÞ only if it finishes handling the container ði; kÞ. Constraints
(17) and (18) are binary and non-negative restrictions.

When the constraint (15) is converted into a linear function (see
below), the above model becomes a mixed integer programing
model.

dði;kÞ þ
X

ðq;n;bÞ2P
uðq;n;bÞ � zðq;n;bÞði;kÞ þwða;bÞ

6 dðj;lÞ þM � 3� rðj;lÞ
ði;kÞ � ybði;kÞ � yaðj;lÞ

� �
;

8ði; kÞ 2 OS; ðj; lÞ 2 OF ; a; b 2 B ð19Þ
Theabove integratedAGVschedulingandcontainerstorageprob-

lem is an NP-hard problem, which is difficult to be solved by using
optimisation software. It is particularly true for large-scaleproblems
thatnormallyhappen inpracticalunloadingproblems.Therefore,we
develop a genetic algorithm (GA) in the following section.
4. Genetic algorithm

Genetic algorithm (GA) is a well-known heuristic approach for
finding solutions to optimisation problems (Holland, 1975;
Goldberg, 1989). The GA procedure adopted in this research is
shown in Fig. 5.

4.1. Chromosome representation and initialisation

The initial step of the GA is to design the initial chromosome/-
solution representations, which play an important role in the per-
formance of the GA (Goldberg, 1989). By considering the decisions,

represented by xðj;lÞði;kÞ; ybði;kÞ; zðq;n;bÞði;kÞ and rðj;lÞ
ði;kÞ, we use a matrix to rep-

resent solutions of the proposed problem. The matrix in Fig. 6
includes containers (Column 1), dispatched AGV (Column 2),
assigned YC (Column 3), and assigned stack (Column 4). Each
row in matrix W is referred as the chromosome representation
for each container under QC k.

Fig. 6 can be illustrated as follows. It gives a solution for the
problem with 10 containers, handled by 2 QCs, 3 AGVs and 3
YCs. There are 5 stacks that are selected. Assuming stacks 1 and
2 are located in block 1, stacks 3 and 4 in block 2 and stack 5 in
block 3, container (2, 2) will be handled by QC2, then by AGV3,
and finally handled by YC1 to be stored in stack 1 (in block 1). Sim-
ilarly, container (3, 2) will be handled by QC2 first, and then trans-
ported by AGV1, finally collected by YC2 to be stored in stack 2 (in
block 1). For the containers that have been assigned to the same
AGV (or YC), the handling sequences can be obtained according
to their generated chromosomes. According to Fig. 6, we can obtain
a delivery sequence of AGV1, which is container (1, 1), (5, 1), (3, 2)
and (5, 2). We therefore can obtain the sequences for all AGVS and
YCs by using the same method, which ensures that each container
has one succeeding container and one preceding container deliv-
ered by the same AGV (or YC). In addition, the locations of each
container can also be obtained from the chromosomes. For exam-
ple, in Fig. 6, container (3, 1), (4, 1), (3, 2) are all assigned to a stack,
and one possible allocation is that container (3, 1) locates in the
first available level in stack 2, container (4, 1) locates in the second
available level and container (3, 2) is on the top.

Let jDj denote the total number of import containers to be
unloaded from the ship to the yard, and v the total number of AGVs
to be used and c the total number of YCs to be employed. The initial
population is constructed by the following steps:

(1) Calculate the travelling times of containers from the working
points to all available yard locations, which consists of the
time that a AGV travels from the working point to the trans-
fer point, and the time that a YC travels from the transfer
point to yard location. The yard locations with shortest trav-
elling times will be selected to hold all containers. As a
result, the number of chosen yard locations equals to the
number of import containers. Constraints (5) and (6) are
satisfied.

(2) According to the selected yard locations in (1), we decide a
new set of stacks (denoted by Ps, labelled from 1 to jPsj)
whose slots have been selected in (1). We randomly assign
these stacks to each container. It is noted that a stack can



Fig. 7. An illustration of two-point crossover for an example of 10 containers.

QC1

Container Dispatched 

AGV

Assigned 

YC

Assigned 

stack 

(1, 1) 1 1 1

(2, 1) 2 2 3

(3, 1) 2 2 2

(4, 1) 3 3 2

(5, 1) 1 1 5

QC2

Container Dispatched 

AGV

Assigned 

YC

Assigned 

stack

(1, 2) 2 3 3

(2, 2) 3 1 1 

(3, 2) 1 2 2 

(4, 2) 3 1 4 

(5, 2) 1 3 4 

Fig. 6. Chromosome representation example for 10 containers handled by two QCs.
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be assigned to more than a container since maybe there are
several available locations within a stack. A possible
sequence of storing containers within one stack can be
obtained, based on the method in (1) and (2). Thus con-
straints (7) and (8) are satisfied.

(3) Randomly choose an AGV from 1 to v (constraints (3) and
(4)), i.e. assign a AGV to deliver a container (column 2 of
chromosome in Fig. 6) so that constraints (1) and (2) are
satisfied.

(4) Randomly choose a YC from 1 to c (constraints (11) and
(12)), i.e. assign a YC to handle a container (column 3 of
chromosome in Fig. 6) so that constraints (9) and (10) are
satisfied.

(5) Chromosomes can be generated, respectively by steps 1–4
until the population size Pop reaches a given number to
ensure the initial search space is large enough to start with.

(6) Evaluate each matrix W in the initial population by calculat-
ing the values of uði;kÞ and dði;kÞ according to constraints
(13)–(18). The objective function value can be obtained by
the minimisation of maxkðuðNk;kÞ þ hðNk ;kÞÞ, where Nk the last
container is handled by QC k.

We here give a simple example to explain the calculations in
(6). It is assumed container (1, 1) and (2, 1) are two consecutive
containers handled by QC1, AGV1 and YC1, respectively. The time
QC1 starts to handle container (1, 1) is 0 ðuð1;1Þ ¼ 0Þ because no
container is handled before the first container (1, 1). dð1;1Þ, which
represents the time when YC1 picks it up, equals to the time that
container (1, 1) is handled by QC1 ðuð1;1Þ þ hð1;1ÞÞ plus the AGV trav-
elling time from the working point in the quay side to the transfer
point in the yard. uð2;1Þ represents the time when QC1 is able to pick
up container (2, 1), which means QC1 has to finish the unloading
process on its predecessor container (container (1, 1)), and at the
same time, AGV1 is ready at the working point to work on con-
tainer (2,1) after delivering container (1, 1) to the transfer point
in the yard. Therefore, uð2;1Þ equals to the maximum value of the
finishing time of QC1 on container (1, 1) and the time that AGV1
returns to the working point after delivering container (1, 1) to
the yard. Similarly, dð2;1Þ, which represents YC1 picks up container
(2, 1) from AGV1, equals to the maximum value of the time that
container (2, 1) arrives at the transfer point by AGV1, and the time
that YC1 returns to the transfer point after handling container
(1, 1). Therefore, all values of uði;kÞ and dði;kÞ can be calculated.

4.2. Genetic operators design

In order to efficiently explore the solution space, and at the same
time, maintain the feasibility of the newly generated offspring, the
following crossover and mutation operations are proposed.

(1) Two-point crossover: the two-point crossover approach is
proven to encourage the exploration of the global search
space, rather than causing early convergence in the search
(e.g. as a local optimal solution), thus making the search of
optimal solutions more efficient (Spears & De Jong, 1991).
This approach is proposed for the second and third columns
of the chromosome matrixW, because each container can be
handled by any AGV and any YC. The new offspring is pro-
duced by randomly choosing two points along the length
of chromosomes of parents and then exchanging the genes
between the two points (as highlighted in Fig. 7). The cross-
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Fig. 8. An illustration of uniform order-based crossover for an example of 10 locations in 5 stacks.
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over operation can be applied to the third column of both
patents in the same way. The two-point crossover guaran-
tees that the generated children will remain feasible if par-
ents are feasible.

(2) Uniform order-based crossover: The two-point crossover
operator has been adopted for the second and third columns
of the chromosome matrix W; however, such an approach
cannot apply to the fourth column of the chromosome due
to constraints (5), which requires one yard location is
exactly assigned to only one container, otherwise redundant
and missing genes in the generated children will appear. In
this paper, we construct the uniform order-based crossover
operator for the fourth column of the chromosome matrix
W in a similar way to the algorithm proposed in Cheng and
Gen (1997). Fig. 8 shows how the uniform order-based
crossover operator is used to create the fourth column of a
child. There are 10 containers to be assigned to 5 selected
stacks, numbered from 1 to 5, where there are 2 available
locations in stack 1, 3 available locations in stack 2, 2 avail-
able locations in stack 3, 2 available locations in stack 4 and
1 available location in stack 5. This crossover operator gen-
erates a template binary string (the middle top one in
Fig. 8) with the same length as the fourth column of the
chromosome (10 rows in this example because there are
10 containers) based on the uniformly distributed ‘‘1”s and
‘‘0”s. The template string is then mapped to one of the
selected parents, in which the genes that have the same
positions with ‘‘1”s in the template string i.e. position 1, 2,
5, 7, 9, are given to a child, and the remaining empty genes
of this child are filled from another parent with unused
genes, i.e. position 3, 4, 6, 8, 10.
(3) Swap mutation: In addition to the crossover operators, muta-
tion operation is adopted to maintain the diversity of the
population in the successive generations and to maximise
the exploitation of the solution space. To achieve the muta-
tion operation, we specify a mutation probability Pm. As
mutation happens rarely, Pm is set to be a very small num-
ber, for example, 0.1 suggested by Yang, Wang, and Li
(2012). For each chromosome W in the population, we gen-
erate a random value uniformly distributed between 0 and
1, and compare this value with Pm. If the value is less than
Pm, we perform the swap mutation on that individual, other-
wise, there is no mutation operation, i.e. the individual
remains the same. This mutation operation is carried out
by choosing two positions (two rows) of that individual at
random and then swapping the genes on these positions
(see Fig. 9).

4.3. Offspring acceptance strategy

To achieve evolution, chromosomes are randomly paired to pro-
duce offspring for the next generation. We propose a semi-greedy
strategy to accept offspring, which was first introduced by Hart
and Shogan (1987). In this strategy, an offspring is accepted as a
new generation only if its fitness is better than the average fitness
of its own parents, which ensures the next generation carries bet-
ter genes than their parents. It can also reduce the computation
time and guarantee a monotonous convergence, which means
the best objective function value (OFV) in any generation is no
worse than that of previous generations and it will evolves towards
an optimal solution.
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Fig. 9. An illustration of swap mutation for an example of 10 containers.
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4.4. Parent selection strategy

Effective parent selection strategy (e.g. how to choose parents
from chromosomes in the current population) is vital to improve
evolution speed. In general, it is better to choose the best solutions
in the current generation to create offspring so that the average
OFV of the offspring is better than the average OFV of their parents.

In the context of the AGV scheduling and storage allocation
problem, the chromosomes with short berth times (i.e. OFVs) are
likely to be selected as parents for creating offspring. The most
common method is called the roulette wheel sampling, in which
each chromosome is assigned a slice of a circular roulette wheel
and the size of the slice is proportional to the chromosome’s fit-
ness. The fitness in this paper is represented by 1/OFV, which
means the chromosome with shorter berth time (better fitness)
will be assigned a bigger slice and likely to be chosen as parents.
The times that the wheel spins equal to the population-size. On
each spin, the chromosome under the wheel’s marker is selected
to be in the pool of parents for the next generation. Here, as the
objective is to minimise the berth time, we choose the ones with
smaller OFVs as parents for the next generation.

This parent selection strategy would always select a population
of parents with smaller OFVs. To ensure that the best solution in
the current generation always survives to the next generation,
we use elitism strategy, which means the best individual is always
kept in the population. Such a parent selection strategy will accel-
erate the entire evaluation procedure and search fast for an
approximately optimal solution.
4.5. Stopping criterion

In order to balance the computational time as well as evolving
towards an optimal solution, two criteria are used as stopping
rules: (1) the maximum number of evolving generations allowed
for GA, which is a common criterion adopted by many GA-based
optimisation problems (Bazzazi et al., 2009; Huang, Liang, &
Yang, 2009; Kozan & Preston, 1999) and (2) the standard deviation
of the fitness values of chromosomes ðrTÞ in the current generation
is below a small value (Tavakkoli-Moghaddam & Safaei, 2006). This
parameter ðrTÞ implies the diversity of the current generation in
terms of the OFVs. The decreasing rT is equivalent to the decreas-
ing diversity. If rT decreases below a small arbitrary constant e,
then the algorithm is stopped. The standard deviation of the fitness
values of chromosomes in the generation T is calculated as

rT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
Pop

� �PPop
n¼1 Fn

T � FT
� �2h

2

r
, where Fn

T is the fitness of the nth

chromosome in the generation T; and FT is the average fitness of
all chromosomes in generation T, which can be calculated as
FT ¼ 1
Pop

� �PPop
n¼1F

n
T . The algorithm stops when one of the two rules

is satisfied.

5. Computational results

In this section, we first introduce the initial settings. The small-
sized problems are solved by a commercial software, AIMMS 3.11,
which uses branch and bound (B&B) algorithm in its solver (CPLEX
11.2). As the problem size increases (i.e. the number of containers
and the number of equipment increase), it is difficult to obtain
optimal solutions. Therefore, we adopt the GA proposed in Sec-
tion 4 to obtain near optimal solutions for large-sized problems.
We also provide the comparison results between the GA and
AIMMS for small-sized problems to verify the effectiveness of the
GA.

5.1. Initial settings

We consider the following experimental and parameter
settings:

(i) All experiments are based on the layout as illustrated in
Fig. 3.

(ii) The number of containers varies from 5 to 200, where 5–20
are considered as small-sized problems and 21–200 are con-
sidered as large-sized problems, which is based on the clas-
sification on Lee, Chew, Tan, and Wang (2010). We also
consider different number of AGVs from 3 to 10; the number
of YCs varies from 2 to 5; and the number of blocks varies
from 2 to 8.

(iii) The uniform distribution was assumed for all the travelling
times (Lau & Zhao, 2008), because containers are evenly dis-
tributed and located on the ship and in the yard. The travel-
ling times (in seconds) of YCs from the transfer point in front
of each block to each available location are generated from a
uniform distribution U(60, 140) s; the handling times of QCs
follows a uniform distribution U(30, 180) s.

(iv) AGV’s travelling times from the working points near QCs to
the transfer points at the front of blocks are known accord-
ing to the terminal’s layout. QCs do not move along the ship
because it takes a very long time to move, which is very
unproductive and should be avoided. The above values of
the AGV’s travelling times are generated from uniform dis-
tribution U(20, 120) s; YC’s travelling times between blocks
are also known. Here we assume the travelling times
between transfer points of any two adjacent blocks are
40 s, so the travelling times between any two blocks can
be calculated similarly.

The following GA parameters are set up: crossover rate Pc ¼ 0:8,
mutation rate Pm ¼ 0:02, Population size Pop ¼ 100, and Maximum
generation Mg ¼ 50.

Our proposed GA is implemented using MATLAB (version 7.11).
All experiments are run on a machine with Intel� CoreTM i3 CPU
M370@2.40 GHz and 4 GB RAMwith theWindows 7 operating sys-
tem. Results obtained from the GA for small-sized problems are
compared with numerical optimal solutions obtained from B&B
in terms of OFV and the computation time. With the settings
above, we present the following evaluation results based on our
proposed approaches.

5.2. Results for small-sized problems

Ten small-sized experiments are considered with the number of
containers varies from 5 to 20. To reduce possible bias generated



Table 1
Results of computational experiments in small sizes.

No. Containers AGVs/QCs/YCs B&B (MIP) GA OFV Gap rate (%)

Computation time (s) OFV (s) Computation time (s) OFV (s)

1 5 2/2/2 12.22 386 4.12 386 0
2 6 2/2/2 13.54 406 2.84 406 0
3 7 2/2/2 8.67 426 3.15 426 0
4 8 3/2/3 14.58 560 1.24 563 0.53
5 9 3/2/3 10.09 792 2.22 798 0.76
6 10 2/2/3 534.65 776 1.35 788 1.55
7 10 2/2/2 489.31 813 1.26 833 2.4
8 15 3/2/2 13045.26 976 4.11 1009 3.38
9 20 3/2/3 / / 10.06 1208 /

10 20 4/2/3 / / 17.51 873 /

Table 2
Results of large –sized problems.

No. Containers AGVs/QCs/YCs Computation time (s) OFV(s)

11 30 4/3/2 24.05 2379
12 30 4/3/3 17.62 1686
13 30 4/3/4 49.69 1483
14 40 3/3/3 49.57 2594
15 40 4/3/3 51.02 2443
16 40 5/3/3 40.01 2035
17 50 4/3/4 56.81 2903
18 50 4/2/4 90.38 3129
19 50 5/2/4 68.97 2796
20 80 6/3/3 137.29 5396
21 80 6/3/4 53.61 4463
22 80 7/3/5 106.57 3696
23 100 5/3/4 136.54 6828
24 100 6/3/4 282.67 6249
25 100 7/3/4 267.97 5996
26 100 7/3/5 421.01 5038
27 150 8/3/3 639.02 11344
28 150 8/3/4 282.27 9324
29 150 8/3/5 424.25 8363
30 200 8/3/5 503.01 11654
31 200 9/3/5 406.44 11490
32 200 10/3/5 761.10 11319

Fig. 10. Typical convergence of GA for the case with 100 containers, five AGVs,
three QCs and four YCs.

Fig. 11. Performance comparison of different crossover rates for an example under
Pop ¼ 100 and Pm ¼ 0:02.
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by the randomness of GA in a single experiment, each case is run
20 times by GA and the average results are recorded. For all the
runs, we adopt the same setting of parameters to obtain more reli-
able results, and average values of OFVs (in seconds) and computa-
tion times (in seconds) are computed as the final results.

Table 1 shows that for the small-sized problems, our proposed
GA can obtain approximately optimal solutions, compared with
the optimal solution from the B&B, but in a faster speed, ranging
from 1.24 to 17.51 s, while the B&B from 12.12 to 13045.26 s.
The solutions from the GA are near to the optimal solutions pro-
vided by the B&B with the maximum gap of 3.38% in the 10 cases.
The GA can obtain the optimal solution for the first three cases and
the average gap is 1.72% for the first eight cases. However, we
observe that the exact algorithm (B&B) cannot solve larger-sized
problems within acceptable time duration. The B&B do not provide
any results for the problems with more than 15 containers, and the
computation time of B&B grows exponentially as the problem size
increases.

5.3. Results for large-sized problems

Due to the difficulty in obtaining the exact solution for large
instances, GA is used to solve them, and the results are indicated
in Table 2. From our experiments, we observe that (1) our proposed
GA performs stably to provide near optimal solutions for large-
sized problems, for example, the number of containers reaches
200; for all the cases in Table 2, the computational times are within
minutes; (2) The OFVs increase with the problem size (number of
containers) as expected, which means it takes more time to unload
more containers; and (3) the trend of performances of the number
of AGVs/QCs/YCs is similar: when increasing the AGV/QC/YC num-
bers, the OFV reduces (see case 15 and case 16 in Table 2). The
effects of the number of cranes (QCs and YCs) are more significant
than the effect of the number of AGVs on the OFVs (see case 18 and
case 19 for the effects of QCs numbers and case 11, 12 and 13 for
the effects of YCs numbers).

However, in practice, it is important to choose the appropriate
number of vehicles and cranes; otherwise, it will cause the traffic
congestions or conflicts during the container handling process,
which influences the container terminal’s efficiency. In the per-
spective of computational time, it will take longer time to get the
solution with the increased number of equipment.

Fig. 10 shows the convergence of the GA for a case of 100 con-
tainers, 5 AGVs, 3 QCs and 4 YCs. It shows that GA converges stea-
dily and fast to a fixed value, which demonstrates that our
proposed GA is able to provide the good quality solutions. Short



Fig. 12. Performance comparison of different mutation rates for an example under
Pop ¼ 100 and Pc ¼ 0:9.

Fig. 13. Performance comparison of different population size for an example under
Pc ¼ 0:9 and Pm ¼ 0:01.
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computational time is important for real-world operations at the
container terminals, because when the ship arrives at the terminal,
the handling operations of containers should start as soon as
possible.
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Fig. 14. GA performance in 10 runs with Pc ¼ 0:9; Pm ¼ 0:01 and Pop ¼ 10
5.4. Experiments on GA parameters

Now we look at the experiments on evaluating the impact of GA
parameters, which would show the performance of the proposed
GA with different initial parameters, and provide a better parame-
ter setting for the GA. A combination of several different values is
taken in order to find the values with best convergence perfor-
mance curve (i.e. faster convergence, and better OFV).

For the problem with 50 containers, 5 AGVs, 3 QCs and 5 YCs,
GA parameter settings take the following values:

Crossover rate Pc ¼ f0:6;0:7;0:8;0:9g;
Mutation rate Pm ¼ f0:01;0:02;0:1;0:2g;
Population size Pop ¼ f30;50;100;150g;
Mg ¼ 50:

Figs. 11–13 show the performance comparisons for different
parameter settings. According to the convergence curves, we
observe that the setting with crossover rate Pc = 0.9, mutation rate
Pm = 0.01 and population size Pop = 100 outperforms others for this
particular problem. Specifically, in Fig. 11, the curve with Pc ¼ 0:9
converges to a smaller value of OFV; in Fig. 12, the curve with
Pm ¼ 0:01 also converges to a smaller value of OFV, and in
Fig. 13, the curve with Pop ¼ 100 and Pop ¼ 150 converge to the
same value of OFV; however, the one with Pop ¼ 100 stops earlier,
which means a shorter evolving time. These figures also show that
for all the experiments, the OFVs are not improved after 50 gener-
ations. So the maximum generations of 50 will be sufficient to
obtain near-optimal solutions.

In order to test the stability of the proposed GA and analyse the
possibility of random effect, the GA is run for 10 times on the case
of 60 containers, 5 AGVs, 3 QCs and 4 YCs with exactly the same
parameter settings. Fig. 14 shows the box plot of results. Box plot
is able to show the range of OFVs in each generation. Each box rep-
resents the OFVs in one generation. The central mark is the median
(50% percentile), the bottom and top of the box are the 25th and
2526272829303132333435363738394041424344454647484950
tions

0 for the case with 60 containers, five AGVs, three QCs and four YCs.
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75th percentiles (the lower and upper quartiles, respectively) and
the whiskers are the most extreme data points (1.5 times more
than upper quartile or 1.5 times less than lower quartile). The ends
of the box plot in each generation are the maximum and minimum
values excluding extreme values. Fig. 14 further demonstrates that
our proposed GA performs in a stable manner.
6. Conclusions

In this paper, we provide a novel idea for improving the effi-
ciency of an automated container terminal by integrating the vehi-
cle scheduling and container storage problems. The objective is to
minimise the unloading time from the ship and therefore to
increase the productivity of the container terminal. A MIP model
is formulated, which is solved optimally by commercial software
in small sizes. However, it is difficult to obtain optimal solutions
when the problem size increases, and the GA is developed for the
large-sized problems.

A number of experiments are conducted to assess the efficiency
of the integrated modelling approach and the solution quality of
the proposed GA. The integrated solutions (i.e. how to dispatch
AGVs/YCs and assign locations for containers), can be obtained
simultaneously by solving the model. The computational results
also demonstrate that the proposed GA is able to provide good
solutions for all cases examined in this paper. Comparing the
results from the exact algorithm (B&B), the GA can provide good
solutions in a shorter time; and the gaps in terms of OFVs are very
small. Therefore, the proposed methods in this paper have the
potential to handle the problems in practical container terminals.

From theoretic point of view, this work provides a modelling
technique for a broader integration (comparing with previous
studies in the literature) with considering vehicle scheduling
(AGVs), yard crane scheduling (YCs) and container storage alloca-
tion problems all together. Since all these problems are correlated
with each other in practice, it is important to consider them simul-
taneously. The decisions obtained from the model provide the
schedules of vehicles, yard cranes and container storage locations.

This study can be extended in the following ways for future
research. For example, container loading process could be consid-
ered simultaneously with the unloading process, i.e. dual-cycle
operations, which have currently been adopted by a few advanced
container terminals. Apart from achieving the minimum berth
times, other objectives, especially environmental related ones,
can be included as well since environmental concerns are becom-
ing more and more critical for container terminals. In addition,
developing other exact algorithms and heuristic approaches, such
as tabu search (TS) and simulated annealing (SA), for the MIP
model developed in this paper is also an interesting area to look at.
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