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ABSTRACT

A key piece for spintronic applications, the so-called electron g-factor engineering is still predominantly based on the semiconductor bulk
g factor and its dependence on the bandgap energy. In nanostructures, however, the mesoscopic confinement introduces exclusive anisotro-
pies, transforming scalar g factors into tensors, enabling different renormalization mechanisms as routes for fine-tuning the electron
g factor. These questions we address in this comparative theoretical analysis between the obtained electron g-factor (tensor) anisotropies for
realistic InAsjAlSb- and In0:53Ga0:47AsjInP-based multilayers. The electron g-factor anisotropy, i.e., the difference between g factors for mag-
netic fields parallel and perpendicular to the interfaces, is analytically calculated via perturbation theory using the envelope-function
approach based on the eight-band Kane model. Effects from bulk, interfacing, tunnel coupling, and structure inversion asymmetry are sys-
tematically introduced within a transparent comparative view; differences between obtained anisotropies, such as in the magnitude, sign,
and other fine details, are analyzed in terms of the heterostructure parameters, mapped over different confining and tunnel-coupling
regimes without requiring elaborated numerical computations.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial 4.0
International (CC BY-NC) license (http://creativecommons.org/licenses/by-nc/4.0/). https://doi.org/10.1063/5.0187962

I. INTRODUCTION

More than a century ago, the efforts to explain the anomalous
Zeeman effect allowed the conception of the electron spin degree of
freedom as treated by relativistic quantum mechanics.1 A triumph
of this theory was the prediction of the free electron g factor,
g0 ¼ 2, quantifying the anomalous Zeeman effect by using
spin-splitting energy on the atomic spectrum in the presence of a
static magnetic field. A small contribution to the free electron g
factor arises from radiative corrections, described according to

quantum electrodynamics (QED), which predicts a corrected free
electron g factor (denoted as ge to differ from g0) given in leading
order by

ge ¼ 2(1þ α=2π) � 2:0023, (1)

where α ¼ e2=�hc � 1=137 is the fine-structure constant (e is the
electron charge, �h is the reduced Planck constant, and c is the
speed of light). However, the slight deviation from g0 ¼ 2 is pre-
dicted by the QED and measured with extreme accuracy, far
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beyond the leading order correction [Eq. (1)], the agreement
between theory and experiment stands for a scientific milestone.2

More recently, the continuous improvement in nanomaterial
production established a route to manipulate the spin properties in
solid-state environments, emerging the spintronics that fastly
evolved into a fertile cross-disciplinary field of fundamental and
applied research.3 In particular, an intuitive analogy becomes possi-
ble in solid-state environments regarding the spin splitting of the
electronic energy spectrum in the presence of a static magnetic
field—such splitting results from an effective Zeeman interaction
by introducing a corresponding effective g factor, according to the
effective mass formulation. For example, in III–V semiconductor
alloys, the electron g factor is further corrected by bulk band struc-
ture effects, varying from �2:4, in AlSb, to �� 51 in InSb. Such
variation can be described, in leading order, by employing the the-
oretical prescription developed by Roth, Lax, and Zwerdling,4

g*bulk ¼ 2 1�me

m*

Δ

3Eg þ 2Δ

� �
, (2)

where m* is the electron effective mass in units of the free electron
mass me, Eg is the fundamental energy bandgap, and Δ is the
valence-band spin–orbit (SO) energy splitting. Therefore, in
leading order, the electron effective g factor varies in a role
inversely proportional to the bulk bandgap energy, such the modu-
lation with the bulk parameters given by Roth’s formula provides a
cornerstone to engineer the electron g factor by choosing the host
material.5 For this reason, InAs and other narrow-gap III–V semi-
conductors present prominent g factors (as well as SO coupling),
forming building blocks in platforms of interest for developing
spintronic devices,6 topological materials,7 besides electron g-factor
engineering.8 In Table I, we show experimental data for differ-
ent III–V semiconductor alloys and emphasize the deviation of
the effective g factor (g*) from the bare value (ge), depending on
the fundamental bandgap and other bulk parameters. In general,
the accuracy of Eq. (2) increases when the bandgap decreases, in
excellent agreement for InAs alloys, for example. On the other
hand, significant corrections from remote bands are evident for
alloys with wider gaps.

Moreover, in nanomaterial and device architectures, the struc-
tural details can turn relevant or even operational. Due to abrupt
interfaces, scalar g factors can be converted into tensors, with a cor-
responding anisotropy much investigated in different materials and
confining geometries.12–29 Despite the progress toward incorporat-
ing structural design into g-factor engineering, it still lacks a
detailed and transparent understanding of the distinct g-factor

renormalization mechanisms connected with structural details,
complementing the Roth formulation for the bulk g factor. Such
demand and related questions are addressed in this paper, in which
we discuss an analytical extension of the Roth prescription based
on the envelope-function approach and use it to calculate the elec-
tron g-factor anisotropy (via perturbation theory) in realistic III–V
heterostructures. Results for InGaAsjInP- and InAsjAlSb-based
multilayers are analyzed within a transparent comparative view,
with fine-tuning mechanisms systematically introduced and critical
differences explained in terms of the bulk and structural parame-
ters. Next, the theoretical framework will be introduced from a
single symmetric active layer, reproducing Roth‘s formula as bulk
limits.

II. LAYERED III–V SEMICONDUCTORS AND THE
ELECTRON g-FACTOR TENSOR

Simplest layered III–V semiconductors are formed by a single
active layer, with thickness Lw, sandwiched by semiconductors with
wider bandgaps that act as confining barriers, described according
to the conduction and valence band-edge profiles shown in
Fig. 1(a), for the structures labeled. For these symmetric structures,
the ground state electron g factor interpolates bulk g factors
obeying the well-defined limits shown in Fig. 1(b); this interpola-
tion starts from the bulk g factor of the barrier material (g*InP or
g*AlSb) when the active layer is sufficiently thin, i.e., for Lw ! 0 and
converges to the bulk g factor of the active layer (g*InGaAs or g

*
InAs)

when Lw is large enough. Between these bulk limits, the electronic
g factor depends on the thickness Lw and the magnetic-field orien-
tation, which is particularly well-defined for the configurations par-
allel (Bk) and perpendicular (B?) to the interfaces. The
corresponding g factors, namely, g*k and g*?, are components of a g
tensor, and the difference Δg* ¼ g*k � g*? defines a g-factor
anisotropy.

To introduce an electron effective g-tensor formulation from a
natural extension of the Roth equation to III–V heterostructures
within the eight-band k � p envelope-function model, we first con-
sider the in-plane magnetic-field configuration (parallel to the
interfaces) and the growth direction along the z axis to obtain the
g-tensor component by employing first-order perturbation theory
in the weak magnetic-field limit,26,30,31

g*k ¼ 2 1� me

m(z, ε0)
Δ(z)

3εg(z, ε0)þ 2Δ(z)

�

þ 2me

�h2
αR(z, ε0) z � z0½ � þ δrem(z)

�
ψ0

, (3)

where

m(z, ε) ¼ �h2

P2

εg(z, ε) εg(z, ε)þ Δ
� �

3εg(z, ε)þ 2Δ
(4)

is the standard position- and energy-dependent electron effective
mass,18,32–35 εg(z, ε) ¼ ε� Ec(z)þ Eg(z) is the effective energy

bandgap [noting that m(z, ε) reduces to m* ¼ �h2

P2
Eg (EgþΔ)
3Egþ2Δ in the bulk

limits, setting the Kane matrix element P as usually34,36,37], ε0 and
ψ0 are the unperturbed solutions, i.e., the electronic ground state

TABLE I. Experimental data for III–V semiconductor bulk-band parameters available
in Refs. 5 and 9– 11.

InAs In0.53Ga0.47As InP AlSb

Eg (eV) 0.42 0.81 1.42 2.38
Δ (eV) 0.38 0.33 0.11 0.67
m* (me) 0.023 0.041 0.079 0.13
g* −14.9 −4.5 +1.26 +0.84
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energy and the corresponding wavefunction for B ¼ 0, z0 ¼ hziψ0

is the expectation value of the electron’s position, δrem(z) is the
contribution of the remote bands,38 and αR(z, ε) ¼ d

dz β(z, ε) is the
Rashba SO coupling parameter such that

β(z, ε) ¼ P2

2
1

εg(z, ε)
� 1
εg(z, ε)þ Δ(z)

� 	
(5)

is the (standard) position- and energy-dependent SO
coefficient;32–34,39 for flatband structures as shown in Fig. 1(a), the
dependence on z is due to the variation of the band parameters,
which change abruptly from one bulk value to another across the
interfaces. Therefore, for the magnetic-field configuration above

described, different contributions for the g-tensor component are
identified in Eq. (3), allowing a transparent physical interpretation
for each term (and the role of the interplay between them); in par-
ticular, it is explicit how this g-tensor component comprises the
Rashba coupling to describe an effective Zeeman interaction.

On the other hand, the magnetic-field configuration perpen-
dicular to the interfaces preserves the axial symmetry of the hetero-
structure (note that B? is aligned with the growth direction), and
retaining the leading order correction,26 the electron effective g
factor can be written as

g*? ¼ 2 1� me

m(z, ε0)
Δ(z)

3εg(z, ε0)þ 2Δ(z)
þ δrem(z)

� �
ψ0

; (6)

it is the averaged bulk g factor calculated using the zero-order solu-
tions ε0 and ψ0, i.e., g

*
? ¼ hg*bulk(z, ε0)iψ0

, a direct and well-known
extension of Roth’s formula to includes quantum size effects and
corrections from remote bands.40 Since this average is spatially iso-
tropic and g*k ¼ hg*bulkiψ0

þ Δg*, it is straightforwardly recognized
that

Δg* ¼ (4me=�h
2)hαR(z, ε0) z0 � z½ �iψ0

; (7)

i.e., it is the principal electron g-factor anisotropy in heterostruc-
tures with strong SO coupling. It is easy to check that Eq. (7) leads
to the usual Rashba SO interaction in the zero magnetic-field
limit;41 however, under the presence of an in-plane magnetic field,
hαR(z, ε0) ziψ0

assumes finite values even for symmetric hetero-
structures (contrastingly with the usual Rashba effect). Considering
the structures shown in Fig. 1(a), for example, the interfaces give
reminiscent contributions to solve Eq. (7), β(z, ε0) can be written
in terms of step functions, and the electron g-factor anisotropy
depends crucially on the difference δβ(ε0) ¼ βw(ε0)� βb(ε0). It is
then easy to solve Eq. (7) to find

Δg* ¼ (4me=�h
2) Lw jψ0(zi)j2 δβ(ε0), (8)

which is positive or negative, depending on δβ(ε0). Such depen-
dence is observed in Fig. 1(b), in which we consider the structures
labeled in Fig. 1(a) with the parameters shown in Table I. For these
heterostructures, the anisotropy vanishes in the bulk limits, Lw ¼ 0
and Lw large enough, since Δg* depends on the probability density
at interfaces (jψ0(zi)j2), according to Eq. (7).

Such a simple and transparent formulation for the g-factor
anisotropy was successfully employed for different III–V single
active-layer structures18—in remarkable agreement with indepen-
dent experimental works. This study was then extended to multi-
layers based on (lattice-matched) InPjIn0:47Ga0:53As, including
tunnel coupling between active layers and structure inversion asym-
metry (SIA) effects.26 Such acquired knowledge suits here as a
benchmark in a comparative analysis with another typical hetero-
structure: AlSbjInAs multilayers belong to the family 6.1 Å and,
due to the narrow-gap InAs active layer, allow a pronounced
g-factor modulation (from g*AlSb ¼ 0:84 to g*InAs ¼ �14:9), as
shown in Fig. 1, where other peculiar features are already under-
stood, as Δg � 0 (i.e., gk � g?) and its reduced magnitude due to
the large band offset, which suppresses the probability density at
the interfaces. In Secs. III–VI, we will introduce and discuss tunnel

FIG. 1. (a) Bandgap alignments for the heterostructures InPjIn0:53Ga0:47AsjInP
and AlSbjInAsjAlSb grown along the z axis: Lw is the thickness of the active
layer, Ec(z) is the conduction band-edge profile [ΔEc(InPjInGaAs) ¼ 0:26 eV
and ΔEc(AlSbjInAs) ¼ 1:98 eV are the bandoffsets] and Ev (z) is the valence
band-edge profile. Bk and B? describe magnetic-field configurations parallel
and perpendicular to the interfaces, respectively. (b) Calculated parallel and per-
pendicular g factors varying with Lw ; horizontal (dotted) lines set the bulk
g-factors, and the inset shows the electron g-factor anisotropy. The parameters
were used according to Table I.
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coupling and structure inversion asymmetry within a systematic
procedure, comparing the obtained results for the abovementioned
structures, showing how the theoretical framework can comprise
different renormalization mechanisms that affect the g-factor
anisotropy and how it depends on specific details for each
heterostructure.

III. TUNNEL-COUPLED ACTIVE LAYERS

We extend our study to structures with tunnel-coupled active
layers, introducing a central barrier formed by the same material as
the lateral barriers. Figure 2(a) provides a schematic view, where Lw
is the thickness of the active layers, and Lb is the width of the
tunnel barrier. Setting the growth direction along the z-axis, we
chose the origin of the coordinate system at the inversion symmetry
center such that ψ0(z) ¼ ψ0(� z). It reduces our analysis to two
nonequivalent interfaces, zi‘ locates the interface between the active
layer and the lateral barrier, and zic is between the active layer and
the central barrier. Such (unperturbed) solutions, discussed in
detail in Ref. 36, are shown for specific multilayers in Fig. 2(b). In a
similar procedure to that introduced in Sec. II, it is easy to solve
Eq. (6) considering such a multilayer parameterization using the
space spanned by confining and tunnel-coupling parameters, Lw
and Lb, as follows:

Δg* ¼ (4me=�h
2) 2Lw jψ0(zi‘ )j2 þ Lb jψ0(zi‘ )j2 � jψ0(zic )j2

� �
 �
δβ(ε0):

(9)

Thereby, specifying the heterostructure, we compute Δg* for each
point of the space spanned to construct a contour-plot map.

In Fig. 3, we present the contour-plot maps within a high-contrast
comparative view, according to the color legend shown on the
right. With Δg* � 0, the upper surface and its projection (on the
top panel) map the anisotropy over the whole parameter space for
InPjIn0:53Ga0:47AsjInPjIn0:53Ga0:47AsjInP. To contrast, in the lower
landscape (with surface and projection), we present the corre-
sponding results for AlSbjInAsjAlSbjInAsjAlSb multilayer struc-
tures, for which Δg* � 0. As in Sec. II, the sign of the g-factor
anisotropy is determined by δβ(ε0).

Other significant features of the obtained anisotropy maps
arise when introducing a tunnel-coupling layer between active
layers, explained according to Eq. (9). Starting from the single
active-layer limit Lb ¼ 0, within the strongly interacting regime for
Lb thin, the anisotropy is reduced due to the difference between
probability densities at nonequivalent interfaces, i.e.,
jψ0(zi‘ )j2 � jψ0(zic )j2 � 0. This difference vanishes for Lb large
enough, such that the system reproduces two non-interacting active
layers, with a total anisotropy Δg* ¼ 2 (4me=�h

2)Lwjψ0(zi‘ )j2δβ. The
features exposed by the landscapes show how structural parameteri-
zation affects the system when it passes through different confining
and coupling domains. Analyzing Δg* when Lb increases,
InAsjAlSb-based structures quickly achieve the non-interacting
regime (with stable value for Δg*), given the tunnel coupling is
drastically reduced due to the large conduction-band offset, as
shown in Fig. 2(b); in contrast, because of the smaller band offset,
InGaAsjInP-based structures comport a larger interacting domain
when compared with those based on InAsjAlSb. It explains the
dependence of Δg* on Lb evidenced in upper and lower landscapes
shown in Fig. 3.

FIG. 2. (a) Symmetric multilayer structure formed by equal active layers with thickness Lw and, between them, a tunnel-coupling (central) barrier formed by the same bulk
as the lateral barriers (Lb is the central-barrier width). The z-axis sets the growth direction, ic indicates interfaces between active layers and the central barrier, i‘ is
between active layers and lateral barriers; B? and Bk show magnetic-field configurations. (b) Unperturbed wavefunction varying with Lb, and fixing Lw ¼ 2 nm, for the mul-
tilayers AlSbjInAsjAlSbjInAsjAlSb and InpjInGaAsjInpjInGaAsjInp represented in wine and cyan, respectively.
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For completeness and support our results, in Fig. 4, we
present parallel and perpendicular components of the electron
g-factor tensor obtained from Eqs. (3) and (6), and the correspond-
ing anisotropy as continuous functions of 2Lw. Varying Lb in units
of 0.2 Å, we create fine grids with individual elements of g*k, g

*
?,

and Δg*, starting from Lb ¼ 0 to Lb large. For Lb ¼ 0, the results
reproduce the curves shown in Fig. 1(b) (replacing Lw ! 2Lw since
the multilayer reduces to a single active layer with a thickness of
2Lw), while Lb increases, the noninteracting limit is reached in
AlSbjInAs-based structures much faster than the
InPjInGaAs-based.

IV. STRUCTURE INVERSION ASYMMETRY

To investigate how the SIA affects the electron g-factor
anisotropy in III–V multilayers consistently with our comparative
framework, we introduce a single modification of the structure
presented in Sec. III, considering one of the lateral barriers as a
perfect insulator, while all the other layers are maintained as
shown in Fig. 2; this choice preserves the entire parameter set
used along this paper, enabling a fair comparison between the
results for symmetric and asymmetric structures. Starting from
the interface i0 between the perfect insulator and the active layer,
we enumerate the interfaces i1, i2, and i3 as shown in Fig. 5.
Between i1 and i2, a central barrier separates two interacting
active layers: the active layer between i0 and i1 is asymmetrically
surrounded, while the other active layer, between i2 and i3, is

neighbored by barrier layers with the same bulk. With the corre-
sponding boundary conditions, it is easy to find the zero-order
solutions ε0 and ψ0 as shown in Appendix A, particularly noting
that ψ0(zi0 ¼ 0) ¼ 0 to calculate the electron g-factor anisotropy
as follows:

Δg* ¼ (4me=�h
2) Lb jψ0(zi3 )j2 � jψ0(zi2 )j2

� �

þ Lwjψ0(zi3 )j2 þ (Lw � z0) jψ0(zi3 )j2

�
� jψ0(zi2 )j2 þ jψ0(zi1 )j2

��
δβ(ε0): (10)

In Fig. 6, we present the results obtained by solving Eq. (10)
for InsulatorjInGaAsjInPjInGaAsjInP and InsulatorjInAsjAlSbj
InAsjAlSb structures, as labeled. The g-factor anisotropy is plotted

FIG. 3. The contour-plot maps show the electron g-factor anisotropy computed
over the whole space spanned (where Lw is the thickness of the active layers
and Lb is the central-barrier length), given according to the color legend on the
right. The upper surface and its projection (on the top panel) show the results
for InPjIn0:53Ga0:47AsjInPjIn0:53Ga0:47AsjInP multilayers, for which Δg � 0, and
the lower graphics show the results for AlSbjInAsjAlSbjInAsjAlSb, for which
Δg � 0.

FIG. 4. Parallel and perpendicular components of electron g-factor tensor and
the corresponding anisotropy as continuous functions of 2Lw , considering the
structure parameterization shown in Fig. 2. We construct fine grids with individ-
ual elements of g�k , g

�
?, and Δg� varying Lb in units of 0.2 Å, starting from

Lb ¼ 0 to the noninteracting limit (Lb sufficiently large).
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as a continuous function of Lb, varying Lw in units of 0.5 Å to form
a fine grid closed to enlight the sign inversion of Δg* depending on
the active-layer thickness due to the SIA. Such a sign inversion is
predicted to happen when the confinement is strong enough to
push the average value of the electron position (z0) out of the con-
fining region (z0 . zi3 ); since the tunnel coupling competes to
reduce the SIA effects, it restricts a possible sign inversion of Δg* to
thin active layers within the strongly interacting regime. Instead,
when Lb increases, the electronic ground state will be progressively
transferred to the symmetrically neighbored active layer such that
the SIA effects must disappear in the noninteracting limit when z0
will be located at the center of the symmetric active layer at
z ¼ Lb þ 1:5 Lw. Therefore, the difference ΔZ0 ¼ z0 � Lb � 1:5 Lw
informs us how fast the system approaches the symmetric ground
state (for which ΔZ0 ¼ 0) when Lb increases, providing a sensor
for the SIA effects and a fine-tunning parameter for the electron
g-factor anisotropy. It is a realistic (and minimalist) testing plat-
form to tune the g-factor using a spanned parameter space, includ-
ing bulk, interface, tunnel coupling, and SIA effects, in a unique
manner, for each heterostructure.

The upper panel in Fig. 6 shows the specific results for
insulatorjInGaAsjInPjInGaAsjInP structures, where we explore the
main features of the g-factor anisotropy for different confining
domains. Starting from the limit for which the system supports
bound states,42 namely, critical thickness L(c)w , up to Lw ¼ 1:9 nm,
the curves present a sign inversion when Lb varies. Within this
range, the SIA becomes prominent and able to invert Δg*, noting
that this effect fades for Lb large enough such that ΔZ0 vanishes,
and the results reproduce the same obtained for a single symmetric
active layer. Particularly remarkable, ΔZ0 radically differs when
comparing the specific cases shown in the insets, being drastically
suppressed in the structures based on InAsjAlSb due to the large
band offset, which turns the SIA effects inaccessible from a practi-
cal point of view. This critical difference between the obtained
results indicates that the anisotropy can be tuned or controlled by

choosing the structural band offset. Finally, we consider the ranges
weakly affected by the SIA effects, between Lw ¼ 1:9 nm and
Lw ¼ 3:55 nm in the upper graphic, and Lw ¼ 0:48 nm up to
Lw ¼ 1:88 nm in the lower panel; in these ranges, the curves reach
an interval of leisurely variation with Lw, within a weak confine-
ment regime, until the anisotropy starts to monotonically and
slowly decrease (to vanishes in the bulk limit).

To complete our approach, in Fig. 7, we present the
g-factor components g*k, g

*
?, obtained by solving Eqs. (3) and (6)

using the unperturbed analytical solutions found in Appendix A.
These results complement those shown in Fig. 6, obtained
within the same range and grid parameterization. The noninter-
acting regime is easily identified for AlSbjInAs-based structures,
corresponding to constant g-factor components (when the
system reproduces a single symmetric active layer with fixed Lw);
contrastingly, the InPjInGaAs-based structures support a broad
interacting domain, allowing an additional tunability of the
g-factor components.

FIG. 5. Scheme of an asymmetric multilayer structure; the z axis sets the
growth direction, i0, i1, i2, and i3 locate the interfaces. Between i1 and i2, a
central barrier with thickness Lb separates two equal interacting active layers;
however, the active layer between i0 and i1 is asymmetrically surrounded, while
the other active layer (between i2 and i3) is symmetric.

FIG. 6. Electron g-factor anisotropy as a continuous function of Lb, varying Lw
in a fine grid with units of 0.5 Å, starting from the critical thickness L(c)w . The dif-
ference ΔZ0 ¼ z0 � (Lb þ 1:5 Lw ) can be seen as a sensor for the SIA influ-
ence on the system. The upper graphics show the results for
InsulatorjIn0:53Ga0:47AsjInPjIn0:53Ga0:47AsjInP structures, and the lower graph-
ics show the results for InsulatorjInAsjAlSbjInAsjAlSb.
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V. ADDITIONAL REMARKS

From the theoretical point of view, there are well-established
approaches to studying the electron g factor and its anisotropy,
including models with 14 bands,16 elaborated numerical calcula-
tions,14 and tight-binding-based methods.29 In good qualitative
agreement with these approaches, the theory explored in this paper
represents an alternative analytical framework suitable to include
fine structural details as different renormalization mechanisms that
affect the g-factor anisotropy, allowing a simple and transparent
physical interpretation. With the introduction of the preliminary
concepts,18 such a theoretical view provided elements to later exten-
sions describing the electron g-factor tensor in IV–VI quantum
wells,21 nitride-based heterostructures,27 and GaAs nanodisks.20

We also recall the good agreement obtained in the previous
papers,18,30 with independent experimental works involving differ-
ent techniques, such as time-resolved luminescence spectroscopy,13

Larmor beat measurements,15 and electron spin resonance,12 taking

into account their respective samples with specific materials and
conditions.

Central aspects of the electron g-factor anisotropy are known
for some typical III–V heterostructures, remaining incomplete a
significant part of the knowledge regarding specific semiconducting
matchings, interfacings, and structural details that can drive the
electron g-factor anisotropy, to manipulate its sign and eventual
sign inversion. It was remarkably studied and well-discussed by
Tomimoto et al.,17 who measured a g-factor anisotropy inversion
in ultra-thin ZnTe nanolayers using the time-resolved Kerr-rotation
technique. Despite the difficulty of applying the present theory for
structures with relatively large gaps,43 our findings show that,
besides the appropriate combination of the well and barrier materi-
als and an ultrathin potential well, as reported in Ref. 17, SIA is a
fundamental ingredient to induce the g-factor anisotropy inversion
by varying the quantum confinement. Foremost, Δg* depends, in a
nonmonotonic way, on the difference between SO coefficients asso-
ciated with heterostructure constituents, wave function penetration
into the barrier materials, tunnel coupling between active layers,
and SIA effects. For this reason, we point out the testing platforms
for Majorana devices44 as promising to study the electron g-factor
anisotropy since the tunnel coupling and SIA effects are boosted
due to a tiny band offset (�86meV, as reported) together with a
narrow-gap active layer.

VI. SUMMARY AND CONCLUSIONS

In summary, we have presented a detailed comparative analy-
sis between the electron g factor anisotropy calculated for realistic
heterostructures based on the semiconductor interfaces InGaAsjInP
and InAsjAlSb, including the interplay between fine-tuning
mechanisms. Effects from interfacing, tunnel coupling, and SIA are
progressively introduced and analyzed within a transparent
comparative view. Critical differences are identified and explained
in terms of the bulk and structural characteristics, as, in particular,
(1) the sign of the electron g-factor anisotropy in symmetric struc-
tures such that gk � g? for InGaAsjInP-based structures and
gk � g? for those based on InAsjAlSb, depending on the difference
between SO coefficients, as extensively discussed along this paper;
(2) breaking the structural inversion symmetry acts to invert the g
factor anisotropy in the strong confinement limit (or sufficiently
thin layers); however, in InAsjAlSb-heterostructures, the penetra-
tion of the electronic wavefunction into the AlSb barriers is sup-
pressed such that the SIA effects become inaccessible from a
practical perspective. Our findings show that SIA effects are
expected to be prominent in structures with small conduction-band
offsets, enabling new possibilities to tune the electron g-factor
anisotropy. The results are consistent over the whole parameter
space, based on an analytically transparent and yet accurate theo-
retical approach, easily suitable to a wide range of heterostructures
and free for expensive nor advanced computational resources and
aims to integrate structural design into g-factor engineering and
guide experimental efforts.
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APPENDIX A: UNPERTURBED SOLUTION INCLUDING
SIA

In this appendix, we provide the analytical expressions for the
zero-order (unperturbed) solutions used in Sec. IV; this informa-
tion complements the Hamiltonian formulation and the perturba-
tion theory extensively discussed in Refs. 26 and 30. Considering
the structure described in Fig. 5, the choice of the interface i0
between the perfect insulator and the active layer as the origin of
the coordinate system, i.e., zi0 ¼ 0, is adequate to apply the boun-
dary conditions [in particular, ψ0(z) ¼ 0 if z � 0], leading to the
solutions,

ψ0(z) ¼
Asin(kwz), 0 � z � Lw

Bekbz þ Ce�kbz , Lw � z � Lw þ Lb
Dcos(kwz)þ Esin(kwz), Lw þ Lb � z � 2Lw þ Lb

Fe�kbz , z � 2Lw þ Lb

8>><
>>:

9>>=
>>;
,

(A1)

and the unperturbed energy ε0 is obtained by solving the following
transcendental equation:

tanhΘb ¼ ξ sin 2Θw þ cos 2Θw

1
ξ � ξ

� 
sinΘw cosΘw � cos2 Θw � ξ2 sin2 Θw

, (A2)

where Θb ¼ kb Lb, Θw ¼ kw Lw, and ξ ¼ kb mw=(kw mb), and the
coefficients A, B, C, D, E, and F are obtained from the normaliza-
tion condition, completing the theoretical framework employed in
this paper.
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