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Abstract
In this work, we present some criteria about the exis-
tence and nonexistence of both Puiseux inverse integrat-
ing factors 𝑉 and Puiseux first integrals 𝐻 for planar
analytic vector fields having a monodromic singularity.
These functions are awide generalization of their formal
ℝ[[𝑥, 𝑦]] or algebraic counterpart in Cartesian coordi-
nates (𝑥, 𝑦).We prove that none of the functions𝐻 and𝑉
can be used to characterize degenerate centers although
the existence of𝐻 is a sufficient center condition.
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1 INTRODUCTION

In this work, we study families of real analytic planar autonomous differential systems

𝑥̇ = 𝑃(𝑥, 𝑦; 𝜆), 𝑦̇ = 𝑄(𝑥, 𝑦; 𝜆), (1)

where the dot denotes derivative with respect to an independent time variable. We also will
assume that (1) depends analytically on the parameters 𝜆 ∈ ℝ𝑝 of the family. Along the work, we
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denote by  = 𝑃(𝑥, 𝑦; 𝜆)𝜕𝑥 + 𝑄(𝑥, 𝑦; 𝜆)𝜕𝑦 the vector field associated with (1). We are only inter-
ested in the restriction of family (1) to the monodromic parameter space Λ ⊂ ℝ𝑝 that is defined
as the parameter subset for which (𝑥, 𝑦) = (0, 0) is amonodromic singularity. In other words, the
origin is a singular point of (1) where the structure of local flow turns around it for any 𝜆 ∈ Λ. The
monodromic setΛ is usually characterized by the blow-up process developed by Dumortier in [1],
see also Arnold.2 In the papers,3,4 Algaba and coauthors present an algorithmic procedure that
allows to specify the parameter conditions that defines Λ in terms of the Newton diagram 𝐍()
of the vector field  , see also Ref. 5.
Since the origin is monodromic, it possesses a Poincaré returnmapΠ defined in some transver-

sal section with end at the singularity. In [6], Medvedeva shows that the Poincaré map has a
Dulac asymptotic expansionΠ(𝑥) = 𝜂𝑥 +

∑
𝑗
𝑃𝑗(log 𝑥)𝑥

𝜈𝑗 with 𝜂 > 0, 𝜈𝑗 > 1 grow to infinity and
𝑃𝑗 have coefficients that are analytic functions of the coefficients of  . We note that the center
case corresponds toΠ(𝑥) = 𝑥 but it is very difficult to arrive at this identity map since the compu-
tation of 𝜂 and the 𝑃𝑗 is a hard problem. So, one needs other tools trying to characterize the subset
of Λ defining a center at the origin of (1) and this work explores a possible tool.
Inverse integrating factor (𝑥, 𝑦) has been widely used in the context of the center-focus

problem. For example, in [7], the structure of the Poincaré map of a degenerate monodromic
singularity with Puiseux inverse integrating factor was studied. A survey about these functions
(𝑥, 𝑦) was presented in [8], where a thorough overview of its main properties and applications
is stated such as: the existence of limit cycles of  in [9] and the location of polycycles and other
limit sets of the flow in [10, 11]. Moreover, in [12], it was proved that any (possibly degenerate)
center of an analytic planar system admits a smooth (possibly flat) inverse integrating factor. We
emphasize that this kind of inverse integrating factors cannot be used to discern between a cen-
ter or a focus when it vanishes at the monodromic singularity, even worse we cannot construct a
power series method when it is flat at the singularity.
In [13], the authors study the degenerate center-focus problem with characteristic direc-

tions assuming that system (1) possesses an inverse integrating factor (𝑥, 𝑦) well defined in
a neighborhood of the origin. All these results exemplify the importance of studying inverse
integrating factors.
We are interested in deepening knowledge of methods based on series with exponents in ℕ

(formal series) or in ℤ (Laurent series) or in ℚ (Puiseux series) applied to the center problem
of . By the classical Poincaré–Lyapunov center theorem, any analytic family = (−𝑦 +⋯)𝜕𝑥 +
(𝑥 +⋯)𝜕𝑦 where the dots are higher order terms has a nondegeneratemonodromic singular point
at the origin and the center case is characterized by the existence of an analytic first integral
(𝑥, 𝑦) = (𝑥2 + 𝑦2)∕2 +⋯, see, for instance, Refs. 14–18, and hence, using polar coordinates by a
Puiseux first integral 𝐻(𝜃, 𝜌). On the other hand, using (𝑝, 𝑞)-weighted polar coordinates, it can
be seen that the existence of a Puiseux first integral 𝐻(𝜃, 𝜌) also picks up all the centers of the
(𝑝, 𝑞)-quasi-homogeneous vector fields, see Lemma 4.
Another nice example comes from the analytic family  = (𝑦 +⋯)𝜕𝑥 + (⋯)𝜕𝑦 where the dots

are terms of at least second degree having a nilpotent monodromic singular point at the origin
where the existence of an analytic first integral (𝑥, 𝑦) = 𝑦2 +⋯ is not enough to characterize
all its centers but when its Andreev number is 2, then they are characterized by the existence of a
formal inverse integrating factor(𝑥, 𝑦) ∈ ℝ[[𝑥, 𝑦]], hence using (1,2)-weighted polar coordinates
by a Puiseux inverse integrating factor 𝑉(𝜃, 𝜌). See, for example, the works19,20 for an account of
these phenomena.
Based on the aforementioned center characterizations, our initial objective in this work was

to know if we can use Puiseux first integrals or Puiseux inverse integrating factors to solve the
center-focus problem. In section 5 of [7] there is an explanation about the origin of Puiseux inverse
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3 of 27 GARCÍA et al.

integrating factors coming from invariant surfaces of the Lagrange characteristic differential equa-
tions associated to the linear partial differential equation that defines inverse integrating factors
of vector fields in polar coordinates.
More specifically, and focusing only in the use of Puiseux first integrals, we wanted to use

convenient weighted polar coordinates (𝜃, 𝜌), see its definition in (3), and propose a function

𝐻(𝜃, 𝜌) =
∑
𝑖≥0 ℎ𝑖(𝜃)𝜌

𝑚+𝑖

𝑛 with fixed (𝑚, 𝑛) ∈ ℤ × ℕ and 2𝜋-periodic coefficients ℎ𝑖 as first inte-
gral step-by-step in such a way that the obstructions to the existence of the coefficients ℎ𝑖 yield
center conditions at the origin of the vector field. This procedureworks in the simple case of quasi-
homogeneous vector fields, see Lemma 4(ii). Unfortunately, this is not the case for a general vector
field because there are centers without Puiseux first integral as we will see in this work. Even
worse, we will present some examples of focus without Puiseux inverse integrating factor because
of the existence of flat terms in the transformation to Yakovenko’s normal form,21 see Remark 4.
It is worth to mention that we have no example of center without a Puiseux inverse integrating
factor, so we conjecture that any center must have a Puiseux inverse integrating factor. Indeed, for
centers without characteristic directions, the conjecture is true, see Ref. 22. Nevertheless, despite

the above conjecture was true, we cannot propose a function 𝑉(𝜃, 𝜌) =
∑
𝑖≥0 𝑣𝑖(𝜃)𝜌

𝑚+𝑖

𝑛 with 2𝜋-
periodic coefficients 𝑣𝑖 as inverse integrating factor step-by-step in order to get obstructions to the
existence of the coefficients 𝑣𝑖 yielding center conditions because there are focus with Puiseux
inverse integrating factor, see Remark 5.
The main result of this work is the following one.

Theorem1. Let the origin of family (1) be amonodromic singularity. Then the center cases cannot be
characterized either by the existence of a Puiseux first integral𝐻 or the existence of a Puiseux inverse
integrating factor 𝑉. Nevertheless, the existence of𝐻 is a sufficient center condition.

To prove this theorem, first we have obtained some criteria about the existence and nonex-
istence of 𝑉(𝜃, 𝜌) (respectively, 𝐻(𝜃, 𝜌)), see, for example, Propositions 1 and 2 (respectively,
Propositions 9 and 10). Through the work, many examples are introduced showing families
(1) where specific members of it can have 𝑉 or 𝐻 but these functions are not defined in the
whole family.
Thiswork is structured as follows. First, in Section 2,we recall somedefinitions and preliminary

background such as the weighted polar blow-up and its associated Puiseux inverse integrating
factors and first integrals. Section 3 is dedicated to statement results about the existence and
nonexistence of Puiseux inverse integrating factors 𝑉, while Section 4 does the same but with
Puiseux first integrals 𝐻 instead. We relegate to Section 5 the proofs of all the results. At the
end, we also add several appendices needed in some parts of the work. We also mention that
the computations done were performed utilizing the math software Mathematica 1323 and Maple
2022.24

2 SOME BACKGROUND AND PRELIMINARY DEFINITIONS

2.1 The weighted polar blow-up

Let  = 𝑃(𝑥, 𝑦)𝜕𝑥 + 𝑄(𝑥, 𝑦)𝜕𝑦 be the analytic vector field
𝑃(𝑥, 𝑦) =

∑
(𝑖,𝑗)∈ℕ2

𝑎𝑖𝑗𝑥
𝑖𝑦𝑗−1, 𝑄(𝑥, 𝑦) =

∑
(𝑖,𝑗)∈ℕ2

𝑏𝑖𝑗𝑥
𝑖−1𝑦𝑗.
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To introduce theweighted polar blow-up, we recall briefly the definition of theNewton diagram
that will be useful in what follows.
The support of  is defined by supp() = {(𝑖, 𝑗) ∈ ℕ2 ∶ (𝑎𝑖𝑗, 𝑏𝑖𝑗) ≠ (0, 0)}. Moreover, the

boundary of the convex hull of the set ⋃
(𝑖,𝑗)∈supp()

{(𝑖, 𝑗) + ℝ2+},

where the set of positive real numbers is denoted by ℝ+, consists of two open rays and several
segments (or edges). The Newton diagram 𝐍() of the vector field  is defined as the union of
this polygon and the rays that are not in a coordinate axis, when they exist. Choosing coprimes
natural numbers 𝑝 and 𝑞 such that 𝑞∕𝑝 determine the tangent of the angle between an edge of
𝐍() and the negative direction of the ordinate axis, we obtain the weights (𝑝, 𝑞) ∈ ℕ2 for which
the expansion

 =∑
𝑗≥𝑟

𝑗, (2)

where 𝑟 ≥ 1 and 𝑗 = 𝑃𝑝+𝑗(𝑥, 𝑦)𝜕𝑥 + 𝑄𝑞+𝑗(𝑥, 𝑦)𝜕𝑦 are (𝑝, 𝑞)-quasi-homogeneous vector fields of
degree 𝑗. We say that 𝑟 is the leading part of  . Moreover, the set of all the possible weights of 
in𝐍() is denoted by𝑊(𝐍()) ⊂ ℕ2.
Now we define the weighted polar blow-up (𝑥, 𝑦) ↦ (𝜃, 𝜌) as

𝑥 = 𝜌𝑝 cos 𝜃, 𝑦 = 𝜌𝑞 sin 𝜃, (3)

and we consider the Jacobian 𝐽(𝜃, 𝜌) = 𝜌𝑝+𝑞−1(𝑝 cos2 𝜃 + 𝑞 sin2 𝜃).
It is clear that when 𝑝 = 𝑞 = 1, we get the classic polar change of coordinates. In addition,

after applying the weighted polar blow-up on the (𝑝, 𝑞)-quasi-homogeneous vector field 𝑗 =
𝑃𝑝+𝑗(𝑥, 𝑦)𝜕𝑥 + 𝑄𝑞+𝑗(𝑥, 𝑦)𝜕𝑦 of degree 𝑗, we obtain

𝜌̇ =
𝜌𝑗+1𝐹𝑗(𝜃)

𝐷(𝜃)
, 𝜃̇ =

𝜌𝑗𝐺𝑗(𝜃)

𝐷(𝜃)
, (4)

where

𝐹𝑗(𝜃) =𝑃𝑝+𝑗(cos 𝜃, sin 𝜃) cos 𝜃 + 𝑄𝑞+𝑗(cos 𝜃, sin 𝜃) sin 𝜃,

𝐺𝑗(𝜃) =𝑝𝑄𝑝+𝑗(cos 𝜃, sin 𝜃) cos 𝜃 − 𝑞 𝑃𝑞+𝑗(cos 𝜃, sin 𝜃) sin 𝜃,

𝐷(𝜃) =𝑝 cos2 𝜃 + 𝑞 sin
2
𝜃 > 0.

Thus, doing a time reparametrization, we can remove the common factor 𝜌𝑟∕𝐷(𝜃) > 0 of (4),
obtaining

𝜌̇ = (𝜃, 𝜌) =∑
𝑗≥𝑟
𝜌𝑗−𝑟+1𝐹𝑗(𝜃), 𝜃̇ = Θ(𝜃, 𝜌) =

∑
𝑗≥𝑟
𝜌𝑗−𝑟𝐺𝑗(𝜃). (5)

Recall that when 𝑟 has not a monodromic singularity at the origin, then 𝐺𝑟(𝜃) has real roots in
[0, 2𝜋). Besides, the set {𝜌 = 0} define a polycycle, because 𝜌̇ = (𝜌), 𝜃̇ = 𝐺𝑟(𝜃) + (𝜌).
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5 of 27 GARCÍA et al.

Now we recall the definition of the cylinder

𝐶 =
{
(𝜃, 𝜌) ∈ 𝕊1 × ℝ ∶ 0 ≤ 𝜌 ≪ 1} with 𝕊1 = ℝ∕(2𝜋ℤ),

the local curves of zero angular speed Θ−1(0) = {(𝜃, 𝜌) ∈ 𝐶 ∶ Θ(𝜃, 𝜌) = 0}, and of the set of
characteristics directions of (5)

Ω𝑝𝑞 = {𝜃
∗ ∈ 𝕊1 ∶ 𝐺𝑟(𝜃

∗) = 0}.

Note that ifΩ𝑝𝑞 ≠ ∅, thenΘ−1(0) ≠ ∅. Besides, we can haveΘ−1(0)∖{𝜌 = 0} = ∅. Formore details,
see Ref. 7. It is worth to emphasize that we can always take 0 ∉ Ω𝑝𝑞 performing a linear change
of coordinates, if necessary.
Now we consider the ordinary differential equation associated to (5)

𝑑𝜌

𝑑𝜃
=

(𝜃, 𝜌)
Θ(𝜃, 𝜌)

= (𝜃, 𝜌) =∑
𝑖≥1

𝑖(𝜃)𝜌𝑖, (6)

where we denote

1(𝜃) = 𝐹𝑟(𝜃)∕𝐺𝑟(𝜃). (7)

Thus, (6) is a function well defined in 𝐶∖Θ−1(0). We also consider, for every weight (𝑝, 𝑞) ∈
𝑊(𝐍()), the following subset of Λ:

Λ𝑝𝑞 = {𝜆 ∈ Λ ∶ Θ
−1(0)∖{𝜌 = 0} ≠ ∅},

and the critical parameters subset Λ∗ ⊂ Λ as the intersection

Λ∗ =
⋂

(𝑝,𝑞)∈𝑊(𝐍())
Λ𝑝𝑞.

Definition 1. The classMo(𝑝,𝑞) is formed by the vector field (2) whose leading part 𝑟 with respect
to some weights (𝑝, 𝑞) ∈ 𝑊(𝐍()) has a monodromic singularity at the origin.
Note that ∈ Mo(𝑝,𝑞) if, and only if,𝐺𝑟(𝜃) is nonvanishing in [0, 2𝜋). Thus, if ∈ Mo(𝑝,𝑞), then

Θ−1(0) = ∅.

2.2 Puiseux inverse integrating factors and Puiseux first integrals

In this section, we recall some important definitions and results useful in the sequence.
A not locally null real 𝐶1(𝐶∖Θ−1(0)) function𝑉(𝜃, 𝜌) is an inverse integrating factor of (6) if the

following linear partial differential equation is satisfied

𝜕𝑉

𝜕𝜃
(𝜃, 𝜌) +

𝜕𝑉

𝜕𝜌
(𝜃, 𝜌)(𝜃, 𝜌) = 𝜕

𝜕𝜌
(𝜃, 𝜌) 𝑉(𝜃, 𝜌). (8)
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GARCÍA et al. 6 of 27

Moreover, if 𝑉(𝜃, 𝜌) can be expanded in a convergent Puiseux series about 𝜌 = 0 (except may be
at points (𝜃, 𝜌) = (𝜃∗, 0) with 𝜃∗ ∈ Ω𝑝𝑞) of the form

𝑉(𝜃, 𝜌) =
∑
𝑖≥0
𝑣𝑖(𝜃)𝜌

𝑚+𝑖

𝑛 , (9)

it is said to be a Puiseux inverse integrating factor. Here, the coefficients 𝑣𝑖 ∶ 𝕊1∖Ω𝑝𝑞 → ℝ are 𝐶1
functions. The leading coefficient 𝑣𝑚(𝜃) ≢ 0 and (𝑚, 𝑛) ∈ ℤ × ℕ∗ with ℕ∗ = ℕ∖{0} are known as
multiplicity and index, respectively. Moreover, when 𝑛 = 1, we deal with a Laurent inverse inte-
grating factor, and when 𝑛 = 1 and𝑚 ≥ 0, we obtain an analytic inverse integrating factor if 𝑣𝑖 are
analytic, for all 𝑖 ∈ ℕ. If we do not care about convergence issues in the series (9) and the formal
series still satisfies the partial differential equation term-by-term then we say that (9) is a formal
Puiseux inverse integrating factor.

Remark 1. Recall that the inverse integrating factors of  = 𝑃(𝑥, 𝑦)𝜕𝑥 + 𝑄(𝑥, 𝑦)𝜕𝑦 are 𝐶1 func-
tions (𝑥, 𝑦) such that (𝑃(𝑥, 𝑦) 𝑑𝑦 − 𝑄(𝑥, 𝑦) 𝑑𝑥)∕(𝑥, 𝑦) is a closed differential 1-form off the
zero set 𝑣−1(0). Moreover, given (𝑥, 𝑦) we can construct an inverse integrating factor of (6) in
𝐶∖{Θ−1(0) ∪ {𝜌 = 0}} explicitly given by

𝑉(𝜃, 𝜌) =
(𝜌𝑝 cos 𝜃, 𝜌𝑞 sin 𝜃)
𝐽(𝜃, 𝜌)Θ(𝜃, 𝜌) 𝜌𝑟

. (10)

We recall the next example provided in [7].

Example 1. The equation 𝑑𝜌∕𝑑𝜃 = 𝜌3 possesses the inverse integrating factor 𝑉(𝜃, 𝜌) =
𝜌3 sin(2𝜃 + 𝜌−2) that is a𝐶1(𝐶∖{𝜌 = 0}) function. Still, it is not a Puiseux inverse integrating factor
since it cannot be expanded in the Puiseux series about 𝜌 = 0.

We say that a nonconstant real 𝐶1(𝐶∖Θ−1(0)) function𝐻(𝜃, 𝜌) is a first integral of (6) if

𝜕𝐻

𝜕𝜃
(𝜃, 𝜌) +

𝜕𝐻

𝜕𝜌
(𝜃, 𝜌)(𝜃, 𝜌) ≡ 0. (11)

Analogous to what we have defined for inverse integrating factors, when a first integral of (6)
could be expanded in a convergent Puiseux series about 𝜌 = 0 (except may be at points (𝜃, 𝜌) =
(𝜃∗, 0) with 𝜃∗ ∈ Ω𝑝𝑞), we say that it is a Puiseux first integral of (6).
We recall two well-known relations between first integrals and inverse integrating factors

that will be useful in the sequel. Let 𝑉𝑖(𝜃, 𝜌), 𝑖 = 1, 2, and 𝐻(𝜃, 𝜌) be two Puiseux inverse inte-
grating factors and a Puisex first integral of (6), respectively. Then 𝐻̃(𝜃, 𝜌) = 𝑉1(𝜃, 𝜌)∕𝑉2(𝜃, 𝜌)
is a first integral of (6), that is well defined for all (𝜃, 𝜌) for which 𝑉2(𝜃, 𝜌) ≠ 0. Moreover,
𝑉(𝜃, 𝜌) = 𝐻(𝜃, 𝜌)𝑉1(𝜃, 𝜌) is an inverse integrating factor of (6). For more details, see the survey8
and references therein.
In what follows we present the definition of an important quantity. To do that we consider the

expansion of (𝜃) given by (6), in 𝐶∖Θ−1(0), where 1(𝜃) is given by (7). So, we define

𝜉𝑝𝑞 = 𝑃𝑉 ∫
2𝜋

0

1(𝜃) 𝑑𝜃,
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7 of 27 GARCÍA et al.

where 𝑃𝑉 denotes the Cauchy principal value

𝑃𝑉 ∫
𝐼

𝑓(𝜃)𝑑𝜃 = lim
𝜖→0+ ∫𝐼𝜖 𝑓(𝜃)𝑑𝜃,

with 𝐼𝜖 = 𝐼 ⧵ 𝐽𝜖 and 𝐽𝜖 = ∪𝑙𝑖=1(𝜃
∗
𝑖
− 𝜖, 𝜃∗

𝑖
+ 𝜖). It is clear that it cannot exist.

As we saw before, if  ∈ Mo(𝑝,𝑞), then Θ−1(0) = ∅. Besides, when the origin is a center of  ∈
Mo(𝑝,𝑞), then it is also a center of its leading part 𝑟 (see the reciprocal of Theorem 5, in [25],
for example). Moreover, a necessary and sufficient condition for the origin to be a center of 𝑟
is that ∫ 2𝜋

0
1(𝜃) 𝑑𝜃 = 0, for more details see Ref. 26, for instance. These information imply that

∫ 2𝜋
0

1(𝜃) 𝑑𝜃 = 0 is a necessary center condition at the origin of  ∈ Mo(𝑝,𝑞).

3 EXISTENCE AND NONEXISTENCE OF PUISEUX INVERSE
INTEGRATING FACTORS

In this section, we present some conditions related to the existence of a formal Puiseux inverse
integrating factor.
Inverse integrating factors (𝑥, 𝑦) in Cartesian coordinates are defined as 𝐶1 functions such

that the rescaled vector field ∕ is Hamiltonian, see also Remark 1. We say that  is a formal
inverse integrating factor when  ∈ ℝ[[𝑥, 𝑦]] and that  is an algebraic inverse integrating factor
in case that (𝑥, 𝑦) = 𝑓𝜆(𝑥, 𝑦) where 𝑓 ∈ ℝ[[𝑥, 𝑦]] and 𝜆 ∈ ℚ.
Due to formula (10), it is clear that the existence of a formal or algebraic inverse integrating

factor (𝑥, 𝑦) implies the existence of a Puiseux inverse integrating factor 𝑉(𝜃, 𝜌), which justifies
why we analyze the functions 𝑉(𝜃, 𝜌) in this work. The following example explicitly shows that
𝑉(𝜃, 𝜌) is a more general object than just formal (𝑥, 𝑦).
Example 2. System

𝑥̇ = 𝑦 + 𝑥4, 𝑦̇ = −𝑥5 + 3𝑥3𝑦, (12)

has a nilpotent time-reversible center at the origin. Moreover, in [27], it was proved that (12) does
not admit any formal inverse integrating factor in the Cartesian coordinates. However, taking the
unique weights (𝑝, 𝑞) = (1, 3) ∈ 𝑊(𝐍()) and doing the weighted polar blow-up (3), we obtain
an equation (5) of the form

𝑑𝜌

𝑑𝜃
=
𝜌 cos2(𝜃)

(
tan(𝜃) − sin(𝜃) cos3(𝜃) + 𝜌 cos3(𝜃) + 3𝜌 sin

2
(𝜃) cos(𝜃)

)
−3 sin

2
(𝜃) − cos6(𝜃)

having the Puiseux inverse integrating factor 𝑉(𝜃, 𝜌) = 𝑣2(𝜃)𝜌2 with 𝑣2(𝜃) = (−33 cos(2𝜃) +
6 cos(4𝜃) + cos(6𝜃) + 58)1∕6.

When 𝜉𝑝𝑞 does not exist, we can establish the following result.

Proposition 1. We take 0 ∉ Ω𝑝𝑞 . If 𝜉𝑝𝑞 does not exist, then any Puiseux inverse integrating factor
must have𝑚 = 𝑛.
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GARCÍA et al. 8 of 27

Remark 2. There are monodromic singularities where 𝜉𝑝𝑞 does not exist for some (𝑝, 𝑞) ∈
𝑊(𝐍()). An example with (𝑝, 𝑞) = (1, 1) is given in [28] where it is shown that the origin of
the following family

𝑥̇ = 𝑦(𝛼𝑥2 + 𝑏𝑥𝑦 + 𝑐𝑦2), 𝑦̇ = 𝑦2(𝛼𝑥 + 𝑏𝑦) + 𝑥5, (13)

with Λ = {(𝛼, 𝑏, 𝑐) ∈ ℝ4 ∶ 𝛼 < 0, 𝑐 < 0} is monodromic and

𝜉11 = −
4𝑏

𝑐
lim
𝜀→0+

cot(𝜀).

Hence, 𝜉11 does not exist when 𝑏 ≠ 0. Thus, an eventual inverse Puiseux inverse integrating factor
of (13) would have𝑚 = 𝑛 according to Proposition 1.

The following lemma is a direct consequence of Lemma 2 of [7] and its proof. We state it here
because it will be useful in some examples.

Lemma 1. Assume that there exists a Puiseux inverse integrating factor𝑉(𝜃, 𝜌) = 𝑣𝑚(𝜃)𝜌𝑚∕𝑛 +⋯,
with 𝑚 ≠ 𝑛. Also assume that the restriction 𝑣𝑚|Ω𝑝𝑞 takes finite values and that the possible zero
values have finite multiplicity. Then, 𝜉𝑝𝑞 exists and its value is 𝜉𝑝𝑞 = 0.

Now we give some necessary conditions for Equation (6) to have a formal Puiseux inverse
integrating factor.

Proposition 2. Consider system (1) and the associated ordinary differential equation (6) with 0 ∉
Ω𝑝𝑞 without lost of generality. If there exists a formal Puiseux inverse integrating factor 𝑉(𝜃, 𝜌) =∑
𝑘≥0 𝑣𝑚+𝑘(𝜃)𝜌(𝑚+𝑘)∕𝑛 of (6), then its coefficients satisfy the linear differential equation

𝑣′
𝑚+𝑘
(𝜃) = 𝛼𝑚+𝑘1(𝜃)𝑣𝑚+𝑘(𝜃) + 𝑏𝑚+𝑘(𝜃), (14)

in𝕊1∖Ω𝑝𝑞 , where𝛼𝑚+𝑘 ∈ ℝ and 𝑏𝑚+𝑘 ∶ 𝕊1∖Ω𝑝𝑞 → ℝ, for any 𝑘 ≥ 0. Moreover, assuming that both
𝜉𝑝𝑞 and Λ𝑚+𝑘 ∶= 𝑃𝑉 ∫ 2𝜋

0
Φ−1
𝑚+𝑘
(𝜃)𝑏𝑚+𝑘(𝜃)𝑑𝜃, with Φ𝑚+𝑘(𝜃) = exp(𝛼𝑚+𝑘 𝑃𝑉 ∫ 𝜃

0
1(𝜎)𝑑𝜎), exist

for all 𝑘 ≥ 0, then (𝑚 − 𝑛)𝜉𝑝𝑞 = 0 and the following statements hold:
(i) If 𝜉𝑝𝑞 ≠ 0, then 𝑚 = 𝑛 and for each 𝑛 ∈ ℕ, the formal Puiseux inverse integrating factor is

unique up to multiplicative nonzero constants.
(ii) If 𝜉𝑝𝑞 = Λ𝑚+𝑘 = 0 for any 𝑘 ≥ 0, then there can be infinitely many formal Puiseux inverse

integrating factors.
(iii) If 𝜉𝑝𝑞 = 0 and Λ𝑚+𝑘 ≠ 0 for some 𝑘 ≥ 0, then there is no Puiseux inverse integrating factor.
With the following example, we emphasize that the condition𝑚 ≠ 𝑛 in Lemma 1 is necessary.

Example 3. Consider the family of vector fields

𝑥̇ = 𝜆1(𝑥
6 + 3𝑦2)(−𝑦 + 𝜇𝑥) + 𝜆2(𝑥

2 + 𝑦2)(𝑦 + 𝐴𝑥3),

𝑦̇ = 𝜆1(𝑥
6 + 3𝑦2)(𝑥 + 𝜇𝑦) + 𝜆2(𝑥

2 + 𝑦2)(−𝑥5 + 3𝐴𝑥2𝑦).
(15)
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9 of 27 GARCÍA et al.

In [7], it is proved that the origin is amonodromic singularity if, and only if, the parameters belong
to the set

Λ = {(𝜆1, 𝜆2, 𝜇, 𝐴) ∈ ℝ
4 ∶ 3𝜆1 − 𝜆2 > 0, 𝜆1 − 𝜆2 > 0}.

Moreover, restricted to Λ ⧵ Λ∗, where

Λ∗ = {𝛼11 ≥ 0, 𝛼13 ≥ 0, 𝐴𝜆2 +√
𝛼11 ≤ 0, −𝜇𝜆1 +√

𝛼13 ≥ 0},
with 𝛼11 = −3𝜆21 + 4𝜆1𝜆2 + (−1 + 𝐴

2)𝜆22 and 𝛼13 = (−3 + 𝜇
2)𝜆21 + 4𝜆1𝜆2 − 𝜆

2
2, the center condi-

tion is

3𝜆1𝜇 +
√
3𝐴𝜆2 = 0.

Since the weights (𝑝, 𝑞) = (1, 1) are on the Newton diagram of (15), we take polar coordinates
and we see that 0 ∈ Ω11. Therefore, we perform the linear change of coordinates (𝑥, 𝑦) ↦ (𝑦, 𝑥)
in order that 0 ∉ Ω11. The outcome is that, in polar coordinates, 𝑑𝜌∕𝑑𝜃 = 1(𝜃)𝜌 + (𝜌2) with
1(𝜃) = −(3𝜇𝜆1 + 𝜆2tan 𝜃)∕(3𝜆1 − 𝜆2). Then,

𝜉11 = 𝑃𝑉 ∫
2𝜋

0

1(𝜃)𝑑𝜃 = − 6𝜋𝜇𝜆1
3𝜆1 − 𝜆2

.

On the other hand, family (15) has the inverse integrating factor ̂(𝑥, 𝑦) = (𝑥2 + 𝑦2)(𝑥6 + 3𝑦2)
that is modified as (𝑥, 𝑦) = ̂(𝑦, 𝑥) yielding the transformed Puiseux inverse integrating factor

𝑉(𝜃, 𝜌) =
3

(𝜆2 − 3𝜆1)
𝜌 + (𝜌3).

This is an example of a family having a Puiseux inverse integrating factor 𝑉 with𝑚 = 𝑛 = 1 and
𝑣𝑚(𝜃) constant. Hence, it satisfies the conditions on 𝑣𝑚|Ω11 imposed in Lemma 1, although 𝜉11
can be different from zero when 𝜇𝜆1 ≠ 0. Observe that this example does not contradict Lemma 1,
because𝑚 = 𝑛.
We also want to note that, according to Proposition 2(i), family (15) with 𝜉11 ≠ 0 cannot possess

another formal Puiseux inverse integrating factor with index 𝑛 = 1.

3.1 Monodromic families without Puiseux inverse integrating factor

In this section, we show two examples of monodromic families without Puiseux inverse integrat-
ing factor. In Proposition 4,we give a familywhere 𝜉𝑝𝑞 does not exist for (𝑝, 𝑞) = (1, 1) ∈ 𝑊(𝐍())
and that𝑉(𝜃, 𝜌) also does not exist for these weights. Moreover, in Proposition 5, we show a family
of monodromic nilpotent vector fields where the focus does not have Puiseux inverse integrating
factors. First, we established a preliminary result.
We define the quantity 𝜒𝑝𝑞(𝜃) as the following Cauchy principal value:

𝜒𝑝𝑞(𝜃) = 𝑃𝑉 ∫
𝜃

0

1(𝜎)𝑑𝜎, (16)

if it exists, that is, if its value is finite. Notice that 𝜒𝑝𝑞(2𝜋) = 𝜉𝑝𝑞.
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GARCÍA et al. 10 of 27

Proposition 3. Assume that the origin is a monodromic singular point of (1) with 0 ∉ Ω𝑝𝑞 for some
(𝑝, 𝑞) ∈ 𝑊(𝐍()). If there is 𝜃̂ ∈ 𝕊1∖Ω𝑝𝑞 such that (𝑛 − 𝑚)𝜒𝑝𝑞(𝜃̂) > 0 and 𝜒𝑝𝑞(𝜃̂) = ±∞, then
there is no Puiseux inverse integrating factor with𝑚 ≠ 𝑛.
We are going to see how Proposition 3 can be used to show a family of analytic monodromic

singularities without Puiseux inverse integrating factor using the weighted polar coordinates
associated to one edge of𝐍().
Proposition 4. The Newton diagram of family (13) has associated weights 𝑊(𝐍()) =
{(1, 1), (2, 1)}. Using polar coordinates, there is no Puiseux inverse integrating factor with arbitrary
fixed (𝑚, 𝑛) in the hole family (13) restricted to the monodromic parameter space Λ = {(𝛼, 𝑏, 𝑐) ∈
ℝ4 ∶ 𝛼 < 0, 𝑐 < 0}.

Remark 3. Recall that if (𝑥, 𝑦) ∈ ℝ[𝑥, 𝑦] is an inverse integrating factor of  = 𝑃(𝑥, 𝑦)𝜕𝑥 +
𝑄(𝑥, 𝑦)𝜕𝑦 , then 𝑉(𝜃, 𝜌), given by (10), exists for all (𝑝, 𝑞) ∈ 𝑊(𝑁()). See Remark 1. As in Propo-
sition 4 𝑉(𝜃, 𝜌) does not exist for (𝑝, 𝑞) = (1, 1) ∈ 𝑊(𝑁()), it follows that (13) does not admit a
formal Puiseux inverse integrating factor in the Cartesian coordinates.

Before the next proposition, we recall some results about nilpotent planar vector fields.
First, any analytic planar vector field with a monodromic nilpotent singular point is orbitally
analytically conjugate to the Liénard differential system

𝑥̇ = −𝑦, 𝑦̇ = 𝑥2𝑁−1 + 𝑦𝐵(𝑥), (17)

where 𝑁 ≥ 2 is called the Andreev number, 𝐵(𝑥) = ∑
𝑗≥𝛽 𝐵𝑗𝑥𝑗 with 𝐵𝛽 ≠ 0, and one of the fol-

lowing conditions hold: (i) 𝛽 > 𝑁 − 1; (ii) 𝛽 = 𝑁 − 1 and 𝐵2
𝛽
− 4𝑁 < 0; (iii) 𝐵(𝑥) ≡ 0. These

conditions are easily deduced from the Andreev characterization of monodromic nilpotent singu-
lar points, see Ref. 29. Moreover, the origin of system (17) is a center if, and only if, 𝐵(𝑥) is an odd
function, see Refs. 30, 31.

Proposition 5. When 𝑎 ≠ 0, the family
𝑥̇ = 𝑦, 𝑦̇ = −𝑥5 + 𝑎𝑥4𝑦, (18)

has a focus at the origin without Puiseux inverse integrating factor.

Remark 4. By a result in [21], in a neighborhood of 𝜌 = 0 in the cylinder 𝐶, there is a 𝐶∞ diffeo-
morphism (𝜃, 𝜌) ↦ 𝜙(𝜃, 𝜌) = (𝜑, 𝑟) mapping ̂ = 𝜕𝜃 + (𝜃, 𝜌)𝜕𝜌 with  ∈ 𝐶𝜔(𝐶) into 𝜙∗̂ with
associated equation

𝑑𝑟

𝑑𝜑
= 𝜆 𝑟 with 𝜆 ≠ 0, if 𝑚 = 1,

𝑑𝑟

𝑑𝜑
= 𝑟𝑚 + 𝑎 𝑟2𝑚−1 with 𝑎 ∈ ℝ, if 𝑚 > 1,
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11 of 27 GARCÍA et al.

where𝑚 is the multiplicity of the limit cycle 𝜌 = 0 of ̂ . In particular,

𝑉̄(𝜑, 𝑟) =

{
𝑟 if 𝑚 = 1,

𝑟𝑚 + 𝑎 𝑟2𝑚−1 if 𝑚 > 1,

is an inverse integrating factor of this equation and, undoing the change of coordinates, we have a
smooth inverse integrating factor𝑉(𝜃, 𝜌) of the differential equation (6) associated to ̂ . Clearly, if
𝜙 is nonflat in 𝜌 at 𝜌 = 0, then𝑉(𝜃, 𝜌)would be smooth and nonflat. Consequently,𝑉(𝜃, 𝜌)would
be a Puiseux inverse integrating factor with index 1 and positive multiplicity. This consequence
is in contradiction with the example provided in Proposition 5 that has a nilpotent focus at the
originwhen𝑎 ≠ 0withAndreev number𝑁 = 3 so that using (1, 𝑁)-quasi-homogeneousweighted
polar coordinates, one gets Ω1𝑁 = ∅ and consequently the associated vector field ̂ is analytic
in 𝐶. In summary, a straight consequence of Proposition 5 is that Lemma 21 of [32] and its by-
product written in statement (a) of Theorem 1 in [22] are wrong and the main reason is that the
𝐶∞ diffeomorphism 𝜙 mapping ̂ into its normal form is given by a formal power series with
possibly flat terms not taken into account in [32].

4 EXISTENCE AND NONEXISTENCE OF PUISEUX FIRST
INTEGRALS

The next lemma is used in the proof of the forthcoming Proposition 6. It was stated for the first
time in Lemma 18(iii) of [7] with a proof in the particular case that the Puiseux inverse integrating
factor𝑉(𝜃, 𝜌) is well defined in a neighborhood of 𝜌 = 0, that is, when the coefficients 𝑣𝑖(𝜃) in the
expansion (9) are functions well defined in 𝕊1. The proof of this lemma in the general case when
𝑣𝑖(𝜃) are functions only defined in 𝕊1∖Ω𝑝𝑞 is given in [33].

Lemma 2. Let the origin be a monodromic singularity of system (1). If 𝑉(𝜃, 𝜌) is a Puiseux inverse
integrating factor of its associated differential equation (6), then 𝑉−1(0)∖{𝜌 = 0} = ∅.

When (6) has a Puiseux first integral𝐻(𝜃, 𝜌), then it also possesses a Puiseux inverse integrating
factor𝑉(𝜃, 𝜌) as it can be easily checked from the relations𝑉 = 1∕(𝜕𝜌𝐻) = −∕(𝜕𝜃𝐻). In general,
the converse is not true as the example (19) in Section 4.1 shows. Anyway nowwe present a specific
situation where that converse holds.

Proposition 6. Let the origin be a center of system (1) restricted to Λ∖Λ𝑝𝑞 . Assume that 𝑉(𝜃, 𝜌) is a
Puiseux inverse integrating factor of its associated differential equation (6) well defined in𝐶∖{𝜌 = 0}.
Then, (6) admits a Puiseux first integral𝐻(𝜃, 𝜌).

There are monodromic families where the centers are characterized by the existence of a
Puiseux first integral, see, for example, Proposition 8, although this is not always the case. The
next lemma gives a sufficient center condition.

Lemma 3. If system (1) has a monodromic singularity at the origin and 𝐻(𝜃, 𝜌) is a Puiseux first
integral of its associated differential equation (6), then the origin is a center.
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GARCÍA et al. 12 of 27

In general, the converse of Lemma 3 is not true. Indeed, in the next proposition, we show that
family (15) contains centers without Puiseux first integrals.

Proposition 7. There are centers in the family (15) without a Puiseux first integral.

Remark 5. There are families of vector fields  = 𝑟 +⋯ with a monodromic singularity at the
origin whose members have both center and foci and the origin is a center of 𝑟 for which there
is a Puiseux inverse integrating factor in the complete family. An example of it is the family (19)
in the work,13 where 𝑟 is Hamiltonian.
Remark 6. Recall that the monodromic classMo(𝑝,𝑞) is defined as the set of analytic vector fields
 with a monodromic singularity at the origin such that its associated Newton diagram has only
one edgewith weights (𝑝, 𝑞) ∈ ℕ2 andΩ𝑝𝑞 = ∅, see Definition 1. This is the simplest monodromic
class and it contains all the analytic vector fields with monodromic singularities that are either
nondegenerate or nilpotent. Clearly, the Poincaré map Π of a vector field in the monodromic
classMo(𝑝,𝑞) is an analytic map at the origin that could be write asΠ(𝜌0) = 𝜂𝜌0 + (𝜌0). It is well
known that 𝜂 = exp(±𝜉𝑝𝑞), where the positive sign is taken when the flow rotates counterclock-
wise and the negative sign otherwise. It is important to mention that when we restrict to vector
fields lying inMo(𝑝,𝑞), Proposition 2 can be viewed as a generalization of statements (i) and (ii),
of Corollary 17, in [32], taking into account that analytic inverse integrating factors in Cartesian
coordinates become Puiseux inverse integrating factors in (𝑝, 𝑞)–weighted polar coordinates.

4.1 Monodromic family having focus without Puiseux first integral

In this section, we show an example of a monodromic family that admits a Puiseux first integral
if, and only if, the center condition is satisfied.
Consider the system

𝑥̇ = 𝑦3 + 2𝑎𝑥3𝑦 + 2𝑥(𝛼𝑥4 + 𝛽𝑥𝑦2), 𝑦̇ = −𝑥5 − 3𝑎𝑥2𝑦2 + 3𝑦(𝛼𝑥4 + 𝛽𝑥𝑦2), (19)

previously studied in [13, 34]. Note that this system is in the classMo(2,3) when the monodromic
condition |𝑎| < 1∕√6 is satisfied. Moreover, the origin is a center when the parameters are in the
center parameter space  = {(𝑎, 𝛼, 𝛽) ∈ ℝ3 ∶ |𝑎| < 1∕√6, 𝛼𝑓(𝑎) + 𝛽𝑔(𝑎) = 0}, where

𝑓(𝑎) =−∫
2𝜋

0

cos4 𝜃(2 cos2 𝜃 + 3 sin
2
𝜃)

(𝐷̂(𝜃; 𝑎))13∕12
𝑑𝜃,

𝑔(𝑎) =−∫
2𝜋

0

cos 𝜃 sin
2
𝜃(2 cos2 𝜃 + 3 sin

2
𝜃)

(𝐷̂(𝜃; 𝑎))13∕12
𝑑𝜃,

𝐷̂(𝜃; 𝑎) = 2 cos6 𝜃 + 12𝑎 cos3 𝜃 sin
2
𝜃 + 3 sin

4
𝜃.

Family (19) possesses an algebraic inverse integrating factor given by (𝑥, 𝑦) = [(𝑥3 + 3𝑎𝑦2)2 +
3

2
(1 − 6𝑎2)𝑦4]13∕12 independently of the monodromic nature of the origin. Using (10) with
(𝑝, 𝑞) = (2, 3) and 𝐽(𝜃, 𝜌) = −𝜌4(−5 + cos 2𝜃)∕2 yields 𝑉(𝜃, 𝜌) = 𝜌2(𝐷̂(𝜃; 𝑎))1∕12. Nevertheless,
family (19) only has a Puiseux first integral in the center case as the following proposition shows.

 14679590, 2024, 2, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/sapm

.12724 by U
niv of Sao Paulo - B

razil, W
iley O

nline L
ibrary on [12/08/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



13 of 27 GARCÍA et al.

Proposition 8. A system in the family (19) admits a Puiseux first integral if, and only if, the origin
is a center.

5 PROOFS

5.1 Proof of Theorem 1

Proof. The fact that centers are not characterized by the existence of 𝐻 is a consequence of
Proposition 7, whereas the noncharacterization of centers by the existence of 𝑉 follows from the
coexistence of foci and 𝑉, see, for example, Lemma 4(i). The fact that the existence of 𝐻 is a
sufficient center condition is proved in Lemma 3. □

5.2 Proof of Proposition 1

Proof. Inserting the expansion𝑉(𝜃, 𝜌) = 𝑣𝑚(𝜃)𝜌𝑚∕𝑛 + (𝜌𝑚∕𝑛) and(𝜃, 𝜌) = 1(𝜃)𝜌 + (𝜌) into
the partial differential equation (8) gives the linear homogeneous differential equation

𝑛 𝑣′𝑚(𝜃) + (𝑚 − 𝑛)1(𝜃)𝑣𝑚(𝜃) = 0, (20)

whose general solution is

𝑣𝑚(𝜃) = 𝑣𝑚(0) exp

(
𝑛 − 𝑚

𝑛
𝑃𝑉 ∫

𝜃

0

1(𝑠) 𝑑𝑠
)
. (21)

Evaluating at 2𝜋 gives

𝑣𝑚(2𝜋) = 𝑣𝑚(0) exp
(𝑛 − 𝑚

𝑛
𝜉𝑝𝑞

)
,

if 𝜉𝑝𝑞 would exists. Using that 𝑣𝑚 is a 2𝜋-periodic function together with the nonexistence of 𝜉𝑝𝑞,
we must have𝑚 = 𝑛. □

5.3 Proof of Proposition 2

Proof. We follow the same first step of the proof of Proposition 1, introducing the expansion

𝑉(𝜃, 𝜌) =

𝑚+4𝑛∑
𝑖=𝑚

𝑣𝑖(𝜃)𝜌
𝑖∕𝑛 + (𝜌(𝑚+4𝑛)∕𝑛), (22)

together with (𝜃, 𝜌) = ∑4

𝑖≥1 𝑖(𝜃)𝜌𝑖 + (𝜌5), into the partial differential equation (8), which
defines 𝑉, we obtain

𝑚+4𝑛∑
𝑖=𝑚

𝑣′
𝑖
(𝜃)𝜌

𝑖

𝑛 + (𝜌𝑚+4𝑛𝑛 ) −
(

4∑
𝑖=1

𝑖𝑖(𝜃)𝜌𝑖−1 + (𝜌4)
)(

𝑚+4𝑛∑
𝑖=𝑚

𝑣𝑖(𝜃)𝜌
𝑖

𝑛 + 
(
𝜌
𝑚+4𝑛

𝑛

))

+

∑4

𝑖=1
𝑖(𝜃)𝜌𝑖 + (𝜌5)

𝑛

(
𝑚+4𝑛∑
𝑖=𝑚

𝑖𝑣𝑖(𝜃)𝜌
𝑖−𝑛

𝑛 + 
(
𝜌
𝑚+3𝑛

𝑛

))
= 0.

(23)

 14679590, 2024, 2, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/sapm

.12724 by U
niv of Sao Paulo - B

razil, W
iley O

nline L
ibrary on [12/08/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



GARCÍA et al. 14 of 27

Equating the coefficients of the powers 𝜌(𝑚+𝑗)∕𝑛, with 0 ≤ 𝑗 ≤ 𝑛 − 1, we see that 𝑣𝑚+𝑗(𝜃)
satisfies the linear ordinary differential equation

𝑛 𝑣′
𝑚+𝑗
(𝜃) + (𝑚 − 𝑛 + 𝑗)1(𝜃)𝑣𝑚+𝑗(𝜃) = 0. (24)

We point out that 𝑣𝑚 ≢ 0, because it is the leading term of (22). Besides, when 𝑗 = 0, in (24), we
obtain (20).
Moreover, taking into account the next powers𝜌(𝑚+𝑛+𝑗)∕𝑛, with 0 ≤ 𝑗 ≤ 𝑛 − 1, in (23),we obtain

𝑛𝑣′
𝑚+𝑛+𝑗

(𝜃) + (𝑚 + 𝑗)1(𝜃)𝑣𝑚+𝑛+𝑗(𝜃) = (2𝑛 − 𝑚 − 𝑗)2(𝜃)𝑣𝑚+𝑗(𝜃). (25)

When we consider the coefficients of 𝜌(𝑚+2𝑛+𝑗)∕𝑛, 0 ≤ 𝑗 ≤ 𝑛 − 1, we see that 𝑣𝑚+2𝑛+𝑗(𝜃)
satisfies the linear ordinary differential equation

𝑛 𝑣′
𝑚+2𝑛+𝑗

(𝜃) + (𝑚 + 𝑛 + 𝑗)1(𝜃)𝑣𝑚+2𝑛+𝑗(𝜃) = (3𝑛 − 𝑚 − 𝑗)3(𝜃)𝑣𝑚+𝑗(𝜃)
+ (𝑛 − 𝑚 − 𝑗)2(𝜃)𝑣𝑚+𝑛+𝑗(𝜃).

(26)

In Appendix B, we show the ordinary differential equations that appear in the next four steps,
because it will be useful in the examples.
Using (23), we also obtain

𝛼𝑚+𝑘 =
𝑛 −𝑚 − 𝑘

𝑛
, (27)

for all 𝑘 ∈ ℕ ∪ {0}. In particular, 𝛼𝑚+𝓁𝑛 =
𝑛(1 − 𝓁)−𝑚

𝑛
, for all 𝓁 ∈ ℕ ∪ {0}. It is worth to mention

that 𝛼𝑚+𝑘 = 0 if, and only if,𝑚 + 𝑘 = 𝑛 ∈ ℕ. Moreover,𝑚 = 𝑛 occurs only when 𝑘 = 0.
Suppose that 𝜉𝑝𝑞 ≠ 0 and 𝑚 ≠ 𝑛 (hence 𝛼𝑚 ≠ 0). Note that the linear ordinary differential

equation (20) has the unique solution (21). So, the unique 2𝜋-periodic solution of (20) must be
𝑣𝑚(𝜃) ≡ 0, which is a contradiction since 𝑣𝑚 is the leading coefficient of 𝑉. Therefore,

(𝑚 − 𝑛)𝜉𝑝𝑞 = 0

is a necessary condition for the existence of a Puiseux inverse integrating factor. In particular,
when𝑚 = 𝑛, 𝑣𝑚(𝜃) = 𝑣𝑚(0) is constant.
Now, assuming the existence of both Φ𝑚+𝑘(𝜃) and Λ𝑚+𝑘, from the variation of constants

formula applied to the linear differential equation (14), we obtain

𝑣𝑚+𝑘(2𝜋) = Φ𝑚+𝑘(2𝜋)𝑣𝑚+𝑘(0) + Φ𝑚+𝑘(2𝜋)Λ𝑚+𝑘.

Recall that 𝑣𝑚+𝑘 are functions well defined in 𝕊1∖Ω𝑝𝑞, so 𝑣𝑚+𝑘(2𝜋) and 𝑣𝑚+𝑘(0) are real num-
bers. The periodicity condition 𝑣𝑚+𝑘(2𝜋) = 𝑣𝑚+𝑘(0) holds if, and only if, the initial condition
𝑣𝑚+𝑘(0) is a solution of the algebraic linear system

(1 − Φ𝑚+𝑘(2𝜋))𝑣𝑚+𝑘(0) = Φ𝑚+𝑘(2𝜋)Λ𝑚+𝑘. (28)
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15 of 27 GARCÍA et al.

We start with the simplest analysis. If 𝜉𝑝𝑞 = 0, thenΦ𝑚+𝑘(2𝜋) = 1. So, using (28), either all the
solutions of equation (14) or none of them are 2𝜋–periodic according to whether Λ𝑚+𝑘 is zero or
not, respectively. This proves statements (ii) and (iii).
In the case 𝜉𝑝𝑞 ≠ 0, we have 𝑚 = 𝑛. Then, from (27), 𝛼𝑚+𝑘 = −𝑘∕𝑛. So, 𝛼𝑚 = 0 and 𝛼𝑚+𝑘 ≠ 0

for all 𝑘 > 0. Using (24), for 0 < 𝑘 < 𝑛 − 1, and that 𝑣𝑚+𝑘 is 2𝜋-periodic, we conclude that
𝑣𝑚+𝑘 ≡ 0 when 𝜉𝑝𝑞 ≠ 0. Repeating the process, using (25) and that 𝑣𝑚+𝑘 ≡ 0, for 1 ≤ 𝑘 ≤ 𝑛 − 1,
yields that all the coefficient functions 𝑣𝑚+𝑛+𝑘(𝜃) ≡ 0. Going further in this recursively process,
we conclude that 𝑣𝑚+𝑘 ≡ 0, for all 𝑘 ≠ 𝓁𝑛 with 𝓁 ∈ ℕ. To finish, by (28), 𝑣𝑚+𝑛𝓁(𝜃) are also 2𝜋-
periodic functions if, and only if, 𝑣𝑚+𝓁𝑛(0) = Φ𝑚+𝓁𝑛(2𝜋)Λ𝑚+𝓁𝑛∕(1 − Φ𝑚+𝓁𝑛(2𝜋)). So, 𝑣𝑚+𝓁𝑛(𝜃)
is the unique solution of (14) with the former initial condition. Thus, the statement (i) follows.
We point out that the statements are still valid when 1 ≡ 0. In this case, 𝜉𝑝𝑞 = 0, which pro-

vides directly that (𝑚 − 𝑛)𝜉𝑝𝑞 = 0. Moreover, for all 𝑘 ≥ 0, we have Φ𝑚+𝑘(𝜃) ≡ 1 and Λ𝑚+𝑘 ∶=
𝑃𝑉 ∫ 2𝜋

0
𝑏𝑚+𝑘(𝜃)𝑑𝜃. Thus, (28) is simply Λ𝑚+𝑘 = 0. □

5.4 Proof of Proposition 3

Proof. If 𝑣𝑚(𝜃)would exists and 0 ∉ Ω𝑝𝑞, we can put 𝑣𝑚(0) = 1, without loss of generality. Indeed,
𝑣𝑚(𝜃)must satisfy the linear Cauchy problem

𝑛𝐺𝑟(𝜃)𝑣
′
𝑚(𝜃) = (𝑛 − 𝑚)𝑣𝑚(𝜃) 𝐹𝑟(𝜃), 𝑣𝑚(0) = 1, (29)

where1(𝜃) = 𝐹𝑟(𝜃)∕𝐺𝑟(𝜃). See Equation (20). It may occur that the solution 𝑣𝑚(𝜃) of the Cauchy
problem (29) be divergent at 𝜃 ∈ Ω𝑝𝑞.
For any 𝜃 ∈ 𝕊1 and 𝜀 > 0 sufficiently small, we consider the interval 𝐼𝜀(𝜃) = [0, 𝜃]∖ ∪𝓁𝑖=1 (𝜃

∗
𝑖
−

𝜀, 𝜃∗
𝑖
+ 𝜀)where the set of characteristic directions is assumed to beΩ𝑝𝑞 = {𝜃∗1 , … , 𝜃

∗
𝓁
}. Integrating

(29) over 𝐼𝜀(𝜃) and taking the limit when 𝜀 → 0+, we obtain

log |𝑣𝑚(𝜃)| = 𝑃𝑉 ∫
𝜃

0

𝑣′𝑚(𝜃)

𝑣𝑚(𝜃)
𝑑𝜃 =

𝑛 −𝑚

𝑛
𝑃𝑉 ∫

𝜃

0

𝐹𝑟(𝜃)

𝐺𝑟(𝜃)
𝑑𝜃 =

𝑛 −𝑚

𝑛
𝜒𝑝𝑞(𝜃),

for those 𝜃 ∉ Ω𝑝𝑞 where𝜒𝑝𝑞(𝜃) exists. In particular, defining 𝛼𝑚 = (𝑛 − 𝑚)∕𝑛 and assuming𝑚 ≠
𝑛, we get that |𝑣𝑚(𝜃)| = exp (𝛼𝑚𝜒𝑝𝑞(𝜃))when 𝜃 ∉ Ω𝑝𝑞 and𝜒𝑝𝑞(𝜃) exists. As a by-product, if there
is 𝜃̂ ∈ 𝕊1∖Ω𝑝𝑞 such that 𝛼𝑚𝜒𝑝𝑞(𝜃̂) > 0 and 𝜒𝑝𝑞(𝜃̂) = ±∞, then 𝑣𝑚(𝜃) is not defined in 𝕊1∖Ω𝑝𝑞.
Consequently, 𝑉(𝜃, 𝜌) does not exist, proving the proposition. □

5.5 Proof of Proposition 4

Proof. Family (13) restricted to Λ = {(𝛼, 𝑏, 𝑐) ∈ ℝ4 ∶ 𝛼 < 0, 𝑐 < 0} has𝑊(𝐍()) = {(1, 1), (2, 1)}.
We only perform an analysis taking the weights (𝑝, 𝑞) = (1, 1) for which 0 ∈ Ω11. Therefore,
interchanging the variables (𝑥, 𝑦) ↦ (𝑦, 𝑥) the system becomes

𝑥̇ = 𝑥2(𝛼𝑦 + 𝑏𝑥) + 𝑦5, 𝑦̇ = 𝑥(𝛼𝑦2 + 𝑏𝑥𝑦 + 𝑐𝑥2). (30)
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GARCÍA et al. 16 of 27

After the polar changing of coordinates, we can see that 0 ∉ Ω11 = {𝜋∕2, 3𝜋∕2}. Some computa-
tions give that

1(𝜃) = tan 𝜃 + 1𝑐 sec2 𝜃(𝑏 + 𝛼 tan 𝜃)
has the continuous primitive

𝑃(𝜃) = − log(| cos 𝜃|) + 1
𝑐

(𝛼
2
sec2 𝜃 + 𝑏 tan 𝜃

)
in 𝕊1∖Ω11 that can be used, according to (16), to compute

𝜒11(𝜃) =

⎧⎪⎨⎪⎩
−
𝛼

2𝑐
− log(| cos 𝜃|) + 𝛼

2𝑐
sec2 𝜃 +

𝑏

𝑐
tan 𝜃 if 0 ≤ 𝜃 ≤ 𝜋∕2,

𝑏

𝑐
∞ if 𝜋∕2 < 𝜃 ≤ 2𝜋.

In particular,

𝜒11(2𝜋) =
4𝑏

𝑐
lim
𝜀→0+

cot(𝜀).

As 𝑐 < 0, 𝜒11(2𝜋) = −∞ if 𝑏 > 0 and 𝜒11(2𝜋) = ∞ if 𝑏 < 0. So, (𝑛 − 𝑚)𝜒11(2𝜋) = ∞ when
𝑏(𝑛 − 𝑚) < 0. In consequence, the hole family in Λ cannot possess a Puiseux inverse integrating
factor with fixed (𝑚, 𝑛) when𝑚 ≠ 𝑛, according to Proposition 3 with 𝜃̂ = 2𝜋.
We continue the analysis when𝑚 = 𝑛 in which case 𝑣𝑛(𝜃) = 1 and, since 2(𝜃) ≡ 0, one has

𝑣2𝑛(𝜃) = Φ2𝑛(𝜃)𝑣2𝑛(0),

withΦ2𝑛(𝜃) = exp (−𝜒11(𝜃)) provided the principal value exists.We continue assuming that 𝑏 > 0
so that Φ2𝑛(2𝜋) = ∞. Hence, one needs to take 𝑣2𝑛(0) = 0 and therefore 𝑣2𝑛(𝜃) ≡ 0. Then, 𝑣3𝑛(𝜃)
adopts the form

𝑣3𝑛(𝜃) = Φ3𝑛(𝜃)(𝑣3𝑛(0) + 𝐼(𝜃)), where 𝐼(𝜃) = 𝑃𝑉 ∫
𝜃

0

2Φ−13𝑛 (𝜎)3(𝜎) 𝑑𝜎,

with Φ3𝑛(𝜃) = exp (−2𝜒11(𝜃)).
As we search an example without a Puiseux inverse integrating factor, we fix the parameter

values {𝛼, 𝑏, 𝑐} = {−1, 1, −2} ∈ Λ from now on. In this case, Φ3𝑛(0) = 1, lim𝜃→𝜋∕2− Φ3𝑛(𝜃) = 0
and Φ3𝑛(𝜃) = ∞, for any 𝜋∕2 < 𝜃 < 2𝜋. See Figure 1(A). We also see that the function Γ(𝜃) =
2Φ−13𝑛 (𝜃)3(𝜃) has a vertical asymptote in 𝜋∕2 from the left, that is, lim𝜃→𝜋∕2− Γ(𝜃) = −∞ and

Γ(𝜃) = 0, for any 𝜋∕2 < 𝜃 < 2𝜋. See Figure 1(B). Moreover, lim𝜃→𝜋∕2− 𝐼(𝜃) = ∫ 𝜃
0
Γ(𝜎) 𝑑𝜎 = −∞.

So, 𝐼(𝜃) = −∞ for 𝜃 ≥ 𝜋∕2. As 𝑣3𝑛(0) is a finite real number, 𝑣3𝑛(𝜃) = Φ3𝑛(𝜃)(𝑣3𝑛(0) + 𝐼(𝜃)) does
not exist, for any 𝜃 > 𝜋∕2, which concludes the proof. □

5.6 Proof of Proposition 5

Proof. Clearly, (18) is a family ofmonodromic nilpotent vector fields with Andreev number𝑁 = 3.
Moreover, the unique weight on the Newton diagram is (𝑝, 𝑞) = (1, 3). Besides, when 𝑎 = 0, the
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17 of 27 GARCÍA et al.

F IGURE 1 (A) Behavior
of Φ3𝑛(𝜃), 0 < 𝜃 < 𝜋∕2; (B)
behavior of Γ(𝜃), 0 < 𝜃 < 2𝜋.

origin is an integrable center with first integral 𝐻(𝑥, 𝑦) = 𝑦2∕2 + 𝑥6∕6. So, in the following, we
focus on the case 𝑎 ≠ 0.
Doing the weighted polar blow-up (3) and the time reparametrization explained in Section 2.1,

its associated differential equation (6) is given by

𝑑𝜌

𝑑𝜃
=
∑
𝑖≥1

𝑖(𝜃)𝜌𝑖 = 𝜌 cos(𝜃) sin(𝜃)(1 − cos(𝜃)
4 + 𝑎𝜌2 cos(𝜃)3 sin(𝜃))

− cos(𝜃)6 + 𝑎𝜌2 cos(𝜃)5 sin(𝜃) − 3 sin(𝜃)2
,

where the first functions 𝑖(𝜃) are 2 = 4 = 6 = 8 ≡ 0,

1 = cos(𝜃)(−1 + cos(𝜃)
4) sin(𝜃)

cos(𝜃)6 + 3 sin(𝜃)2
, 3 = 𝑎 cos(𝜃)

4(−2 + cos(2𝜃)) sin(𝜃)2

(cos(𝜃)6 + 3 sin(𝜃)2)2
,

5 = 𝑎
2 cos(𝜃)9(−2 + cos(2(𝜃)) sin(𝜃)3

(cos(𝜃)6 + 3 sin(𝜃)2)3
, 7 = 𝑎

3 cos(𝜃)14(−2 + cos(2(𝜃)) sin(𝜃)4

(cos(𝜃)6 + 3 sin(𝜃)2)4
.

Moreover, 𝑃(𝜃) = − log
(
3 sin

2
(𝜃) + cos6(𝜃)

)
∕6 is a primitive of 1(𝜃). Hence, 𝜉13 =

PV ∫ 2π
0

1(σ)dσ = 0.
We follow the step-by-step and the notation of the proof of Proposition 2. First, using (20), (25),

(26), (B1), (B2), (B3), and (B4), we calculate 𝑏𝑘, with 𝑘 = 𝑚,𝑚 + 𝑛,… ,𝑚 + 6𝑛.
In the following, we would like to determine if there exist 𝑘 ∈ ℕ such that Λ𝑚+𝑘 ≠ 0, where

Φ𝑚+𝑘(𝜃) = exp

(
𝛼𝑚+𝑘 PV ∫

θ

0

1(σ)dσ
)
, Λ𝑚+𝑘 = PV ∫

2𝜋

0

Φ−1
𝑚+𝑘
(𝜃)𝑏𝑚+𝑘(𝜃)𝑑𝜃,

with 𝛼𝑚+𝑘 = (𝑛 − 𝑚 − 𝑘)∕𝑛. Using (20), we obtain

𝑣𝑚(𝜃) = 𝑐0(−33 cos(2𝜃) + 6 cos(4𝜃) + cos(6𝜃) + 58)
1

6

(
𝑚

𝑛
−1

)
.

As the leading term 𝑣𝑚(𝜃) ≢ 0, we can choose, without loss of generality, that the integrating
constant is 𝑐0 = 1. As 𝑏𝑚 = 0 (see (20)), it follows that Λ𝑚 = 0.
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GARCÍA et al. 18 of 27

Now, using (25), we obtain 𝑏𝑚+𝑛 = 0, Λ𝑚+𝑛 = 0 and

𝑣𝑚+𝑛(𝜃) = 𝑐1(−33 cos(2𝜃) + 6 cos(4𝜃) + cos(6𝜃) + 58)
𝑚

6𝑛 ,

where 𝑐1 is the integrating constant. Moreover, using (26), we can calculate 𝑣𝑚+2𝑛, Φ𝑚+2𝑛, 𝑏𝑚+2𝑛,
and then, we obtain

Λ𝑚+2𝑛 = −
(𝑚 − 3𝑛)

𝑛
𝐴(𝜃),

with 𝐴(𝜃) = (𝑎 sin
2
(𝜃) cos4(𝜃)(cos(2𝜃) − 2)(−33 cos(2𝜃) + 6 cos(4𝜃) + cos(6𝜃) + 58)

1

6
(
𝑚

𝑛
−1)

(3 sin
2
(𝜃) + cos6(𝜃))

−
𝑚+13𝑛

6𝑛 . Note that 𝐴(𝜃) > 0, for all 𝜃. Then Λ𝑚+2𝑛 = 0 if, and only if,𝑚 = 3𝑛.
So, by Proposition 2(iii), it follows that 𝑉(𝜃, 𝜌) does not exist when 𝑎 ≠ 0 and𝑚 ≠ 3𝑛.
From now on we suppose that 𝑚 = 3𝑛. With this assumption and repeating the process

explained below, we can choose integration constants such that Λ(3+𝑘)𝑛 = 0, for 𝑘 = 0, 1… , 5.
Further, using (B4), we get Λ9𝑛 = ∫ 2𝜋

0
Γ(𝜃), where

Γ(𝜃) = −
𝑎3104857622∕3 sin

2
(𝜃) cos14(𝜃)(cos(2𝜃) − 2)(527 cos(2𝜃) + 6 cos(4𝜃) + cos(6𝜃) − 502)

5(−33 cos(2𝜃) + 6 cos(4𝜃) + cos(6𝜃) + 58)5
.

Moreover, we can see that Λ9𝑛 is nonvanishing when 𝑎 ≠ 0. So, by Proposition 2(iii), it follows
that 𝑉(𝜌, 𝜃) does not exist when 𝑎 ≠ 0 and𝑚 = 3𝑛.
Therefore, 𝑉(𝜌, 𝜃) could exists only when 𝑎 = 0 and, as we saw before, in such case the origin

is a center of (18). □

5.7 Proof of Proposition 6

Proof. In Λ∖Λ𝑝𝑞,  ∈ 𝐶𝜔(𝐶∖{𝜌 = 0}). Let 𝜔 = 𝑑𝜌 − (𝜃, 𝜌)𝑑𝜃. By Lemma 2, the differential 1-
form 𝜔∕𝑉 is closed in 𝐶∖{𝜌 = 0}. Indeed, we are going to see that it is exact. To do it, we consider
any noncontractible cycle 𝛾 ⊂ 𝐶∖{𝜌 = 0}. It means that 𝛾 is not homotopic to a point. By De
Rham’s theorem (see, e.g., Ref. 35) and due to the cylinder topology, it follows that 𝜔∕𝑉 is exact in
𝐶∖{𝜌 = 0} if, and only if, the value of the line integral ∮

𝛾
𝜔∕𝑉 is zero. Let 𝛾 be any periodic orbit

of (6), so 𝜔|𝛾 ≡ 0 and then ∮
𝛾
𝜔∕𝑉 = 0. For more details, see the proof of Theorem 4 in [7]. Thus,

𝜔∕𝑉 = 𝑑𝐻 for a certain 𝐶2 first integral 𝐻(𝜃, 𝜌) of (6) defined in 𝐶∖{𝜌 = 0}. It means that 𝐻 is a
2𝜋-periodic function in 𝜃. We can check that, actually, this𝐻 has a Puiseux development at 𝜌 = 0
just by looking at the relations 𝜕𝜌𝐻 = 1∕𝑉 and 𝜕𝜃𝐻 = −∕𝑉. □

5.8 Proof of Lemma 3

Proof. There exists a Puiseux inverse integrating factor 𝑉(𝜃, 𝜌) of (6) since it has a Puiseux first
integral 𝐻(𝜃, 𝜌). It follows that 𝐻𝑠 is also a Puiseux first integral of (6), for any 𝑠 ∈ ℚ. So, we can
find 𝑠∗ ∈ ℚ such that𝑉𝐻𝑠∗ is a Puiseux inverse integrating factor of (6) with negative multiplicity
𝑚. Then, by Theorem 4 of [7], it follows that the origin is a center. □
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19 of 27 GARCÍA et al.

5.9 Proof of Proposition 7

Proof. First, we note that after the linear change of coordinates (𝑥, 𝑦) ↦ (𝑦, 𝑥), the only weights
on the Newton diagram are (𝑝, 𝑞) = (1, 1) and (𝑝, 𝑞) = (3, 1).
We start analyzing the case (𝑝, 𝑞) = (1, 1) with 𝜉11 ≠ 0, that is, 𝜆1𝜇 ≠ 0. In this case, if (15)

admits a Puiseux first integral, by Proposition 10 in the Appendix, we obtain 𝑚 = 0. Moreover,
in the next step, when𝑚 = 0, (C7) is simply

𝑛ℎ′𝑛(𝜃) + 𝑛1(𝜃)ℎ𝑛(𝜃) = 0, (31)

and has the solution ℎ𝑛(𝜃) = 𝑐1 exp(∫ 𝜃0 1(𝑠)𝑑𝑠), where 𝑐1 is the integration constant. Then, ℎ𝑛(𝜃)
is 2𝜋-periodic if, and only if, 𝑐1 = 0 so that ℎ𝑛(𝜃) ≡ 0. In the next step, using (C8), we obtain
𝑛ℎ′2𝑛(𝜃) + 2𝑛1(𝜃)ℎ2𝑛(𝜃) = 0, whose solution is ℎ2𝑛(𝜃) = 𝑐2 exp(∫ 𝜃0 1(𝑠)𝑑𝑠). To ensure that ℎ2𝑛
is 2𝜋 periodic, we get ℎ2𝑛 ≡ 0 since 𝜉11 ≠ 0. With a recursive process, we can see that the ordinary
differential equations obtained from (11) are always homogeneous. More specifically, we obtain

𝑛ℎ′
𝓁𝑛
(𝜃) + 𝓁𝑛1(𝜃)ℎ𝓁𝑛(𝜃) = 0.

So, the integration constant 𝑐𝓁 = 0, for any 𝓁 > 1. Thus, 𝐻(𝜃, 𝜌) ≡ 1 and (15) does not admit a
Puiseux first integral in this case.
Finally, we analyze the case (𝑝, 𝑞) = (3, 1) with 𝜉31 ≠ 0. Using the weighted polar blow-up (3),

we obtain the associated polar equation 𝑑𝜌∕𝑑𝜃 = 1(𝜃)𝜌 + (𝜌2) with

1(𝜃) = −32 sin
5
(𝜃)

(
csc3(𝜃)

(
𝐴𝜆2(cos(2𝜃) + 2) + 3𝜆1 cot

3(𝜃) + 𝜆2 cot(𝜃)
)
+ cos(𝜃)(𝜆1 − 𝜆2)

)
(33 cos(2𝜃) + 6 cos(4𝜃) − cos(6𝜃) + 58)(𝜆1 − 𝜆2)

.

Then,

𝜉31 = 𝑃𝑉 ∫
2𝜋

0

1(𝜃) 𝑑𝜃 = 2𝜋𝐴𝜆2√
3(𝜆2 − 𝜆1)

.

Hence, if (15) admits a Puiseux first integral, it must be with 𝑚 = 0. In the next step, we see that
(C7) is homogeneous and has the form (31). Therefore, the integration constant 𝑐1 must vanish
by the 2𝜋-periodicity of ℎ𝑛(𝜃). Doing a similar analysis as in the previous case, we conclude that
𝐻(𝜃, 𝜌) ≡ 1 and (15) does not admit a Puiseux first integral.
With this computations, we conclude that the centers in the family (15) for which 3𝜆1𝜇 +√
3𝐴𝜆2 = 0, but with both 𝜆1𝜇 ≠ 0 and 𝐴𝜆2 ≠ 0 do not admit a Puiseux first integral. □

5.10 Proof of Proposition 8

Proof. Doing theweight polar blow-up (3) and the time reparametrization explained in Section 2.1,
we obtain

𝜌̇ = 𝜌 cos(𝜃)(3 sin
3
(𝜃) − 3 sin(𝜃) cos4(𝜃) + 2 sin(𝜃) cos3(𝜃) − 3 sin

3
(𝜃) cos(𝜃)

+ 6𝛼𝜌 cos5(𝜃) + 9𝛼𝜌 sin
2
(𝜃) cos3(𝜃) + 9𝛽𝜌 sin

4
(𝜃) + 6𝛽𝜌 sin

2
(𝜃) cos2(𝜃))∕3,

𝜃̇ = − 3 sin
4
(𝜃) − 2 cos6(𝜃) − 4 sin

2
(𝜃) cos3(𝜃).
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GARCÍA et al. 20 of 27

Moreover,

1(𝜃) = sin(𝜃) cos(𝜃)(−6𝑎 cos(𝜃) − 10𝑎 cos(3𝜃) + 8 cos(2𝜃) + cos(4𝜃) − 1)
8
(
12𝑎 sin

2
(𝜃) cos3(𝜃) + 3 sin

4
(𝜃) + 2 cos6(𝜃)

) ,

2(𝜃) =
cos(𝜃)(cos(2𝜃) − 5)

(
𝛼 cos3(𝜃) + 𝛽 sin

2
(𝜃)

)
3𝑎 sin

3
(2𝜃) csc(𝜃) + 6 sin

4
(𝜃) + 4 cos6(𝜃)

,

𝑖(𝜃) ≡ 0, for all 𝑖 ≥ 3.

We also observe that 𝜉23 = ∫ 2𝜋
0

1(𝜎)𝑑𝜎 = 0, and that

∫
𝜃

0

1(𝜎)𝑑𝜎 = log(25∕𝑓1(𝜃))1∕12,

where

𝑓1(𝜃) =𝑓1(𝜃; 𝑎) = 24𝑎 cos(𝜃) − 12𝑎 cos(3𝜃) − 12𝑎 cos(5𝜃) − 9 cos(2𝜃)

+ 12 cos(4𝜃) + cos(6𝜃) + 28.

Furthermore, for all 𝑘 ≥ 0,

Φ̃𝑚+𝑘(𝜃) = exp

(
𝛼̃𝑚+𝑘 ∫

𝜃

0

1(𝜎)𝑑𝜎
)
=

(
25∕12

𝑓1(𝜃)
1∕12

)𝛼̃𝑚+𝑘
,

Λ̃𝑚+𝑘 = ∫
2𝜋

0

Φ̃−1
𝑚+𝑘
(𝜃)𝑏𝑚+𝑘(𝜃)𝑑𝜃 = ∫

2𝜋

0

𝑏𝑚+𝑘(𝜃)

(
25∕12

𝑓1(𝜃)
1∕12

)−𝛼̃𝑚+𝑘
𝑑𝜃.

To simplify the notation, let

𝑓2(𝜃) = 𝑓2(𝜃; (𝛼, 𝛽)) = cos(𝜃)(cos(2𝜃) − 5)
(
𝛼 cos3(𝜃) + 𝛽 sin

2
(𝜃)

)
,

and observe that 2(𝜃) = 23𝑓2(𝜃)∕𝑓1(𝜃).
We follow the steps and the notation of the proof of Proposition 10. As (C1) is a homogeneous

linear ordinary differential equation, the leading term ℎ𝑚(𝜃) of a Puiseux first integral 𝐻(𝜃, 𝜌) of
(19) must be

ℎ𝑚(𝜃) = 𝑐0𝑓1(𝜃)
𝑚∕12𝑛,

where 𝑐0 is an integration constant, and 𝑐0 ≠ 0, because ℎ𝑚(𝜃) ≢ 0. So, without loss of generality,
we take 𝑐0 = 1. Moreover, as 𝑏𝑚 = 0, we also obtain Λ̃𝑚 = 0. In the next step, using (C7), we obtain
𝑏𝑚+𝑛 = −𝑚2(𝜃)ℎ𝑚(𝜃)∕𝑛 = −23𝑚𝑓2(𝜃)𝑓1(𝜃)(𝑚∕12𝑛)−1∕𝑛, and

Λ̃𝑚+𝑛 = ∫
2𝜋

0

𝑏𝑚+𝑛(𝜃)

(
25∕12

𝑓1(𝜃)
1∕12

)−𝛼̃𝑚+𝑛
𝑑𝜃 = −

𝑚2325(𝑚+𝑛)∕12𝑛

𝑛 ∫
2𝜋

0

𝑓2(𝜃)

𝑓1(𝜃)
13∕12

𝑑𝜃.
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21 of 27 GARCÍA et al.

With straightforward computations, we can see that

∫
2𝜋

0

𝑓2(𝜃)

𝑓1(𝜃)
13∕12

𝑑𝜃 = 0 (32)

if, and only if, (𝛼, 𝛽) ∈ . So, by Proposition 10(iii), if𝑚 ≠ 0 and (𝛼, 𝛽) ∉ , (19) does not admit a
Puiseux first integral.
As (19) is in the classMo(2,3), when (𝛼, 𝛽) ∈ , it admits an analytic first integral (see Theorem 1

of [22]). So, we fix our attention on the case (𝛼, 𝛽) ∉  and𝑚 = 0. In such case ℎ0(𝜃) ≡ 1, 𝑏𝑛 = 0,
Λ̃𝑛 = 0, and ℎ𝑛(𝜃) = 𝑐1𝑓1(𝜃)1∕12, where 𝑐1 ∈ ℝ is an integration constant. We also observe that,
𝛼̃𝓁𝑛 = −𝓁, for all 𝓁 ∈ ℕ. Moreover, as 𝑖 ≡ 0, for all 𝑖 ≥ 3, (C8) becomes

𝑛 ℎ′2𝑛(𝜃) + 2𝑛1(𝜃)ℎ2𝑛(𝜃) = − 𝑛2(𝜃)ℎ𝑛(𝜃). (33)

Thus, 𝑏2𝑛 = −23𝑐1𝑓2(𝜃)∕𝑓1(𝜃)11∕12, and

Λ̃2𝑛 = 𝑐12
325∕6 ∫

2𝜋

0

𝑓2(𝜃)

𝑓1(𝜃)
13∕12

𝑑𝜃.

Using again that (32) is valid if, and only if, (𝛼, 𝛽) ∈ , we need to impose 𝑐1 = 0 to con-
tinue. It implies that ℎ𝑛(𝜃) ≡ 0 and that (33) is homogeneous. Therefore, its solution is ℎ2𝑛(𝜃) =
𝑐2𝑓1(𝜃)

2∕12. More generally, as 𝑖 ≡ 0, for all 𝑖 ≥ 3, the ordinary differential equations obtained
from (C5) are simply

𝑛 ℎ′
𝓁𝑛
(𝜃) + 𝓁𝑛1(𝜃)ℎ𝓁𝑛(𝜃) = − (𝓁 − 1)𝑛2(𝜃)ℎ𝓁𝑛−1(𝜃), 𝓁 ≥ 1.

So, 𝑏𝓁𝑛 = −23(−1 + 𝓁)𝑐𝓁−1𝑓2(𝜃)∕𝑓1(𝜃)(−13+𝓁)∕12, where 𝑐𝓁𝑛−1 is an integration constant, and

Λ̃𝓁𝑛 = (−1 + 𝓁)𝑐𝓁−12
325𝓁∕12 ∫

2𝜋

0

𝑓2(𝜃)

𝑓1(𝜃)
13∕12

𝑑𝜃.

Thus, with a recursive process, we obtain 𝑐𝓁𝑛 = 0, for all 𝓁 ≥ 1, which implies that ℎ𝓁𝑛 =
0, for all 𝓁 ≥ 1. Therefore, 𝐻(𝜃, 𝜌) ≡ 1 and (19) does not admit a Puiseux first integral when
(𝛼, 𝛽) ∉ . □
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APPENDIX A: MONODROMIC QUASI-HOMOGENEOUS SYSTEMS
Recall that the weighted polar blow-up (𝑥, 𝑦) ↦ (𝜃, 𝜌), given in (3), brings the (𝑝, 𝑞)-quasi-
homogeneous vector field 𝑟 = 𝑃𝑝+𝑟(𝑥, 𝑦)𝜕𝑥 + 𝑄𝑞+𝑟(𝑥, 𝑦)𝜕𝑦 into a linear differential equation (6)
of the form

𝑑𝜌

𝑑𝜃
= 1(𝜃) 𝜌. (A1)

The following lemma is a generalization of the results presented in Appendix A of [26]. For
more details, see Ref. 26 and references therein.

Lemma 4. Let the origin be a monodromic singularity of a quasi-homogeneous vector field 𝑟 and
consider the associated differential equation (A1). Then the following holds:

(i) 𝑉(𝜃, 𝜌) = 𝜌 is a Puiseux inverse integrating factor of (A1);
(ii) the origin is a center if, and only if, (A1) admits a Puiseux first integral;
(iii) if the origin is a focus, then 𝑉(𝜃, 𝜌) = 𝜌 is the unique Puiseux inverse integrating factor of (A1),

up to a nonzero multiplicative constant.

Proof. The proof of (i) is direct, checking that 𝑉(𝜃, 𝜌) = 𝜌 satisfies Equation (8) with (𝜃, 𝜌) =
1(𝜃) 𝜌.
We are going to prove the sufficient part of item (ii). Assume that there is a Puiseux first integral

𝐻 = 𝐻(𝜃, 𝜌) =
∑
𝑖≥𝑚 ℎ𝑖(𝜃)𝜌𝑖∕𝑛, where the coefficients functions ℎ𝑖(𝜃), defined in 𝕊1∖Ω𝑝𝑞, are 2𝜋-

periodic. It is straightforward to see that the leading term 𝐻𝑚(𝜃, 𝜌) = ℎ𝑚(𝜃)𝜌𝑚∕𝑛 of 𝐻 is also a
Puiseux first integral of (A1).
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On the other hand, since (A1) is linear, we also obtain that

𝐻̂(𝜃, 𝜌) = 𝜌 exp

(
−∫

𝜃

0

1(𝑠) 𝑑𝑠
)

(A2)

is a first integral. Clearly, we have the relation 𝐻̂𝑚∕𝑛 = 𝐻𝑚, that is,

ℎ𝑚(𝜃) = exp

(
−
𝑚

𝑛 ∫
𝜃

0

1(𝑠) 𝑑𝑠
)
.

Note that𝑚 cannot be zero because; otherwise,𝐻𝑚 ≡ 1 becomes a constant. Since ℎ𝑚(𝜃) is 2𝜋-
periodic, we get 𝜉𝑝𝑞 = ∫ 2𝜋

0
1(𝜃) 𝑑𝜃 = 0. The proof finishes recalling that 𝑟 has a center at the

origin if, and only if, 𝜉𝑝𝑞 = 0. See the Appendix Section of [26], for more details.
To prove the necessary part of (ii), we assume that the origin is a center, that is, 𝜉𝑝𝑞 = 0. As

we saw before, since (A1) is linear, (A2) satisfies (11). These conditions assure the existence of
a solution 𝐻(𝜃, 𝜌) = ℎ𝑚(𝜃)𝜌𝑚∕𝑛, with 𝑚 ≠ 0, and where ℎ𝑚(𝜃) are 2𝜋-periodic functions of the
homogeneous partial differential equation 𝑟(𝐻) ≡ 0. It implies that 𝑛ℎ′𝑚(𝜃) + 𝑚1(𝜃) ℎ𝑚(𝜃) =
0. Clearly, this 𝐻 is a Puiseux first integral of 𝑟.
Statement (iii) is an immediate consequence of statement (ii) and the fact that the quotient of

two Puiseux inverse integrating factors is a Puiseux first integral. □

APPENDIX B: HIGHER ORDER ODES FOR THE COEFFICIENTS OF 𝑽
In this appendix, we show four more linear ordinary differential equations that we obtained
using (23) and that were used in Example 5. So, we enlarge the ones obtained in the proof of
Proposition 2.
The equation associated to the power 𝜌(𝑚+3𝑛+𝑗)∕𝑛, with 0 ≤ 𝑗 ≤ 𝑛 − 1, gives that 𝑣𝑚+3𝑛+𝑗(𝜃)

satisfies the linear ordinary differential equation

𝑛 𝑣′
𝑚+3𝑛+𝑗

(𝜃) + (𝑚 + 2𝑛 + 𝑗)1(𝜃)𝑣𝑚+3𝑛+𝑗(𝜃) = (4𝑛 − 𝑚 − 𝑗)4(𝜃)𝑣𝑚+𝑗(𝜃)
+ (2𝑛 − 𝑚 − 𝑗)3(𝜃)𝑣𝑚+𝑛+𝑗(𝜃) − (𝑚 + 𝑗)2(𝜃)𝑣𝑚+2𝑛+𝑗(𝜃).

(B1)

In the sequence, analyzing the equation associated to the power 𝜌(𝑚+4𝑛+𝑗)∕𝑛, with 0 ≤ 𝑗 ≤ 𝑛 −
1, we obtain that 𝑣𝑚+4𝑛+𝑗(𝜃) satisfies

𝑛 𝑣′
𝑚+4𝑛+𝑗

(𝜃) + (𝑚 + 3𝑛 + 𝑗)1(𝜃)𝑣𝑚+4𝑛+𝑗(𝜃) = (5𝑛 − 𝑚 − 𝑗)5(𝜃)𝑣𝑚+𝑗(𝜃)
+ (3𝑛 − 𝑚 − 𝑗)4(𝜃)𝑣𝑚+𝑛+𝑗(𝜃) + (𝑛 − 𝑚 − 𝑗)3(𝜃)𝑣𝑚+2𝑛+𝑗(𝜃)
− (𝑚 + 𝑛 + 𝑗)2(𝜃)𝑣𝑚+3𝑛+𝑗(𝜃).

(B2)

On the next step, we see that, for 0 ≤ 𝑗 ≤ 𝑛 − 1, 𝑣𝑚+5𝑛+𝑗(𝜃) satisfies the linear ordinary
differential equation

𝑛 𝑣′
𝑚+5𝑛+𝑗

(𝜃) + (𝑚 + 4𝑛 + 𝑗)1(𝜃)𝑣𝑚+5𝑛+𝑗(𝜃) = (6𝑛 − 𝑚 − 𝑗)6(𝜃)𝑣𝑚+𝑗(𝜃)
+ (4𝑛 − 𝑚 − 𝑗)5(𝜃)𝑣𝑚+𝑛+𝑗(𝜃) + (2𝑛 − 𝑚 − 𝑗)4(𝜃)𝑣𝑚+2𝑛+𝑗(𝜃)
− (𝑚 + 𝑗)3(𝜃)𝑣𝑚+3𝑛+𝑗(𝜃) − (𝑚 + 2𝑛 + 𝑗)2(𝜃)𝑣𝑚+4𝑛+𝑗(𝜃).

(B3)
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Finally, the equation associated to the power 𝜌(𝑚+6𝑛+𝑗)∕𝑛, with 0 ≤ 𝑗 ≤ 𝑛 − 1 gives that
𝑣𝑚+6𝑛+𝑗(𝜃) satisfies the linear ordinary differential equation

𝑛 𝑣′
𝑚+6𝑛+𝑗

(𝜃) + (𝑚 + 5𝑛 + 𝑗)1(𝜃)𝑣𝑚+6𝑛+𝑗(𝜃) = (7𝑛 − 𝑚 − 𝑗)7(𝜃)𝑣𝑚+𝑗(𝜃)
+ (5𝑛 − 𝑚 − 𝑗)6(𝜃)𝑣𝑚+𝑛+𝑗(𝜃) + (3𝑛 − 𝑚 − 𝑗)5(𝜃)𝑣𝑚+2𝑛+𝑗(𝜃)
+ (𝑛 − 𝑚 − 𝑗)4(𝜃)𝑣𝑚+3𝑛+𝑗(𝜃) − (𝑛 + 𝑚 + 𝑗)3(𝜃)𝑣𝑚+4𝑛+𝑗(𝜃)
− (𝑚 + 3𝑛 + 𝑗)2(𝜃)𝑣𝑚+5𝑛+𝑗(𝜃).

(B4)

APPENDIX C: ODES FOR THE COEFFICIENTS OF PUISEUX FIRST INTEGRALS
In this section, we present some conditions related to the existence of a Puiseux first integral. The
results are analogous to the ones obtained for Puiseux inverse integrating factors in Section 3.More
specifically, the next Propositions 9 and 10 are the analogous to Propositions 1 and 2, respectively.

Proposition 9. We take 0 ∉ Ω𝑝𝑞 performing a linear change of coordinates, if necessary. If 𝜉𝑝𝑞 does
not exist, then any Puiseux first integral must have𝑚 = 0.

Proof. Inserting the expansion𝐻(𝜃, 𝜌) = ℎ𝑚(𝜃)𝜌𝑚∕𝑛 + (𝜌𝑚∕𝑛) and(𝜃, 𝜌) = 1(𝜃)𝜌 + (𝜌) into
the partial differential equation (11) gives the linear homogeneous differential equation

𝑛 ℎ′𝑚(𝜃) + 𝑚1(𝜃)ℎ𝑚(𝜃) = 0, (C1)

whose general solution is

ℎ𝑚(𝜃) = ℎ𝑚(0) exp

(
−
𝑚

𝑛
𝑃𝑉 ∫

𝜃

0

1(𝑠) 𝑑𝑠
)
. (C2)

Therefore, when 𝜉𝑝𝑞 exists, it follows that

ℎ𝑚(2𝜋) = ℎ𝑚(0) exp
(
−
𝑚

𝑛
𝜉𝑝𝑞

)
,

whereas if 𝜉𝑝𝑞 does not exist, since ℎ𝑚(2𝜋) = ℎ𝑚(0) ∈ ℝ because 0 ∉ Ω𝑝𝑞, then𝑚 = 0. □

Proposition 10. Consider system (5) and the associated ordinary differential equation (6)
with 0 ∉ Ω𝑝𝑞 , without loss of generality. If there exists a formal Puiseux first integral 𝐻(𝜃, 𝜌) =∑
𝑘≥0 ℎ𝑚+𝑘(𝜃)𝜌(𝑚+𝑘)∕𝑛 of (6), then its coefficients satisfy the linear differential equation

ℎ′
𝑚+𝑘
(𝜃) = 𝛼̃𝑚+𝑘1(𝜃)ℎ𝑚+𝑘(𝜃) + 𝑏𝑚+𝑘(𝜃), (C3)

in𝕊1∖Ω𝑝𝑞 , where 𝛼̃𝑚+𝑘 ∈ ℝ and 𝑏𝑚+𝑘 ∶ 𝕊1∖Ω𝑝𝑞 → ℝ for any 𝑘 ≥ 0. Moreover, assuming that both
𝜉𝑝𝑞 and Λ̃𝑚+𝑘 ∶= 𝑃𝑉 ∫ 2𝜋

0
Φ̃−1
𝑚+𝑘
(𝜃)𝑏𝑚+𝑘(𝜃)𝑑𝜃, with Φ̃𝑚+𝑘(𝜃) = exp(𝛼̃𝑚+𝑘 𝑃𝑉 ∫ 𝜃

0
1(𝜎)𝑑𝜎), exist

for all 𝑘 ≥ 0, then𝑚𝜉𝑝𝑞 = 0 and the following statements hold:

 14679590, 2024, 2, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/sapm

.12724 by U
niv of Sao Paulo - B

razil, W
iley O

nline L
ibrary on [12/08/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



GARCÍA et al. 26 of 27

(i) If 𝜉𝑝𝑞 ≠ 0, then 𝑚 = 0 and for each 𝑛 ∈ ℕ, the formal Puiseux first integral is unique up to
multiplicative nonzero constants.

(ii) If 𝜉𝑝𝑞 = Λ̃𝑚+𝑘 = 0 for any 𝑘 ≥ 0, then there can be infinitely many formal Puiseux first
integrals.

(iii) If 𝜉𝑝𝑞 = 0 and Λ̃𝑚+𝑘 ≠ 0 for some 𝑘 ≥ 0, then there is no Puiseux first integral.
Proof. We follow the same steps of the proof of Proposition 2. Introducing the expansion

𝐻(𝜃, 𝜌) =
∑
𝑖≥𝑚
ℎ𝑖(𝜃)𝜌

𝑖∕𝑛 =

𝑚+4𝑛∑
𝑖=𝑚

ℎ𝑖(𝜃)𝜌
𝑖∕𝑛 + (𝜌(𝑚+4𝑛)∕𝑛), (C4)

together with (𝜃, 𝜌) = ∑4

𝑖=1
𝑖(𝜃)𝜌𝑖 + (𝜌5), where 1(𝜃) = 𝐹𝑘(𝜃)∕𝐺𝑘(𝜃), into the partial

differential equation (11), that defines𝐻, we obtain

𝑚+4𝑛∑
𝑖=𝑚

(
d

d𝜃
ℎ𝑖(𝜃)

)
𝜌
𝑖

𝑛 + (𝜌𝑚+4𝑛𝑛 )

+

∑4

𝑖=1
𝑖(𝜃)𝜌𝑖−1 + (𝜌4)

𝑛

(
𝑚+4𝑛∑
𝑖=𝑚

𝑖ℎ𝑖(𝜃)𝜌
𝑖

𝑛 + 
(
𝜌
𝑚+4𝑛

𝑛

))
= 0

(C5)

Equating the coefficients of the powers 𝜌(𝑚+𝑗)∕𝑛, with 0 ≤ 𝑗 ≤ 𝑛 − 1, we see that the ℎ𝑚+𝑗(𝜃)
satisfies the linear ordinary differential equation

𝑛 ℎ′
𝑚+𝑗
(𝜃) + (𝑚 + 𝑗)1(𝜃)ℎ𝑚+𝑗(𝜃) = 0. (C6)

We point out that ℎ𝑚 ≢ 0, because it is the leading term of (C4). Besides, when 𝑗 = 0, in (C6),
we obtain (C1).
Moreover, taking into account the next powers 𝜌(𝑚+𝑛+𝑗)∕𝑛, with 0 ≤ 𝑗 ≤ 𝑛 − 1, in (C5), we

obtain

𝑛ℎ′
𝑚+𝑛+𝑗

(𝜃) + (𝑚 + 𝑛 + 𝑗)1(𝜃)ℎ𝑚+𝑛+𝑗(𝜃) = −(𝑚 + 𝑗)2(𝜃)ℎ𝑚+𝑗(𝜃). (C7)

When we consider the coefficients of 𝜌(𝑚+2𝑛+𝑗)∕𝑛, 0 ≤ 𝑗 ≤ 𝑛 − 1, we see that ℎ𝑚+2𝑛+𝑗(𝜃)
satisfies the linear ordinary differential equation

𝑛 ℎ′
𝑚+2𝑛+𝑗

(𝜃) + (𝑚 + 2𝑛 + 𝑗)1(𝜃)ℎ𝑚+2𝑛+𝑗(𝜃) = − (𝑚 + 𝑗)3(𝜃)ℎ𝑚+𝑗(𝜃)
− (𝑚 + 𝑛 + 𝑗)2(𝜃)ℎ𝑚+𝑛+𝑗(𝜃).

(C8)

Note that, using (C5), we also obtain

𝛼̃𝑚+𝑘 = −
𝑚 + 𝑘

𝑛
, (C9)

for all 𝑘 ∈ ℕ ∪ {0}. It is worth to mention that 𝛼̃𝑚+𝑘 = 0 if, and only if, 𝑚 + 𝑘 = 0 ∈ ℕ. In
particular, if𝑚 = 0, it only occurs when 𝑘 = 0.
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Suppose that 𝜉𝑝𝑞 ≠ 0 and 𝑚 ≠ 0 (hence 𝛼̃𝑚 ≠ 0). Note that the linear ordinary differential
equation (C1) has the unique solution (C2). So, the unique 2𝜋-periodic solution of (C1) must be
ℎ𝑚(𝜃) ≡ 0, which is a contradiction, because the leading term ℎ𝑚(𝜃) of 𝐻 is not identically null.
Therefore,

𝑚𝜉𝑝𝑞 = 0

is a necessary condition for the existence of a Puiseux first integral. Note thatwhen𝑚 = 0,ℎ𝑚(𝜃) =
ℎ𝑚(0) is constant.
Now, assuming the existence of both Φ̃𝑚+𝑘(𝜃) and Λ̃𝑚+𝑘, from the variation of constants

formula applied to the linear differential equation (C3), we obtain

ℎ𝑚+𝑘(2𝜋) = Φ̃𝑚+𝑘(2𝜋)ℎ𝑚+𝑘(0) + Φ̃𝑚+𝑘(2𝜋) Λ̃𝑚+𝑘.

Recall that ℎ𝑚+𝑘 are functions well defined in 𝕊1∖Ω𝑝𝑞, so ℎ𝑚+𝑘(2𝜋) and ℎ𝑚+𝑘(0) are real num-
bers. The periodicity condition ℎ𝑚+𝑘(2𝜋) = ℎ𝑚+𝑘(0) holds if, and only if, the initial condition
ℎ𝑚+𝑘(0) is a solution of the algebraic linear system

(1 − Φ̃𝑚+𝑘(2𝜋))ℎ𝑚+𝑘(0) = Φ̃𝑚+𝑘(2𝜋) Λ̃𝑚+𝑘. (C10)

We start with the simplest analysis. If 𝜉𝑝𝑞 = 0, then Φ̃𝑚+𝑘(2𝜋) = 1. So, using (C10), either all
the solutions of Equation (C3) or none of them are 2𝜋–periodic according to whether Λ̃𝑚+𝑘 is zero
or not, respectively. This proves statements (ii) and (iii).
In the case 𝜉𝑝𝑞 ≠ 0, we have𝑚 = 0. Then, from (C9), 𝛼̃𝑘 = −𝑘∕𝑛. So, 𝛼̃0 = 0 and 𝛼̃𝑘 ≠ 0 for all

𝑘 > 0. Using (C1), for 0 < 𝑘 < 𝑛 − 1, and that ℎ𝑘 is 2𝜋-periodic, we conclude that ℎ𝑘 ≡ 0, when
𝜉𝑝𝑞 ≠ 0. Repeating the process, using (C7) and that ℎ𝑘 ≡ 0, for 1 ≤ 𝑘 ≤ 𝑛 − 1, yields that all the
coefficient functions ℎ𝑛+𝑘(𝜃) ≡ 0. Going further in this recursively process, we conclude that ℎ𝑘 ≡
0, for all 𝑘 ≠ 𝓁𝑛 with 𝓁 ∈ ℕ. To finish, by (C10), ℎ𝑛𝓁(𝜃) are also 2𝜋-periodic functions if, and only
if, ℎ𝓁𝑛(0) = Φ̃𝑚+𝓁𝑛(2𝜋)Λ̃𝓁𝑛∕(1 − Φ̃𝓁𝑛(2𝜋)). So, ℎ𝓁𝑛 is the unique solution of (C3), with 𝛼̃𝑘 ∈ ℝ
and 𝑏𝑘 ∶ 𝕊1∖Ω𝑝𝑞 → ℝ with the former initial condition ℎ𝓁𝑛(0). Thus, the statement (i) follows.
We point out that the statements are still valid when 1 ≡ 0. In this case 𝜉𝑝𝑞 = 0, which

provides directly that 𝑚𝜉𝑝𝑞 = 0. Moreover, for all 𝑘 ≥ 0, we have Φ̃𝑚+𝑘(𝜃) ≡ 1 and Λ̃𝑚+𝑘 ∶=
𝑃𝑉 ∫ 2𝜋

0
𝑏𝑚+𝑘(𝜃)𝑑𝜃. So, (C10) is simply Λ̃𝑚+𝑘 = 0. □
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