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Homo economicus cannot help but be puzzled by people’s baffling array 
of social behaviors that conflict with economic theory. To accommodate 
these “deviant” behaviors within the standard view of rationality, defined 
in terms of probability theory, logic and rational choice theory, economists 
and psychologists tend to inject some psychology into the rational choice 
framework. In contrast, we propose to start afresh: We put forth the thesis 
that humans’ social intelligence is not qualitatively different from their non-
social intelligence, and that important aspects of both kinds of intelligence 
can be modeled in terms of boundedly rational fast and frugal heuristics. 
These heuristics can be ecologically and socially rational in that they ex-
ploit the structure of physical and social environments as well as evolved 
capacities to foster performance both in games against nature and in social 
games.

Homo Economicus: An Autist?

In one of his essays on neurological disorders, Oliver Sacks (1995) described his first 
encounter with Temple Grandin, perhaps the most accomplished and renowned 
adult with autism. A professor of animal science at Colorado State University and 
one of the few world experts on the design of livestock handling facilities, she has 
authored unprecedented inside narratives of child and adult autism (e.g., Grandin 
& Barron, 2004). Like other autists, she has little intuitive insight into how people 
work; “human interactions—social, sexual—she cannot ‘get’” (p. 260). Much of the 
time, she said, she feels like “an anthropologist on Mars” (Sacks, p. 259); a remote 
observer who examines how this strange species, other people, think and feel. As 
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Sacks tells us, she tries to understand them by, for instance, building up a vast 
library of experiences over the years. These experiences are:

like a library of videotapes, which she could play in her mind and inspect at any 
time—“videos” of how people behaved in different circumstances. She would 
play these over and over again and learn, by degrees, to correlate what she saw, so 
that she could then predict how people in similar circumstances might act. [....] In 
one plant she had designed, she said, there had been repeated breakdowns of the 
machinery, but these occurred only when a particular man, John, was in the room. 
She “correlated” these incidents and inferred at last that John must be sabotaging 
the equipment. “I had to learn to be suspicious, I had to learn it cognitively. I could 
put two and two together, but I couldn’t see the jealous look on his face. (Sacks, 
1995, p. 260)

Being a “social detective” (Grandin & Barron, 2004, p. 31), Grandin worked out 
that she has no implicit knowledge of social conventions, codes and cultural pre-
suppositions or of strong emotions such as romantic love or jealousy. Lacking this 
knowledge she has “instead to ‘compute’ others’ intentions and states of mind, to 
try to make algorithmic, explicit, what for the rest of us is second nature” (Sacks, 
1995, p. 270).

Oliver Sacks investigates the complexity of being human, chronicling the lives 
of people with neurological disorders. Economists, cognitive and social psycholo-
gists usually study people who function normally. Nevertheless, there is a hidden 
bond between the essence of the autistic personality, vividly described by Sacks 
and Grandin, and the nature of rational models of decision making embraced by 
many economists and some psychologists. The nature of human rationality be-
comes “autistic” if we, as do many economic analyses (see Camerer & Fehr, 2006), 
equate “rationality” with purely self-regarding preferences, individuals’ ability to 
form, on average, consistent probabilistic beliefs about the state of nature, the ef-
fects of their behavior and that of others, and the assumption that individuals’ 
choice of actions best satisfies their preferences given their beliefs.

Just like Grandin, the rational Homo economicus often does not “get” the seem-
ingly strange behavior of normal people. Despite or, perhaps, even because of his 
unbounded computing capacities in terms of, for instance, Bayesian updating of 
probabilities and backward induction, Homo economicus is out of tune with us, 
mere mortals, and cannot predict our seemingly bizarre behaviors: for instance, our 
ability of valuing fairness over self-interest and of resisting, even punishing unfair 
offers, instead of always choosing what seems in our best interest; our proclivity 
to be guided by (social) emotions, obligations, feelings of guilt, and other moral 
sentiments, and our aptitude for making pragmatic, socially intelligent inferences 
resulting in seeming violations of norms of rationality. Adding to the picture of an 
estranged Homo economicus, a small but growing number of neuroscientists and 
neuroeconomists’ investigations have found evidence that it is not the behavior 
of the hale and hearty but the behavior of patients with damage to specified brain 
regions that proves consistent with Homo economicus’ norms (e.g., Hsu, Bhatt, 
Adolphs, Tranel, & Camerer, 2005; Koenigs & Tranel, 2008; Koenigs et al., 2007).
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To date, many have made the case that Homo economicus, the beacon of rational-
ity, is descriptively wrong. Herbert Simon, one of the most outspoken critics of this 
“Olympian model” (Simon, 1990a, p. 198) of rationality, argued that real humans 
“have neither the facts nor the consistent structure of values nor the reasoning 
power at their disposal that would be required ... to apply” the model’s principles 
(p. 197). Consistent with Simon’s critique, two lines of research have dealt a pow-
erful blow to the notion of the rational choice model being a descriptive model 
of human judgment and choice. The first body of evidence—mostly collected by 
cognitive and social psychologists—suggests that people often do not succeed in 
forming rational beliefs about events and people in their environment. The second 
body of evidence—mostly collected by experimental economists—suggests that 
people do not always choose what seems to be in their best interest.

Our discussion of human rationality will proceed in four parts. Part I is devoted 
to the two blows that have demolished the descriptive aspirations of Homo eco-
nomicus. How advocates of the Olympian model of rationality have responded to 
them is the topic of Part II. Then, Part III reviews an alternative to the Olympian 
model of rationality that defines intelligent processes in terms of ecologically ratio-
nal simple heuristics rather than in terms of logic, probability theory, and rational 
choice theory. Finally, Part IV will, by way of examples, show how the notion of 
ecological rationality can be extended to include social rationality, thereby empha-
sizing the fact that other people often create the most important aspects of a per-
son’s environment.

Part I: Two Blows To Homo Economicus:  
Cognitive Illusions and Other-Regarding Preferences

In the early 1970s, Daniel Kahneman and Amos Tversky launched one of the most 
influential research programs in the social sciences, the heuristics-and-biases pro-
gram. The program’s premise is that people’s limited cognitive and reasoning 
powers necessitate their reliance on heuristics such as the availability, representa-
tiveness, and the anchoring-and-adjustment heuristics, “approximate methods” in 
Simon’s (1990b, p. 6) terms. Although these heuristics are “highly economical and 
usually effective, ... they lead to systematic and predictable errors” (Kahneman, 
Slovic, & Tversky, 1982, p. 20; Gilovich, Griffin, & Kahneman, 2002), variously re-
ferred to as biases, fallacies, and cognitive illusions. In contrast to the assumption 
of most economists, that people form rational expectations, the heuristics-and-
biases program has demonstrated that people’s probabilistic reasoning appears 
to be systematically biased and error-prone. Moreover, the program highlighted 
what it saw as the Janus face of simple heuristics: Although they are key mental 
tools to navigate the twilight of complexity, probability, and uncertainty in which 
humans find themselves, recruiting them can exact considerable costs in terms of 
cognitive illusions.

Viewed as difficult to “debias” (e.g., Fischhoff, 1982), these cognitive illusions 
have been suspected of exacting substantial economic costs. For instance, many 
economic decisions such as the optimal allocation of resources involve the process 
of updating probabilities, which, according to the rationality assumption, people 
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do in a Bayesian way. Challenging this premise, many experimenters have con-
cluded that people lack the ability to make Bayesian inferences, even in simple 
situations involving a binary predictor and criterion: “Man is apparently not a 
conservative Bayesian; he is not a Bayesian at all” (Kahneman & Tversky, 1972, 
p. 450). Even worse, people appear to be unable to adhere to very simple rules of 
probability such the conjunction rule, according to which the conjoint probability 
p(A∧B) cannot exceed p(A). In light of this finding, Tversky and Kahneman (1983) 
concluded that “[a] system of judgments that does not obey the conjunction rule 
cannot be expected to obey more complicated principles that presuppose this rule, 
such as Bayesian updating, external calibration, and the maximization of expected 
utility” (p. 313). Still another stock-in-trade example of a cognitive illusion is the 
overconfidence bias, to which many kinds of real-world economic failures have 
been attributed. The overconfidence bias describes the tendency to be more confi-
dent of one’s competence and knowledge than one ought to be. Camerer (1995, p. 
594), for instance, suggested that the high failure rate of small businesses may be 
due to overconfidence, whereas Barber and Odean (2000, 2001) argued that over-
confidence based on misinterpretation of random sequences of successes leads 
some investors, typically men, to trade too much on the stock market.1

The heuristics-and-biases program has attracted the attention of numerous so-
cial scientists, including behavioral economists (e.g., Rabin, 1998; Shiller, 2005), le-
gal scholars (e.g., Sunstein, 2000), marketing researchers (e.g., Bazerman & Moore, 
2008), and medical decision-making researchers (e.g., Chapman & Elstein, 2000). 
The program has also made strong inroads into social psychology, beginning with 
Nisbett and Ross’ (1980) classic Human Inference: Strategies and Shortcomings of So-
cial Judgment. Drawing inspiration and concepts from the heuristics-and-biases 
program, social psychologists have catalogued numerous biases in people’s statis-
tical inferences about themselves in relation to others—one domain of social intel-
ligence—such as the false consensus effect, optimistic bias, and the false unique-
ness effect, to name just a few (for an encompassing list of these “social biases” and 
a critical discussion see Krueger & Funder, 2004).

The heuristics-and-biases program has challenged the premise of the “Olym-
pian model” of economic rationality, according to which individuals are able to 
form accurate probabilistic beliefs about their world by emphasizing that our lim-
ited cognitive machinery is “not built (for whatever reason) to work by the rules 
of probability” (Gould, 1992, p. 469), and that human beings are a species that 
is uniformly probability-blind (Piattelli-Palmarini, 1994). This was the first blow 
dealt to Homo economicus. The second attack was equally devastating, or perhaps 
even more so, because it moved the focus from the limits in our cognitive machin-
ery to the essence of what is human. If people’s preferences are not entirely self-

1. In psychology, the reality of the overconfidence bias is disputed. Several researchers have argued 
that the bias is an artifact of experimenters’ typically nonrepresentative sampling of stimuli (e.g., 
Gigerenzer, Hoffrage, & Kleinbölting, 1991; Juslin, Winman, & Olsson, 2000; see also Dhami, Hertwig, 
& Hoffrage, 2004). One problem with naively comparing the overconfidence research in psychology 
and economics is that quite distinct phenomena have been subsumed under one label. Excessive 
trading on the stock market (for an overview, see Glaser, Nöth, & Weber, 2004), for instance, is likely 
to be quite different in the underlying process and function from miscalibration in one’s general 
knowledge.
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regarding, then the classic economic model simply does not get human behavior—
not (only) because it overestimates people’s computational capabilities but, more 
plainly, because it misconstrues the basics of human nature.2

Perhaps the most famous social game in which Homo economicus’ misconcep-
tion of human behavior was revealed is the ultimatum game (Güth, Schmittberger, 
& Schwarze, 1982). In its simplest form, the ultimatum game involves a single 
round in which one person, the proposer, suggests splitting a fixed pie (say, $100). 
The proposed split represents an ultimatum to the other person, the responder, 
who must accept or reject it. If the proposed distribution is accepted, it will be im-
plemented. A rejection, however, results in a default payment—typically zero—for 
each player. Due to the extreme asymmetry in available actions, the equilibrium 
for this game involves very asymmetric payoffs: If the responder is self-regarding, 
she will accept any positive payoff in excess of the default value, even an offer of 
$1, because it is better than nothing. Knowing this, a self-regarding proposer will 
offer just that, $1. This prediction hinges on the assumption that the responder is 
rational and acts in a self-regarding manner, and that the proposer is convinced 
that the responder is rational and will act in a self-regarding manner. In reality, 
many responders reject low offers in this game, thus punishing themselves (i.e., 
forgoing the share of the pie offered to them) but also punishing the responders 
(i.e., imposing the default payment on them, typically zero). This (anticipated) fact 
induces many proposers to make equal or relatively equal offers, say $50–$50 or 
$45–$55 that will likely be accepted. This convergence toward an equal allocation 
across proposers and responders appears to be robust across a wide variety of 
different cultures (e.g., Henrich et al., 2005; Roth, Prasnikar, Okuno-Fujiwara, & 
Zamir, 1991). Some researchers have interpreted the pervasiveness of egalitarian 
outcomes in this game as a sign that people value and enforce a norm of fairness 
(e.g., Güth & Tietz, 1990; and see Camerer & Fehr, 2006; and see Binmore’s, 2005, 
critique of the established interpretation of the ultimatum game).

Ultimatum game behavior is just one of many behaviors that bewilder Homo 
economicus. A myriad of results observed in social dilemma problems (public 
good, common pool problems), gift-exchange games, prisoner’s dilemma games, 
trust games, and moonlighting games (see Ortmann & Hertwig, 2008) indicate 
that humans are able to demonstrate a baffling array of social behaviors that ap-
pear strangely at odds with game-theoretic predictions, and more generally, with 
the view of humans as exclusively self-regarding utility maximizers.

Part II. Homo Economicus: What to Do With the Misfit?

What to do with a model of rational man who lacks social intelligence, and who 
doesn’t quite get how normal people behave? One reaction—not infrequently dis-
played by economists—is to argue that the contradictory evidence will just not 
generalize from the laboratory to the real world. The arguments for this assertion 
include that in most of the experiments, participants were not paid contingent on 

2. However, even if people had proved to be behaving in an exclusively other-regarding manner, 
they still might not have arrived at the rational solution in numerous social games because these 
games assume cognitive abilities surpassing those of most mere mortals (e.g., backward induction; 
Nagel, 1995).
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their performance (see Hertwig & Ortmann, 2001), or not paid enough to motivate 
them to act in accordance with expected utility theory, laws of probability, and 
self-regarding preferences (e.g., Harrison, 1994). Outside of the laboratory, so the 
reasoning goes, market pressures will largely eliminate those who fail to live up 
to these standards. The University of Chicago economist and Nobel prize laure-
ate George Stigler was a hard-nosed believer in the self-regarding core of human 
nature when “self-interest and ethical values with wide verbal allegiance are in 
conflict. Much of the time, most of the time in fact, the self-interest theory … will 
win” (1981, p. 176). The behavioral economist Camerer (2003) poked fun at this 
position: “If I had a dollar for every time an economist claimed that raising the 
stakes would drive ultimatum behavior toward self-interest, I’d have a private jet 
on standby all day” (p. 60). Indeed, overall, a significant number of “socially devi-
ant behaviors” of real people have survived such attempts to demonstrate their 
feebleness relatively unscathed (see Ortmann & Hertwig, 2008).

Social Preference Models

The second reaction to violations of rational choice theory has been to accept the 
experimental evidence and to modify the theory while retaining the original ex-
pected utility maximization scaffolding. These modifications represent, in Selten’s 
(2001) words, a “repair program” that aims for minimal divergence from Homo 
economicus by inserting emotions, social norms, and forms of social intelligence 
into the utility function. The most prominent of these revamped utility models, 
abandoning the assumption of selfishness as the sole driver of human behavior 
while retaining the rational choice framework, are those of Rabin (1993), Kirch-
steiger (1994), Levine (1998), Fehr and Schmidt (1999), Bolton and Ockenfels (2000), 
Dufwenberg and Kirchsteiger (2004), and Falk and Fischbacher (2006). Fehr and 
Schmidt, for instance, entered the notion of inequality aversion into the utility 
function, and assumed that players, disdaining inequity, will reject low offers once 
the disutility from inequality exceeds the material loss.

How well this and other patching-up of the utility function works is not undis-
puted—there are those who have criticized some of these social preference models as 
still debating what is common knowledge in psychology, for instance, the fact that 
inferred intentions matter to people. Gigerenzer and McElreath (2003) pointed out 
that Fehr and Schmidt’s (1999) and Bolton and Ockenfels’ (2000) models assume 
that intentions of fairness are behaviorally irrelevant, notwithstanding countless 
studies in psychology demonstrating that even very young children can already 
distinguish between bad outcomes that were caused intentionally, unintention-
ally, or because there was no other choice. Indeed, the observation that people 
reject low offers from humans but are more inclined to accept them from comput-
ers flies in the face of the assumption that intentions do not matter (Blount, 1995; 
Sanfey, Rilling, Aronson, Nystrom, & Cohen, 2003). Relatedly, Krueger, Massey, 
and DiDonato (2008) have argued and demonstrated that people, next to their 
self-interest, are driven by concerns for a positive self-image and the reputation 
of being a moral person. Adherence to norms can be used to support the latter 
interests. Because norm adherence is flexible across situations and sometimes only 
second to self-interest, they doubted whether a utility framework could take these 
additional variables into account.
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Aside from the question of whether the repair offered by the social preference 
models works, the general strategy, fixing the rational theory by making as few 
changes as possible, is no new kid on the block. Its roots date back to Daniel Ber-
noulli (1738/1954), and his solution of the St. Petersburg paradox. In this cele-
brated challenge to the expected-value calculus, a theory believed to describe the 
reasoning of the educated homme éclairé, people are not prepared to pay more 
than a few coins for the right to participate in a lottery that offers an infinitely large 
gain. To solve this paradox, Bernoulli retained the core of the expected value the-
ory, but suggested that the pleasure or utility of money does not increase linearly 
with its monetary value, but rather that the increases in utility decline (in modern 
terms, he assumed diminishing marginal utility). Since Bernoulli instigated the 
expected utility framework, many violations of its predictions and axioms have 
been found. In order to explain these “behavioral anomalies,” the repair strategy 
has been habitually called upon. Empirical demonstrations of human behavior 
in conflict with expected utility theory were explained by adding one or more 
psychological variables such as emotions (e.g., disappointment and regret) or ref-
erence points to the expected utility maximization framework. Examples include 
cumulative prospect theory (Tversky & Kahneman, 1992), disappointment theory 
(e.g., Bell, 1985), regret theory (e.g., Loomes & Sugden, 1982), and decision affect 
theory (Mellers, 2000). What these repair theories of risky choice have in common 
with the revamped utility models for social games is that they all retain the as-
sumption that human behavior can or should ultimately be modeled within the 
Bernoullian expected utility framework.3

Fast and Frugal Heuristics

Beyond disbelief and repair work, there has been a third way of responding to em-
pirical evidence conflicting with Homo economicus: step entirely outside the util-
ity maximization framework, and start afresh on the basis of empirically-rooted 
knowledge about what the human mind can actually do. Nobel laureate econo-
mists Herbert Simon and Reinhard Selten have proposed just such a bold new vi-
sion of rationality, namely, in terms of bounded rationality. Intellectually indebted to 
this notion and its emphasis on the match between mind and environment, the re-
search program on fast and frugal heuristics—as put forward in Gigerenzer, Todd, 
and the ABC Research Group (1999), Gigerenzer and Selten (2001), Gigerenzer and 
Engel (2006), and Todd, Gigerenzer, and the ABC Research Group (in press)—has 
advocated a vision of rationality according to which much of human reasoning 
and decision making can be modeled by fast and frugal heuristics.4 Rather than 
championing optimization as the hallmark of human rationality, these heuristics 
obey the bounds of the human mind: They forgo much computation and do not 
calculate quantitative probabilities and utilities. These heuristics repatriate the de-
bate on human rationality by returning us to the reality of the human mind, and 

3. For descriptive models of risky choice that step outside of this framework see, for instance, 
Brandstätter, Gigerenzer, and Hertwig (2006, 2008), and Busemeyer and Townsend (1993).

4. The research program on fast and frugal heuristics has also been inspired by work in psychology, 
first and foremost by Payne, Bettman, and Johnson’s (1993) metaphor of the “adaptive decision 
maker.”
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trying to answer the question, how do humans with little time and knowledge 
really behave?

Several authors have argued that there is no way of determining whether a be-
havioral pattern is, for instance, internally consistent or maximizes utility without 
referring first to something external to this behavior (e.g., Sen, 1993; Gigerenzer, 
1996). Two key external factors are the ecological structures of the environment in 
which heuristics are employed and the social context of choice such as people’s 
social objectives, values and motivations. The entailed meaning of rationality is 
thus no longer logical or syntactical but ecological: A heuristic is not per se rational 
or irrational; rather, its rationality depends on the match between the architecture 
of the tool and the structure of the environment in which it is employed. That is, 
the conjecture is not that fast and frugal heuristics are unconditionally successful. 
Rather, their performance depends on whether, to borrow a notion from Brunswik 
(1957), environment and cognition have learned to come to terms with each other 
by mutual adaptation (without implying that all or even the majority of heuristics 
represent evolutionary adaptations), and whether, to borrow Sperber’s (1994) dis-
tinction, the heuristic’s actual domain possesses the key informational structures 
of its proper domain. Moreover, rationality is no longer measured exclusively in 
terms of criteria of consistency (e.g., coherence, transitivity, and accordance with 
rules of probability) but first and foremost in terms of correspondence criteria 
(such as speed, frugality, and accuracy; Hammond, 1996).

Norms of Social Rationality:  
Content- and Context-dependent

Before we turn to the key concepts of the research program on fast and frugal heu-
ristics in the next section, let us briefly review some of the common and distinct 
features of the two research programs on heuristics in psychology. The heuristics-
and-biases and the fast-and-frugal-heuristics programs share the premise that the 
rational-choice framework rests on impracticable assumptions about what real 
people can do. They also agree, in contrast with the social preference models, in 
not engaging in repair work (with Kahneman & Tversky’s, 1979, prospect theory 
being a notable exception). Rather, they model the mental tools that the boundedly 
rational mind recruits in the same terms, simple heuristics. But when it comes to 
the rationality of these simple heuristics, the two research programs take drasti-
cally different views. Specifically, the fast-and-frugal-heuristics program defies a 
core premise of both the heuristics-and-biases program and the repair tradition. 
Despite all differences, these latter two espouse formal principles of logic, prob-
ability theory, and rational choice theory as the a-priori, content- and context-inde-
pendent yardsticks of rationality. The fast-and-frugal-heuristics program does not 
accept the semi-divine status of these standards but asks, when violations occur, 
what other reasonable concerns may be at play (of course, not excluding the pos-
sibility that the observed behavior may indeed be dysfunctional; see, for instance, 
the aforementioned distinction between a heuristic’s proper and actual domain, 
Sperber, 1994)?

The research programs’ different stances regarding norms of rationality has im-
mediate implications. The less than Olympian human mind is not the only reason 
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why people’s judgments can deviate from the answer that is deemed correct. Even 
if a problem we face requires merely modest computations, we may seemingly go 
astray. For illustration, let us return to the simplest law of probability (Tversky & 
Kahneman, 1983, p. 294), the conjunction rule. The most famous task designed to 
study whether people obey this rule is the Linda task. Respondents read a brief 
personality sketch of a person, Linda. The sketch describes her as an educated, 
outspoken, social activist. Based on this information, respondents are then asked 
to rank statements about Linda according to their probability. The crucial ones are 
“Linda is a bank teller” (T) and “Linda is a bank teller and is active in the feminist 
movement” (T&F). In conflict with the conjunction rule, in numerous studies most 
people ranked Linda to be more likely a bank teller and active in the feminist 
movement than a bank teller (e.g., Tversky & Kahneman, 1983). The suggested 
explanation was that people judge representativeness rather than probability. In-
deed, Linda resembles a prototypical feminist bank teller more than she resembles 
a prototypical bank teller.

Why do people resort to the representativeness heuristic in the Linda problem? 
Obviously the reason is not that ranking a few statements according to their prob-
ability brings our cognitive machinery to the brink of mental exhaustion. The heu-
ristics-and-biases program, building on the recently espoused distinction between 
two reasoning systems (Kahneman, 2003), argues that the slow reasoning system 
(System 2) fails to notice and correct the representativeness assessment produced 
by the fast and automatically operating intuitive system (System 1). Of course, this 
begs the question of why the reasoning’s system fails to detect the “attribute substi-
tution” (probability by representativeness). Because of Inhelder and Piaget (1964), 
we know that the conjunction rule (or its equivalent, class inclusion) is part of the 
cognitive repertoire of concrete-operational children as young as eight years. Why 
does the reasoning system not tap into this repertoire? Is it because the reasoning 
system’s (System 2) ways are effortful and serial, and thus very quickly hampered 
by our cognitive limits? If so, then even for computationally undemanding tasks 
such as the conjunction problem, the ultimate explanation for violations would be 
the limits in our cognitive capacities.

There is, however, a very different path to understanding violations in the Linda 
problem. It begins with the question: Should we uncritically accept the content-
blind conjunction rule as the embodiment of sound reasoning in the Linda task? 
In doing so, sound reasoning would be reduced to mechanically applying the rule, 
and nothing else. One need not even read the description of Linda. All that counts 
are the terms probability and and, each of which—from the point of view of the 
conjunction rule—has one and only one meaning: mathematical probability and 
the logical operator ∧, respectively. The Linda problem, however, is presented in 
natural language terms. Therefore, it comes with the semantic and pragmatic am-
biguity of natural language. In the eyes of the linguist Sweetser (1990),

... it is a mistake to analyze natural-language words like and as being identical to 
entities of the man-made logical terminology which so clearly derives from natu-
ral language (rather than the other way around) and so clearly has needs and 
purposes distinct from those of natural language. (p. 92)

In natural language, terms such as and and probability often have multiple mean-
ings and meanings that are different from mathematical probability and the logi-
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cal and. If, in addition, conversational maxims (Grice, 1989) employed to disam-
biguate lexical and pragmatic ambiguities suggest that probability does not mean 
mathematical probability and and does not mean the logical operator, then violations 
of the conjunctions would be a reflection of sound and intelligent semantic and 
pragmatic inferences (see Hertwig, Benz, & Krauss, 2008; Hertwig & Gigerenzer, 
1999; but see also Mellers, Hertwig, & Kahneman, 2001; Sides, Osherson, Bonini, & 
Viale, 2002). On this view, the conjunction fallacy, and possibly several other cog-
nitive illusions (Hilton, 1995) are not due to cognitive limits. They stem from the 
imposition of normative rules that ignore the uncertainties inherent in language 
such as polysemy and pragmatic ambiguity. They also follow from a neglect of 
the content- and context-specific maxims of conversations—embodiment of social 
rationality—indispensible in helping speakers and hearers to navigate the twilight 
of linguistic ambiguity.

Part III: Bounded Rationality  
and Ecological Rationality

People have to solve important and complex problems—such as deciding whether 
and whom to marry—under conditions of limited time, knowledge, and compu-
tational capacity. Consider Charles Darwin’s way of making this decision. He me-
thodically listed the pros and cons of marriage (e.g., constant companion, ... who 
will feel interested in one, object to be beloved and played with—better than a 
dog anyhow) and bachelorhood (e.g., not forced to visit relatives, and to bend in 
every trifle) before deciding to marry (Darwin, 1887/1969, pp. 232-233). Despite 
his readiness to take such a systematic approach to deciding his love life, Darwin 
could hardly have made this decision according to the classical models of rational 
choice. As Herbert Simon (1978), in his Nobel Memorial Lecture, stressed:

The classical model calls for knowledge of all the alternatives that are open to 
choice. It calls for complete knowledge of, or ability to compute, the consequences 
that will follow on each of the alternatives. It calls for certainty in the decision-
maker’s present and future evaluation of these consequences. It calls for the ability 
to compare consequences, no matter how diverse and heterogeneous, in terms of 
some consistent measure of utility. (p. 353)

Suppose Darwin had attempted to make his decision in the spirit of the rational 
choice model. While he searched all alternatives open to choice (marrying or not 
marrying; if marrying, whom to marry), listing each of the infinite conceivable 
current and future consequences of each alternative, assigning probabilities to 
each, gauging his current and anticipating his future evaluation of these conse-
quence (e.g., how important is constant companionship to be now and in the fu-
ture), and pondering whether the benefits of further search (mates or information 
about mates) surpass the costs, the prospective wives would all most likely have 
found somebody else, had children, and died.

What Darwin’s dilemma illustrates is that life’s important problems cannot nec-
essarily be solved by optimization because the space of possibilities that must be 
taken into account is often unlimited. Second, even when this space is limited and 
knowledge is complete, optimization is often impossible to achieve in any real sys-
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tem owing to the computational demands it poses. Even in the well-defined prob-
lem space of chess, calculating the optimal solution proves computationally intrac-
table (or NP-hard; Fraenkel & Lichtenstein, 1981). Third, in many social contexts, 
specifically, in relationships in which loyalty, dependability, and trust matter, the 
idea of choosing the alternative with the best-anticipated consequences can violate 
people’s moral sense (Tetlock, 2003). When a man (or woman) proceeds rationally 
by empirically investigating all potential partners, the possible consequences of 
living with them, and the probabilities and utilities of each consequence, he (or 
she) risks moral outrage from those being scrutinized. To conclude, for several 
important reasons—and not just because of the limitations of our cognitive ma-
chinery—optimization is typically beyond our reach.

Satisficing

Simon proposed that, because of the above reasons and constraints, human deci-
sion-making in the real world exhibits “bounded rationality;” in particular, hu-
mans “must use approximate methods to handle most tasks” (Simon, 1990b, p. 
6). What are these approximate methods? Their key feature is limited information 
search. Search for information can refer to search either in memory or in exter-
nal stores of knowledge such as other people, libraries, and the Internet. Restrict-
ing search requires some kind of stopping rule. Simon introduced stopping rules 
through the concept of aspiration levels and satisficing (e.g., Simon, 1957; see Lewin, 
Dembo, Festinger, & Sears, 1944 for an early conceptualization of aspiration lev-
els). Satisficing is a strategy for making a choice from a set of alternatives encoun-
tered sequentially when one does not know much about the possibilities that still 
lie ahead. An alternative is acceptable if there exists a set of criteria that describes 
minimally satisfactory alternatives, and if the alternative in question meets or ex-
ceeds all these criteria. The term satisficing is a blend of satisfying and sufficing, 
denoting that such strategies generally yield results that are sufficiently good to 
be satisfied with.

The difference between optimizing and satisficing can be described as such: Op-
timizing is searching through a haystack to find the sharpest needle in it. In con-
trast, satisficing is searching the haystack to find a needle that is sharp enough to 
sew with (March & Simon, 1958/1993). Or take the suitor, Darwin, again. Once he 
decided he was willing to tie the knot, there would be no optimal way of deciding 
when to stop looking for prospective marriage partners.5 Satisficing offers a solu-
tion to this dilemma. It takes the shortcut of predetermining an (adjustable) aspira-
tion level and ending the search for candidates as soon as one is encountered that 
exceeds this level (Simon, 1956, 1990b). By the way, Darwin’s mate search appears 
to have been quite constrained. He married Emma Wedgewood, his cousin, with 
whom he had ten children.

5. One algorithm that is often mentioned in this selection context is the 37% rule (e.g., Mosteller, 
1987). According to this rule, Darwin should look at the first 37% women (of any population of 
candidates he faces), letting each one pass, but remembering the highest mate value from that set. 
From the remaining set, he then should select the first woman with a mate value greater than the 
previously highest value. This rule finds the highest value more often than any other algorithm, and 
in this sense, is the optimal solution to the problem. Yet, the rule is not really applicable to human 
mate choice; for instance, it assumes one-sided rather than mutual search (Todd & Miller, 1999).
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Originally, Simon proposed the notion of satisficing in the context of the behav-
ior of firms (March & Simon, 1958/1993; Simon 1945/1997). To date, satisficing 
strategies have been invoked across myriad domains ranging from the mundane 
activity of shopping in a supermarket with a zillion alternatives to the behavior 
of firefighters or emergency rescue teams who make high-stakes decisions under 
conditions of uncertainty and severe time constraints. Rather than identifying the 
complete set of alternative courses of action, contrasting them in a process of com-
parative evaluation, they seem to pick one possible action in their race against the 
clock. They run through it in a mental simulation. If it works “well enough”—
that is, if the outcomes reach a predetermined goal or exceed a predetermined 
aspiration level for success—they implement it without considering other options 
(Klein, 1998).

Fast and Frugal Heuristics  
and Their Ecological Rationality6

Satisficing strategies have typically been invoked in the sequential search through 
options (e.g., apartments, cars, computers, courses of action, mates) that unfolds 
across time. In contrast, fast and frugal heuristics have typically been proposed to 
model the cognitive processes underlying choices between simultaneously avail-
able options. In this context, search does not refer to a hunt for options, but to 
a hunt for information—in the form of cues, features, consequences, etc.—about 
the present options. For illustration, consider a voter who searches in memory for 
reasons to vote for one of two candidates in an election, say, the Democratic or 
Republican primaries in the U.S. in 2008. Let us assume that the concern of our 
voter, John Doe, is to predict who will be the better (i.e., more electable) candidate 
to go up against the other party’s candidate in the general election. For example, 
should John Doe “bet” on, say, John McCain or Mike Huckabee (if Doe votes in 
the Republican primaries), or should he bet on, say, Hilary Clinton or Dennis Ku-
cinich (if he votes in the Democratic primaries). Put differently, the voter’s task is 
to predict which alternative, a or b, has the higher value on a quantitative criterion 
(here, number of popular votes in the general election), where a and b are elements 
of a set of N alternatives (which can be actions, objects, events, people). This pre-
diction can be based on M binary cues (1, 2, …, i, …, M), where the cue values 1 
and 0 indicate higher and lower values on the criterion. To predict which of the 
two candidates will get more votes, John can search for information about, for 
example: Who has the higher approval ratings among independent voters? Who 
has the more competitive position on important issues such as the economy, health 
care and war? But what kind of information will he search for?

The Recognition Heuristic. Perhaps the simplest hypothesis about how John Doe 
searches for cues and, on their basis, derives a prediction is the recognition heuris-

6. Let us emphasize that we cannot do justice to the many experimental, simulation, and analytical 
results that have been gathered in the past years. Rather than systematically reviewing this body of 
work, we focus on the underlying ideas, give illustrative examples, and provide numerous references 
(for comprehensive overviews, see Gigerenzer et al., 1999; Gigerenzer & Engel, 2006; Gigerenzer & 
Selten, 2001; Hertwig & Hoffrage, in press; and Todd et al., in press).
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tic (Goldstein & Gigerenzer, 2002). For two-alternative prediction tasks it can be 
stated as follows:

If one of two objects is recognized and the other is not, then infer that the recog-
nized object has the higher value with respect to the criterion.

According to this heuristic, if John had not even heard of one of the two candi-
dates (say, Kucinich) but had heard of the other (Clinton), he would infer that the 
recognized candidate is the more competitive one (and guess, if he had heard of 
neither). Such recognition knowledge (i.e., knowledge of the previously experi-
enced or believed to be previously experienced) is cognitively inexpensive. During 
retrieval of a memory record, it arrives automatically and instantaneously on the 
mental stage, thus ready to enter inferential processes when other knowledge still 
awaits retrieval (Pachur & Hertwig, 2006). The recognition heuristic is assumed 
to be a noncompensatory strategy; that is, as long as one object is recognized and 
the other is not, search is terminated and no other probabilistic knowledge will be 
retrieved.7

The recognition heuristic works by turning partial ignorance into predictive suc-
cess. Had John heard of both Kucinich and Clinton, he would not have been able 
to use the recognition heuristic. For the heuristic to be successful, a person’s igno-
rance needs to be systematic rather than random, thus yielding a correlation—in 
either direction—between recognition and the criterion (for simplicity, the above 
formulation of the heuristic assumes a positive correlation). Such substantial cor-
relations exist in competitive situations, including the excellence of colleges (e.g., 
Hertwig & Todd, 2003), the quality of athletes (e.g., Pachur & Biele, 2007; Serwe 
& Frings, 2006), and the size of cities (e.g., Goldstein & Gigerenzer, 2002; Hertwig, 
Herzog, Schooler, & Reimer, 2008).

How can one learn the association between recognition and a criterion when 
the criterion is not accessible, for instance, because it lies in the future? Goldstein 
and Gigerenzer (2002) proposed that there are mediators in the environment that 
both reflect (but do not reveal) the criterion and are accessible to decision makers’ 
senses. For example, one may have no direct information about the electability of a 
politician. However, her competitiveness may be reflected by how often her name 
is mentioned in the newspaper (ecological correlation). Because the newspaper is 
accessible, it can operate as a mediator. The frequency of mention, in turn, is cor-
related with how likely someone is to recognize the politician’s name (surrogate 
correlation). In other words, the more often the name occurs in the newspaper, the 
more likely it is that a person will recognize the name. Finally, how well a proxy 
a person’s recognition knowledge reflects the criterion is captured in the recogni-
tion validity α, which is the proportion of times a recognized object has a higher 
criterion value than an unrecognized object in a reference class, such as politicians 
competing in an election:

α = R/(R+W),

7. The assumption that recognition is used in a noncompensatory way has been vigorously debated 
(e.g., Bröder & Eichler, 2006; Newell & Fernandez, 2006; Oppenheimer, 2003; Pohl, 2006; Richter & 
Späth, 2006; but see also Pachur & Hertwig, 2006, and Pachur, Bröder, & Marewski, 2008).
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where R is the number of correct (right) inferences the recognition heuristic would 
achieve, computed across all pairs in which one object is recognized, and the other 
is not, and W is the number of incorrect (wrong) inferences.

The recognition heuristic exploits this chain of correlation between the criterion, 
the mediator, and the mind. It empowers John Doe to make inferences about a can-
didate’s chance of winning the election, depending on as little as name recognition 
(or lack thereof). How good are such inferences? Scheibehenne and Bröder (2007), 
for instance, analyzed the extent to which the outcomes of matches in the 2005 
Wimbledon Gentlemen’s Singles tennis competition could be predicted by mere 
player name recognition. Amateur tennis players and laypeople indicated play-
ers’ names they recognized, and predicted match outcomes. Predictions based on 
recognition rankings aggregated over all participants correctly predicted 70% of 
all matches. These recognition predictions were equal to or better than predictions 
based on official ATP rankings and the seedings provided by Wimbledon experts; 
only online betting odds led to more accurate forecasts. Beyond sports and poli-
tics, consumer decision-making is very likely influenced by name recognition—at 
least, judging from the many billions of dollars that companies invest to shape our 
recognition knowledge (e.g., Goldstein, 2007; Hoyer & Brown, 1990; see Pachur, 
Todd, Gigerenzer, Schooler, & Goldstein, in press, for a general review of studies 
of the recognition heuristic).

The Fluency Heuristic. Heuristics are by nature not all-purpose inferential tools. 
John Doe, for instance, would not be able to take advantage of the recognition 
heuristic if he recognized the names of the two remaining candidates in the pri-
maries. What else could he do? There are a number of alternatives, ranging from 
strategies that invest very little cognitive effort to strategies that aim to retrieve ad-
ditional knowledge. Another very frugal heuristic is the fluency heuristic (Schooler 
& Hertwig, 2005; Hertwig, Herzog, et al., 2008). Like the recognition heuristic, 
it operates on the basis of mnemonic information that is relatively effortlessly at 
hand, namely, retrieval fluency of the memory records from long-term memory. 
More specifically:

If two objects, a and b, are recognized, and one of two objects is more fluently 
retrieved then infer that this object has the higher value with respect to the crite-
rion.8

Like the recognition heuristic, the fluency heuristic is useful whenever there is 
a substantial correlation—in either direction—between a criterion and recogni-
tion, and by extension, retrieval fluency of the recognized names. Like recognition 
proper, retrieval fluency can carry ecologically valid information about quantita-
tive dimensions in the world (see the ecological analyses conducted in Hertwig, 
Herzog, et al., 2008). For illustration, in the Republican primaries in 2008, John 
Doe may have recognized the name John McCain much more swiftly than the 
name Mike Huckabee, thus judging the former to be more electable in the U.S. 

8. Hertwig, Herzog et al. (2008) operationalized retrieval fluency in terms of latency of recognition. 
The larger the differences in fluency between two options, the better people detect them and the more 
they rely on them.
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general election. This difference in fluency would reflect tangible differences in ac-
tual environmental frequencies, as suggested by the ACT-R framework (Schooler 
& Hertwig, 2005). For instance, for the period, starting January 1, 2000 until March 
2008, the name “John McCain” appeared a total of 5,993 times in the archives of 
the New York Times (a mediator), whereas “Mike Huckabee” appeared merely 650 
times. As Hertwig et al. demonstrated, such differences in environmental expo-
sure can encapsulate predictive power, and the fluency heuristic is a simple mental 
tool that exploits it.

The Take-The-Best Heuristic. Still another hypothesis of how people make infer-
ences when they recognize both objects is the take-the-best heuristic (Gigerenzer 
& Goldstein, 1996). Like the recognition and fluency heuristics, it embodies one-
reason decision-making insofar as it rests its decision on just one probabilistic cue; 
unlike in the case of the other two heuristics, this deciding cue, however, can be 
different across inferences. Take-the-best uses a measure of cue goodness, called 
validity, to order cues and consists of three building blocks: a search rule, a stop-
ping rule, and a decision rule. The heuristic proceeds as follows:

Search rule. Search through cues in order of their validity. Look up the cue values 
of the cue with the highest validity first.
Stopping rule. If one object has a positive cue value (1) and the other does not (0 or 
unknown), then stop search and proceed to the next step. Otherwise exclude this 
cue and search the next cue. If no more cues are found, guess.
One-reason decision-making. Predict that the object with the positive cue value (1) 
has the higher value on the criterion.

The validity of a cue i is defined as vi = Ri/Pi, where Ri equals the number of correct 
predictions by cue i, and Pi equals the number of pairs where the value of the cue i 
differ between objects.9  In John Doe’s’ task of predicting the more electable candi-
date, for example, he would start by looking up the most valid cue for predicting 
the candidates’ number of popular votes in the general election, and see whether 
the two candidates differ with respect to that cue. This cue could be, “who has the 
higher approval ratings among independent voters?” (see Hoffrage, Hertwig, & 
Gigerenzer, 2000, for a version of the take-the-best heuristic employing continuous 
cues). If indeed candidates differed on this cue, John would stop searching and 
choose accordingly; if not, he would look up the next valid cue and go through 
the same process until he could make a prediction or eventually would guess. 
Take-the-best enables frugality by basing a decision on the first discriminating cue 
rather than looking up all the available cues, and it renders fast decisions possible 
by avoiding integration of information. Note that for the take-the-best heuristic to 
be used it does not need accurate validities—any order will do. But to make ac-
curate inferences, a good cue ordering is necessary. Cue validities, however, do not 

9. Validity does not guarantee the “best” ordering of cues; it ignores dependencies between 
cues, and despite (or because of) this produces reasonably robust orders. Given that the problem of 
ordering cues is computationally intractable, however, it would be unrealistic to assume that minds 
search for the best order. Fortunately, even if people do not manage to order cues exactly according to 
their validities but deviate slightly from that, performance does not suffer dramatically (Martignon & 
Hoffrage, 2002).
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need to be learned individually.10 Validities based on cue validities or other criteria 
can also be acquired through evolutionary learning or social learning (Gigerenzer, 
Hoffrage, & Goldstein, 2008)—an issue to which we return below.

Information search in the real world comes at a cost (e.g., time, opportunity 
costs). Previous research on adaptive decision-making emphasizes that ignoring 
information, as take-the-best does, is necessary because of such costs, producing 
an accuracy-effort trade-off (Payne et al., 1993). This, however, is only half of the 
story. The other part is that even if the information came at no cost in an uncertain 
world, cognitive processes should still ignore a portion of it because less effort 
need not entail less accuracy. On the contrary, simple strategies can often be more 
accurate than complex strategies (e.g., Dawes, 1979). For instance, the take-the-
best heuristic proved to be not only more frugal but also more accurate than mul-
tiple regression in prediction. Czerlinski, Gigerenzer, and Goldstein (1999; see also 
Gigerenzer & Goldstein, 1996; Martignon & Hoffrage, 2002) used 20 real-world 
datasets from a range of domains, including biology, economics, and sociology, 
to test take-the-best’s accuracy, relative to tallying and multiple regression. The 
datasets were repeatedly split in two random halves and the parameters of each 
model (weights, validities, directions of the cues) were estimated on one half of 
the dataset. The parameter estimates were then used to predict for each strategy 
the paired comparisons on the other half of the dataset for each repetition. With 
68% accuracy, regression was outperformed by take-the-best (71%). In a related 
analysis, Gigerenzer and Brighton (2009) showed that take-the-best is often more 
accurate and frugal than complex algorithms developed in cognitive science and 
machine learning (e.g., neural networks, exemplar models, and decision tree in-
duction algorithms). In many real-word situations, the intuitively compelling 
trade-off between accuracy and effort disappears, and cognition—to the extent 
it can be described in terms of fast and frugal heuristics—appears to have been 
evolved to take advantage of this fact.

Fast and frugal heuristics have been proposed across a wide range of tasks such 
as estimation (Hertwig, Hoffrage, & Martignon, 1999), classification (Berretty, 
Todd, & Martignon, 1999), preferential choice (Brandstätter et al., 2006, 2008), and 
resource allocation (Hertwig, Davis, & Sulloway, 2002). In addition, fast and frugal 
heuristics have been suggested and analyzed in a range of applied contexts such as 
legal decision-making (Dhami, 2003), geographic profiling (Snook, Taylor, & Ben-
nel, 2004; Snook, Zito, Bennell, & Taylor, 2005), medical decision-making (Fischer 
et al., 2002), and dietary decision-making (Scheibehenne, Miesler, & Todd, 2007). 
Moreover, numerous studies have investigated the extent to which models of fast 
and frugal heuristics accurately describe people’s choices and decisions, and the 
underlying cognitive processes (for reviews of some portions of these studies, see 
Bröder, in press; Gigerenzer, Dieckmann, & Gaissmaier, in press; Pachur, Todd, et 
al., in press).

10. But even individual learning need not be prohibitively complex. Katsikopoulos, Schooler, and 
Hertwig (2009) demonstrated that the take-the-best heuristic can reach competitively high accuracy, 
relative to other models of inference, based on minute learning sets (i.e., very few objects from which 
directionality of cues and cue order are abstracted).
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Fast and Frugal Heuristics: Why Do They Work?

Accurately solving complex real-world problems demands ostensibly complex 
computations and, by extension, extensive cognitive resources. This link is explic-
itly or implicitly assumed in many theories of cognitive processes and visions of 
rationality (see Hertwig & Todd, 2003). The surprising accuracy of fast and frugal 
heuristics, relative to more complex models of choice and decision making, poses 
a challenge to the conviction that a complex world requires complex means to 
deal with it successfully. But what is the key to the heuristics’ success? There is no 
single attribute that explains their success; rather it stems from a number of prop-
erties that in combination give rise to their success. In what follows, we briefly 
review these properties (in doing so, we draw on Gigerenzer, 2004).

Exploitation of Evolved Capacities. Heuristics can be exploitation devices, taking 
advantage of evolved cognitive capacities of the human mind. Those capacities, in 
turn, can be complex. Consider, for instance, the recognition and the fluency heu-
ristics. Both use the mind’s capacity for recognition (faces, voices, or names) and 
for ecologically smart forgetting (Schooler & Hertwig, 2005). The latter describes 
the fact that human memory uses the recency, frequency, and spacing with which 
information has been needed in the past to estimate how likely that information is 
to be needed now. Because processing unneeded information is cognitively costly, 
a memory system able to set aside little needed information by forgetting is better 
off (Anderson & Lebiere, 1998). Systematic (rather than random) forgetting in turn 
fosters the use of the recognition heuristic because it needs partial ignorance. If a 
person recognizes too few or too many objects, recognition will be uninformative 
because it will rarely discriminate between objects. Relatedly, the fluency heuristic 
feeds on retrieval speed and can do so more easily if there are large detectable dif-
ferences in fluency between objects (Hertwig, Herzog et al., 2008). Schooler and 
Hertwig (2005) showed that forgetting makes recognition more informative and 
keeps restoring differences in retrieval speed, thus boosting the performance of the 
recognition and fluency heuristics, respectively.

Take-the-best and satisficing strategies take advantage of recall memory, includ-
ing the ability to retrieve cues and cue values when making inferences, and past 
experiences when determining aspiration levels. The simple tit-for-tat strategy 
(Rapoport & Chammah, 1965) rests on the evolved capacity for reciprocal altru-
ism, enabling the social exchange of favors and goods among unrelated conspecif-
ics (Trivers, 1971). Reciprocal altruism in turn requires a suite of cognitive abilities 
including the ability to detect and punish cheaters, and recall reputation (Stevens 
& Hauser, 2004). Clearly, without exploiting evolved capacities heuristics could 
not get away with their simplicity. However, they are not simply free riders. Heu-
ristics enable the evolved capacities to be applied to domains other than those in 
which they evolved (Sperber, 1994). In this sense, heuristics can be seen as one 
mechanism that renders exaptations possible, thus giving rise to the unrivaled 
flexibility of the human mind (Gould & Vrba, 1982).

Problem-Specificity. Cognitive faculties such as deductive reasoning, memory and 
numerical abilities are assumed to treat any content identically, that is, in a domain-
general way. Numbers are numbers, no matter what their referents are. Heuristics, 
in contrast, are not domain-general—they solve particular problems. Mate choice 
strategies feed on different contents (e.g., cues indicative of mates’ attractiveness 



678	H ERTWIG AND HERZOG

such as symmetry, hip-to-waist ratio, monetary resources, character; for a review 
see e.g., Miller & Todd, 1998) than, say, food choice strategies (using cues indica-
tive of the nutritional values, taste and safety of food; e.g., Scheibehenne et al., 
2007). Although the way to a man’s heart is said to be through his stomach, the at-
tractiveness of food and of mates are not the same thing. The existence of content-
specific heuristics points to an intricate division of mental labor, and suggests a 
modular organization of the human mind (adaptive tool box; Gigerenzer & Todd, 
1999; Todd, Hertwig, & Hoffrage, 2005). The fact that heuristics are not general-
purpose tools, however, does not mean that each heuristic needs to be invented 
from scratch, nor that they lack any family resemblance across domains. One way 
to think about the construction of heuristics is that a few building blocks sampled 
from a limited set of building blocks—including aspiration levels, ordered search, 
one-reason stopping rule, emotions, and social norms—are combined, yielding 
new heuristics to deal with novel tasks. This explains why similarly constructed 
heuristics such as the take-the-best heuristic and the priority heuristic can account 
for dissimilar tasks (here inferences and preferences; Brandstätter et al., 2006; Gig-
erenzer & Goldstein, 1996).

Ecological Rationality. The fact that heuristics are domain-specific and problem-
specific means that their rationality is not logical (domain-general) but ecological. 
As pointed out earlier, this is one of the key differences between the fast and frugal 
heuristics, and the heuristics proposed within the heuristics-and-biases research 
program. Fast and frugal heuristics can be highly adapted to the structures of one 
environment, and be mismatched to the structures of other environments. Con-
sequently, they exhibit ecological rationality in one domain but not in others. For 
illustration, consider the recognition and fluency heuristics. They perform well in 
environments in which there is a strong correlation between recognition and the 
target criterion. Yet, there are environments in which recognition is intentionally 
manipulated thus reducing its ecological validity. For instance, the political candi-
date who raises most money and spends it on ads need not be the most qualified 
one, nor need the most advertised product be the best one (Goldstein, 2007).

From an ecological rationality perspective it is straightforward to study the ad-
aptation of mental strategies to real-world environments (rather than to compare 
strategies to domain-general norms), and to measure their performance against a 
criterion that exists in the environment (see Hammond, 1996, for the distinction 
between internal coherence vs. external correspondence criteria). Ecological ratio-
nality has been one of the important properties of boundedly rational cognition. 
Simon (1990b) used the analogy of a pair of scissors to emphasize how cognition 
and environment work in tandem: “Human rational behavior . . . is shaped by a 
scissors whose blades are the structure of task environments and the computation-
al capabilities of the actor” (p. 7). Just as by only looking at a single blade one can-
not fathom how scissors cut, one cannot fully understand how the human mind 
works by only looking at the heuristic and ignoring its informational ecology.

The study of ecological rationality analyzes which heuristics match with which 
environmental structures. Its tools are mathematical analysis and computer simu-
lation, and its goal is to describe the statistical or informational properties of the 
environment in which a given heuristic performs well or fails. The take-the-best 
heuristic, for instance, will perform well in any environment in which the weights 
of the cues (corresponding to the order of the cues in take-the-best) decrease ex-
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ponentially, such as 1/2, 1/4, 1/8 and so on. In such a noncompensatory informa-
tion environment, no linear model, including multiple regression, can outperform 
take-the-best. One can easily comprehend this rule: The sum of all cue weights to 
the right of a cue can never be larger than this cue’s weight. Yet if the distribution 
of cue validities is equal rather than skewed, a unit-weight model is more accu-
rate than take-the-best (Martignon & Hoffrage, 2002). Hogarth and Karelaia (2006) 
conducted another ecological analysis by exhaustively analyzing pair-comparison 
tasks with 3-5 dichotomous cues and a criterion value that is a linear function 
of the cue values (plus an error term). They categorized environments according 
to their relationships between cue weights and were able to distinguish those in 
which take-the-best outperformed a unit-weight model (Dawes, 1979), and those 
in which the unit-weight model performed better (see also Hogarth & Karelaia, 
2007).

Robustness. Humans and other animals need to predict the future rather than 
merely postdict the past. To do this successfully, the organisms need to use strate-
gies that, above all, successfully predict the future, but do not necessarily best 
explain the past (Gigerenzer, 2008). Strategies that best explain the past are often 
not those that best predict the future. Robustness is the ability of a strategy to 
extract relevant information from the past, and to disregard irrelevant information, 
which will not generalize to the future. Fitting, in contrast, refers to the ability to 
explain or describe the past (i.e., data that are already known). An excellent fit can 
be indicative of overfitting; that is, lack of robustness (Mitchell, 1997; Myung, 2000; 
Roberts & Pashler, 2000). A strategy is said to overfit relative to another strategy if 
it is more accurate in fitting known data (hindsight) but less accurate in predict-
ing new data (foresight). One can intuitively understand overfitting from the fact 
that patterns in past experience can be divided into two: one part that is relevant 
for the future; and another that is irrelevant and thus represents noise. Everything 
else being equal, the more difficult a criterion is to predict (that is, the higher its 
uncertainty), the more noise exists in past information and needs to be ignored. An 
adaptive cognitive system that operates in an uncertain world thus needs to ignore 
part of the information. Robustness can be enhanced by ignoring information and 
by evolved capacities such as forgetting. The art is to ignore the right information. 
Heuristics embodying simplicity such as one-reason decision-making have a good 
chance of focusing on the information that generalizes because they are—due to 
their simplicity—more “immune” to noise. They are less likely to be “fooled by 
randomness,” seeing “faces in the clouds” where there is in fact no pattern. Com-
plex strategies, in contrast, are more prone to overfitting due to their greater flex-
ibility in fitting data, and by extension, noise.

Let us sum up our discussion so far. The research program on fast and frugal 
heuristics further develops Simon’s (1956, 1990b) notion of bounded rationality by 
stressing the ecological intelligence of heuristics. It has proposed models of heuris-
tics across a wide range of tasks and domains. A model of a heuristic encompasses 
search, stopping and decision rules and aims to describe the actual process—not 
merely the outcome—of decision making. By taking advantage of evolved cogni-
tive capacities, the heuristics can afford to be computationally simple and informa-
tionally frugal. By taking advantage of environmental structures, they can achieve 
as high or even higher accuracy than much more complex models. Due to their 
simplicity and frugality they are less likely to fall prey to the risk of overfitting, 
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relative to complex models. With the framework of fast and frugal heuristics in 
place, we can now show by means of examples how it can be extended to encom-
pass social rationality.

Part IV. Social Rationality: Social  
Heuristics That Make Us Smart

No other animal’s toolbox of cognitive strategies includes as many social heuris-
tics as that of humans. Social heuristics have a wide realm of applications and are 
used, as proposed by Hertwig & Hoffrage (in press), in two broad domains: social 
games and games against nature. Social games refer to situations involving social 
exchanges, in which other people create the most important aspects of an agent’s 
reactive environment (Byrne & Whiten, 1988, p. 5). Social heuristics can enable 
the protagonists in these interactions to make adaptive decisions regarding, for 
instance, the allocation of tangible and intangible resources, the choice of allies 
and mates, and the deduction of others’ intentions—to name but a few of those 
decisions involving others. Games against nature refer to situations in which one 
person needs to predict, infer or outwit nature in order to achieve her ends (e.g., 
predicting the weather to inform the decision when to sow). The person’s outcome 
is determined jointly by her decision(s) and by the state of nature. A person can 
engage in games against nature using purely nonsocial information, but can also 
call upon social information (e.g., what most other people are doing or what the 
most successful people are doing), thus possibly fostering performance.

We argue that people’s decision-making in games against nature and social 
games can be modeled in terms of fast and frugal heuristics. In doing so, we sug-
gest that the cognitive processes constituting humans’ social intelligence are not 
necessarily qualitatively different from the processes underlying nonsocial intel-
ligence. This thesis conflicts with a frequently made claim according to which so-
cial environments are qualitatively different, that is, more complex, than nonsocial 
worlds. Because of the social world’s higher order of complexity, so the argument 
continues, social and nonsocial intelligence must be distinct. Specifically, the social 
world has been characterized as more complex, unpredictable, or challenging than 
nonsocial ones (e.g., Byrne & Whiten, 1988), and the key objects of the social world, 
people, have been described as unavoidably complex as targets of cognition (Fiske 
& Taylor, 1984, p. 18). Humphrey (1976/1988, p. 19; Sterelny, 2003), for instance, 
argued that social systems have given rise to “calculating beings,” who “must be 
able to calculate the consequences of their own behaviour, to calculate the likely 
behaviour of others, to calculate the balance of advantage and loss.” He concluded 
that “here at last the intellectual faculties required are of the highest order” (p. 19). 
Similarly, the neuroscientists Seymour and Dolan (2008) argued:

Choice in social interaction harbors a level of complexity that makes it unique 
among natural decision-making problems, because outcome probabilities depend 
on the unobservable internal state of the other individual, which incorporates 
their motives (intentions). Because most interactions are repeated, optimal learn-
ing requires subjects to generate a model of another individual’s behavior, and 
their model of our behavior, and so on. These iteratively nested levels of complex-
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ity render many social decision-making problems computationally intractable. (p. 
667)

In our view, the argument that complex social systems create complex intellec-
tual operations represents another incarnation of the aforementioned deeply en-
trenched intuition harbored by many scholars of rationality: The more complex a 
problem, the more complex the cognitive machinery of a successful problem solv-
er needs to be (see Hertwig & Todd, 2003). The world’s complexity thus licenses, 
in fact even calls for, models of unbounded rationality. One of the problems with 
this argument is that when one goes beyond its intuitive appeal, it raises more 
questions than it offers answers (Gigerenzer, 1997). Does complexity refer to the 
complexity of an environment per se (whatever that is) or to the complexity that 
an organism is built to take into account? Primates, for instance, exploit individual 
variations among their conspecifics, but not those among plants, predators, and 
prey (Kummer, Daston, Gigerenzer, & Silk, 1997). Is a nonsocial world in which 
our ancestors faced unpredictable natural hazards such as droughts, famines, 
floods, lighting, fires, earthquakes, tornadoes, and an endless variety of unknown 
diseases really less complex than the social world? Or could it be that we project 
our contemporary view of nature, tamed by ecology, medicine and science, into 
a past in which people faced far more risks than anybody alive today (Gardner, 
2008; Gigerenzer, 1997)?

For the sake of the argument, let us assume that the social world is indeed more 
demanding and less predictable than nonsocial environments. But would social 
intelligence therefore require more complex cognition? This view overlooks the 
importance of robustness. If social environments were indeed more complex, in-
tractable and less predictable than nonsocial environments, successful prediction 
would call for robust, and thus simple strategies, which successfully generalize 
to the unknown by ignoring irrelevant information. In addition, the multitude of 
goals and criteria in social environments renders optimization out of reach, prob-
ably even more so than in nonsocial environments. Social environments are notori-
ous for their multitude of conflicting criteria and goals, including speed, accuracy, 
loyalty, accountability, transparency, trust, dependability, autonomy, honor, pride, 
face-saving, consent, equity, equality, and self-interest. Optimization, in contrast, 
requires a single criterion to be maximized. One cannot maximize several criteria 
simultaneously, unless one combines them by, say, a linear function (but then one 
needs a justifiable rationale for how to weigh those criteria). 

To summarize, boundedly rational heuristics that enable people to make good 
decisions under the constraints of limited time, information, and computational 
resources are as important in social as in nonsocial environments, if not even more 
important. Even if social environments were perceived to be more complex, this 
complexity does not necessarily demand complex strategies. The same selective 
forces that are likely to favor the evolution of simple strategies in nonsocial envi-
ronments such as the need for generalizable (robust), informationally modest (fru-
gal) and fast solutions are also likely to be at work in social environments (Todd 
et al., 2005). In fact, if social environments are more complex, less predictable and 
computationally intractable than nonsocial environments, robustness will be even 
more important in the former. This does not mean, however, that social intelli-
gence is indistinguishable from nonsocial intelligence. To the extent that heuristics 
represent problem-specific solutions, social heuristics may consist of some of the 
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same building blocks characteristic of nonsocial heuristics (e.g., order search, as-
piration levels) but are likely to also include genuinely social building blocks such 
as emotions and social norms.

Table 1 lists twelve heuristics that are candidate models for social heuristics in 
the adaptive toolbox of Homo heuristicus (a term coined by Gigerenzer & Brighton, 
2009). Of course, the table does not claim completeness; it describes the heuristics 
that we discuss next in games against nature and social games. We first consider 
manifestations of social intelligence in terms of (a) the exploitation of socially dis-
tributed information, (b) social learning, and (c) social decision-making in games 
against nature.

Social Information in Games Against Nature

Benefiting from others does not require their presence. Consider the quintessen-
tial solitary castaway, Robinson Crusoe (Defoe, 1719/1980). Although he was con-
fronted with a myriad of novel problems—games against nature such as locating 
fresh water, finding shelter from the sun, and treating himself against fever—and 
although, prior to Friday’s arrival, he could not seek anyone’s advice, he could 
still benefit from social information stored in memory, for instance, by remember-
ing how others operate cultural artifacts such as tools. Social information consists 
in knowledge of other people’s behaviors, attributes, intentions, and preferences. 
Consider, for instance, the task of predicting the magnitude of risks in one’s en-
vironment (e.g., Hertwig, Pachur, & Kurzenhäuser, 2005). Following September 
11th, many people considered alternatives to flying and worried about the safety 
of various means of long-distance transportation. Lacking official statistics, one 
way to gauge which of two means of transportation, say, taking the train or taking 
a cross-country bus, involves a higher risk is to forage information distributed in 
one’s social environment. One hypothesis about how people harvest such infor-
mation is the social-circle heuristic (Pachur, Hertwig, & Rieskamp, in press; Pachur, 
Rieskamp, & Hertwig, 2005). Like the take-the-best strategy, it embodies sequen-
tial search and one-reason decision-making but rather than retrieving probabilistic 
cues it retrieves instances of the target events in question. The heuristic proceeds 
as follows:

Search rule. Search through social circles in order of their proximity to the decision 
maker, beginning with the self circle, followed by the family, friends, and acquain-
tances circles. Look up the instances of the class of events in questions (e.g., expe-
rienced accidents involving trains vs. cross-country buses) in the most proximate 
circle first, and tally them.
Stopping rule. If one class of events has a higher value (i.e., more instances) than 
the other, then stop search and proceed to the next step; otherwise search the next 
circle. If the least proximate circle does not discriminate, guess.
One-reason decision-making. Predict that the event with the higher tally has the 
higher value on the criterion (e.g., is more risky).

The social-circle heuristic suggests that the external hierarchical structure of a 
person’s social network, measured in terms of degree of kin relationship (one-
self, family; Hamilton, 1964) and reciprocal relationship (friends, acquaintances), 
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primes the order of search for social information in the person’s cognitive space. 
Such a search policy is adaptive because the individuals probed by the social circle 
heuristics tend to be those about whom we have the most extensive, accessible, 
reliable, and veridical knowledge.

Like the availability heuristic (Tversky & Kahneman, 1973), the social-circle 
heuristic samples instances but unlike the former it does so in a sequential and 
ordered way. The assumption that search starts with one’s own experiences is con-
sistent with the argument that the self acts as a super-ordinate schema facilitating 
encoding and subsequent retrieval of information (e.g., Rogers, Kuiper, & Kirker, 
1977). There are now several studies that have analyzed the performance of the 
heuristic, relative to other heuristics and complex search models, and the condi-
tions under which people use the social-circle heuristic (Pachur, Hertwig, et al., in 
press; Pachur et al., 2005).

Social Learning in Games Against Nature

Firefighters predict how fires will progress from cues such as smoke and roof 
“sponginess” (Klein, 1998). These cues and, more generally, the cues on which 
people base their inductive inferences are typically uncertain: sometimes there’s 
no smoke even where there’s fire. For this reason, the individual learning of cue 
validities, apart from being computationally taxing (Juslin & Persson, 2002, p. 575; 
but see also footnote 10), can be dangerous. And in fact, individuals appear not to 
be particularly good and quick learners of cue validities (e.g., Todd & Dieckmann, 
in press). There are, however, alternatives to the individual learning of cues validi-
ties: They can be built in by evolution (e.g., as appears to be the case for cues indic-
ative of mate value in humans and other animals; Gibson, 1996), and they can be 
learned socially. Referring to the latter way of learning about cues, Richerson and 
Boyd (2005, p. 145) emphasized that social learning can “cut the cost of individual 
learning by allowing individuals to use environmental cues selectively.”

Can social learning of cue orders indeed help us overcome the difficulties of indi-
vidual learning? Using simulations and experiments, Garcia-Retamero, Takezawa, 
and Gigerenzer (2006, 2007) showed that by repeatedly trading information about 
the cue orders that agents have acquired during individual learning trials, groups 
of individuals can learn good cue orders in less time and based on less informa-
tion, relative to individual learning. The authors analyzed several social learning 
rules (adapted from social decision schemes; Davis, 1973; Hastie & Kameda, 2005), 
among them the following three:

The average rule. Each group member estimates the validity of each cue, and the 
group computes the mean validity across all members for that cue. The cues are 
then sorted in descending order of their mean validities.
The majority rule. Each group member assigns one vote to the cue with the highest 
validity, and the cue that receives the most votes is placed first in the rank order. 
This procedure is repeated for the remaining cues until all cues are placed.
The best-member rule. All members of the group use the cue order of the member 
who achieved the highest accuracy in the last trials. 
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TABLE 1. Social Heuristics That Are Likely In The Adaptive Toolbox Of Homo Heuristicus

Social heuristic Definition1 Domain Example

Social circle heuristic (Pachur, Hertwig, 
Rieskamp, in press; Pachur, Rieskamp, 
& Hertwig, 2005)

Infer which of two alternatives has the higher 
value by searching through social circles 
in order of their proximity to the self (self, 
family, friends, & acquaintances), stop-
ping the search as soon as the number of 
instances of one alternative within a circle 
exceeds that of the other, choosing the 
alternative with the higher tally

Use of social information in games 
against nature

Judging the risk of two transportation 
modes (see text)

Imitate the majority heuristic (Boyd & 
Richerson, 2005)

Look at a majority of people in your reference 
group, and imitate their behavior

Social learning in games against 
nature and social games 

When deciding between two similar 
restaurants, people tend to choose 
the restaurant with the longer waiting 
queue (Raz & Ert, 2008)

Imitate the successful heuristic (Boyd & 
Richerson, 2005)

Look for the most successful person in your 
reference group and imitate his or her 
behavior

Social learning in games against 
nature and social games

Social learning of cue orders for lexico-
graphic strategies (Garcia-Retamero, 
Takezawa, & Gigerenzer; 2006, 2007; 
see text)

Averaging heuristic (e.g., Soll & Larrick, 
2009)

Average quantitative predictions from several 
advisors using equal weights

Social learning in games against 
nature

Predicting the profitability of a fund 
based on several, differing forecasts 
(see text)

Choosing heuristic (e.g., Soll & Larrick, 
2009)

Choose among the quantitative predic-
tions from several advisors using cues for 
expertise

Social learning in games against 
nature

Predicting the profitability of a fund 
based on several, differing forecasts 
(see text)

Group recognition heuristic (Reimer & 
Katsikopoulos, 2004)

Group choice is determined by those group 
members who can use the recognition 
heuristic

Social decision making in games  
against nature

Inferring in a group which of two mov-
ies’ box office return was higher dur-
ing their debut weekend (see text)

Plurality vote-based lexicographic heu-
ristic (Reimer & Hoffrage, 2006)

Group members first individually decide ac-
cording to the take-the-best heuristic (Gig-
erenzer & Goldstein, 1996) given the cue 
information individually available to them 
and then the group chooses the alternative 
with the most votes

Social decision making in games  
against nature

Choosing among job candidates de-
scribed by several attributes (exper-
tise, agreeableness, etc.)
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Equity heuristic (1/N rule) Resources are equally distributed among N 
available options, people etc.

Resources allocation in social 
games involving related and 
anonymous players

Parental resource allocation among 
children in families (Hertwig, Davis, 
& Sulloway, 2002; see text)

Status tree (Fischbacher, Hertwig, & 
Bruhin, in press)

Accept an allocation if it is larger than zero, 
and as good or better than the proposer’s 
income. Otherwise, accept it, if your share 
is as good or better than the share in the 
forgone alternative; otherwise, reject

Resource allocation in social 
games

Ultimatum game (see text)

Regret matching heuristic (e.g., Hart, 
2005)

Stay with the current action if you do not 
have any regret. If you have regret, switch 
to the other action with a probability pro-
portional to the amount of regret

Social games (large set of iterated 
social games)

Battle of the sexes

Tit-for-tat (Axelrod, 1984) Cooperate first. Cooperate if your partner 
cooperates; otherwise defect 

Social games (iterated prisoner’s 
dilemma)

Arms race between nations

Generous tit-for-tat (Nowak & Sigmund, 
1992)

Cooperate first. Cooperate if your partner co-
operates; otherwise, cooperate with prob-
ability q and defect with probability 1-q

Social games (iterated prisoner’s 
dilemma)

Arms race between nations

Mirror heuristic (Howard, 1988; John-
son & Smirnov, 2008)

Determine whether you are related to your 
coplayer. If so, cooperate; otherwise defect

Social games (iterated prisoner’s 
dilemma)

Arms race between nations

Note. The domain column is not exhaustive. Some heuristics can also be applied in nonsocial domains (e.g., 1/N rule in investment decisions; DeMiguel et al., 2009); here, we focus on their ap-
plications in social domains. 
 1For formal definitions, see references.
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Emulating the best member, and thereby forgoing the aggregation of information 
employed by the other rules, achieved the best performance. Take-the-best’s infer-
ential accuracy using the cue order of the best member rule markedly surpassed 
take-the-best’s accuracy based on individual learning (and assuming comparable 
amounts of learning experience). Copying the best member yielded approximately 
the same performance as ordering cues according to their ecological validity (both 
73% correct inferences). Impressively, the best-member rule reaped a large por-
tion of its superior performance even after a single exchange of social information. 
Experimental results supported those of the simulations: Social learners adopted 
superior cue orders, relative to individual learners, thus making more accurate 
inferences. In addition, the best-member rule explained best how people used the 
information received from others to arrive at a socially constructed cue order.

The best-member rule embodies the strategy of imitation. Social learning in the 
form of imitation (or, relatedly, advice giving) allows individuals to learn about 
their environment without engaging in potentially hazardous learning trials or 
wasting a large amount of time and energy on exploration (e.g., Henrich & McEl-
reath, 2003; Laland, 2001). Imitation, a prime example of social intelligence, is 
particularly versatile in that it can be more nuanced than an unconditional “do-
what-others-do” strategy. Depending on situational cues and opportunities, the 
behavior copied may be that exhibited by the majority, by the most successful 
individuals (as in the above example; Boyd & Richerson, 2005), or by the nearest 
individual. The crucial point is that using any variant of imitation (or even simpler 
forms of social learning; see Noble & Todd, 2002) can speed up and foster decision 
making by reducing the need for direct experience and information gathering.

Still another route through which social learning can occur is by actively seeking 
the advice of others (rather than by just probing socially distributed information, 
for instance, as the social-circle heuristic would do), and by interpreting institu-
tional arrangements as implicit recommendations (e.g., policy defaults; McKenzie, 
Liersch, & Finkelstein, 2006). Advice taking can be seen as an adaptive social deci-
sion-support system that compensates for an individual’s blind spots (Yaniv & Mi-
lyavsky, 2007). But how helpful is others’ advice? And what if the others’ wisdom 
is widely diverging or conflicts with one’s own opinion? Consider a fund manager 
who aims to predict the profitability of an investment tool (a game against nature). 
After asking each of her colleagues for his or her best profitability estimate, she 
ends up with a heterogeneous set of numbers. How should she make use of them? 
From a prescriptive viewpoint, averaging the estimates is an excellent strategy un-
der a wide range of situations (e.g., Armstrong, 2001; Clemen, 1989; Soll & Larrick, 
2009; Yaniv, 2004). If her colleagues produce estimates with differing errors (e.g., 
some under- and some overestimate the true value), then averaging will necessar-
ily have a smaller absolute error, relative to randomly picking one estimate. The 
reason is that the errors will cancel each other out in the average. If all estimates 
share the same errors (e.g., all advisors overestimate profitability), then averaging 
and randomly choosing are equally accurate. Therefore, in the long run averaging 
is the dominant strategy (e.g., Larrick & Soll, 2006). Even better, the benefits of 
averaging grow and level off quickly; therefore, probing advice from a few people 
and combining the numbers suffices (e.g., Hogarth, 1978). However, taking advice 
and averaging it with one’s own opinion is not part of everybody’s mental reper-
toire; in a set of studies, about a third of people tended to discount the advice and 
stuck with their initial own estimate, another third tended to average advice and 
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their own opinion, and the final third employed both strategies (Soll & Larrick, 
2009, see Table 1).

 In sum, averaging the advice from different people is an efficient heuristic to tap 
into the wisdom of crowds (Surowiecki, 2004). To benefit from the wisdom of averag-
ing competing opinions, however, does not even require the company of others. 
Recently, Herzog and Hertwig (2009) demonstrated that by using the technique of 
“dialectical bootstrapping” a person, in principle, could simulate the wisdom of 
crowds within the bounds of his or her mind. Specifically, by probing his or her 
own knowledge twice, each time assuming a different point of view and averaging 
the resulting opinions, a person can boost her inferential accuracy.

Social Decision Making in Games Against Nature

How to combine diverging pieces of advice is a problem tantamount to that which 
groups encounter when they aim to reach a collective judgment or decision. How 
should the opinion, judgment, or inference of each member be weighted and 
merged with the others to arrive at a final verdict? A vast literature on informa-
tion aggregation in groups has addressed this and related questions (e.g., Einhorn, 
Hogarth, & Klempner, 1977; Gigone & Hastie, 1997; Hastie & Kameda, 2005). 
Studying the use of the simple recognition heuristic (see above) in a group context, 
Reimer and Katsikopoulos (2004) arrived at the counterintuitive insight that un-
der specific conditions, lack of recognition should and does trump the conflicting 
knowledge of a majority of people. For illustration, consider the task of predicting 
which of two recently released movies had the better box office return during their 
debut weekend. The task of a group of three people is to find the correct answer 
through discussion. The following conflict could arise: Two group members have 
heard of both movies and both think, independently of each other, that movie 
A has grossed more money than B. The third member—not a movie buff—has 
never heard of A and infers, using the recognition heuristic, that B made more 
money. What then will and should the final verdict of the group be? Reimer and 
Katsikopoulos showed that, surprisingly, in nearly three fifths (59%) of all cases 
the group did not predict A, the answer the majority rule would have suggested, 
but B; this number rose to 76% when two members resorted to recognition. This 
seemingly odd behavior of the group did increase its accuracy. Analytically, Re-
imer and Katsikopoulos showed that when the (average) recognition validity α is 
larger than the (average) knowledge validity β, then a group that recognizes fewer 
objects (movies) will perform better than a group that recognizes more. Judging 
from Reimer and Katsikopoulos’ results, group members seem to grasp and trust 
the recognition heuristic and the wisdom encapsulated in partial ignorance (see 
Reimer & Hoffrage, 2006, for more on simple group heuristics).

Let us conclude with one further aspect of group decision-making that has re-
ceived scant attention: A group per se can represent an adaptive toolbox of heuris-
tics. Typically, the toolbox metaphor describes the view that the individual mind 
commands a collection of different mental tools (e.g., Gigerenzer & Todd, 1999) 
enabling adaptive responses tailored to different decision-making environments 
(after, for instance, a period of individual reinforcement learning; Rieskamp & 
Otto, 2006). The same logic can be applied to the collective mind of the group (see 
Kameda & Tindale, 2006). Specifically, by taking advantage of the fact that differ-
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ent people tend to employ different strategies (e.g., Payne et al., 1993), a group can 
recruit heuristics from a suite of strategies (see also Page, 2007) that is even richer 
than that of the individual mind. Moreover, the group has the luxury of being able 
to observe how different heuristics perform in the same environment (by permit-
ting different people to apply the strategy they would have selected). Based on 
their members’ individual success, the group can assess the success of each heuris-
tic, pinpoint the frontrunner, and apply it routinely. In this sense, a group has the 
potential to act even more ecologically rational than the individual mind.

Social Games

We now turn to social games, that is, to exchanges between two or more agents. 
As with games against nature, we suggest that much of the decision-making pro-
cesses in this social context can be described in terms of boundedly rational simple 
heuristics. We illustrate this thesis with two examples, the equity heuristic, and 
fast and frugal trees in the ultimatum game.

Equity Heuristic. The equity heuristic (sometimes called 1/N rule) is an example 
to support our conjecture that the cognitive processes of social intelligence may not 
be qualitatively different from the processes of nonsocial intelligence. This heuristic 
has been proposed to describe how people invest their resources in N options, with 
the options referring both to social (e.g., children) and nonsocial entities (e.g., sav-
ing options for retirement). Although derided as being naïve by behavioral econo-
mists such as Benartzi and Thaler (2001), the heuristic can outperform optimizing 
strategies in environments with a large degree of uncertainty, a large number of 
assets, and with small learning samples. As DeMiguel, Garlappi, and Uppal (2009) 
have shown, under such environmental circumstances, the simple heuristic, de-
void of any estimated parameter, yielded better performance on various measures 
of success than optimal asset allocation strategies.

The use of the equity heuristic is not restricted to financial decisions. It may 
also capture how many contemporary parents invest their limited resources into 
their offspring (Hertwig et al., 2002). Parental resources such as affection, time, 
and money (e.g., for education) are notoriously limited, and parents with more 
than one child need to constantly decide how to allocate their resources among 
their N children (consistent with parents’ expressed values in egalitarian societies; 
Hertwig et al.). It specifies that parents attempt to split resources equally among 
all N children at any given investment period. This simple heuristic has several 
interesting properties. By implementing an equal (fair) allocation of resources, it 
takes into account parents’ inequality aversion (e.g., Bolton & Ockenfels, 2000; 
Fehr & Schmidt, 1999). In addition, it permits parents to easily justify their alloca-
tion decisions to the “stakeholders” in the family, for instance, quarreling children 
and observant grandparents; and it allows parents to (sometimes) hand over the 
actual implementation of the allocation to their children.11 Yet, the heuristic is not 

11. Parents can make use of the time-honored heuristic, “I cut, you choose”, in which one sibling 
divides the cake (or a chore) in two parts that she likes equally well, and the other one gets to pick the 
piece he prefers. For more than two children, other strategies, for instance, the moving knife-strategy, 
have been proposed to produce envy-free allocations. These strategies, however, quickly become 
complex (Brams & Taylor, 1996).
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a panacea. Although each single allocation decision is fair, the equity heuristic 
predicts inequalities on higher levels of aggregation—a phenomenon reminiscent 
of Schelling’s (1978) analysis of unexpected macro-consequences of reasonable 
micro-motives. For illustration, consider the limited resource of parental time. Ac-
cording to the equity heuristic, the cumulative distribution will be unequal, with 
middleborns receiving less care time than first and lastborns. The reason is that 
middleborns never enjoy a period of exclusive attention in the family (see Hertwig 
et al. for evidence that supports this and other predictions).12

Fast and Frugal Trees. As described earlier, the ultimatum game has become the 
bogey for classic economists. A simple bilateral two-person strategic situation with 
perfect information produces robust behavior that is inconsistent with the classi-
cal economic prediction. The dominant response among those economists who 
accepted the reliability of the behavior was to assimilate the behavior into the ex-
isting utility framework by modifying the utility function. Rather than retaining 
the universal utility calculus, however, one could heed Rubinstein’s (2003) call 
and begin “to open the black box of decision making, and come up with some 
completely new and fresh modeling devices” (p. 1215). Fischbacher, Hertwig, and 
Bruhin (in press) did so by using the building blocks of fast and frugal heuristics 
to shed light on the processes in the ultimatum game. Focusing on mini-ultimatum 
games, in which the proposer chooses between two fixed income distributions for 
both players—for example, 3:5 versus 2:8—and the responder gets to accept or 
reject it, Fischbacher et al. modeled people’s choice in terms of fast and frugal de-
cision trees. A fast and frugal tree is defined as a classification tree that allows for 
a classification at each level of the tree (Martignon, Vitouch, Takezawa, & Forster, 
2003). A fast and frugal tree consists of the same building blocks as the take-the-
best heuristic: ordered search, one-reason stopping rule, and decision making on 
the basis of one reason.

For illustration, the status tree, one of four decision trees proposed by Fischbach-
er et al. (in press), consists of three criteria for rejecting or accepting an allocation. 
The first criterion simply checks whether the offered allocation is larger than zero. 
If so, a Homo economicus would accept it, regardless of its size. According to the 
status tree, however, a person next considers the status criterion. It involves a so-
cial comparison: If the proposer selects the allocation in which the responder does, 
relative to the proposer, at least as well, the responder will invariably accept it. No 
other reason enters her decision. If that is not the case (here: 2 < 8), however, she 
does not reflexively reject. Rather, she now considers a third criterion that involves 
a comparison between the actual and the forgone allocation, the kindness criterion. 
If the responder does at least as well as in the forgone distribution (here yes: 3 > 
2), she will accept the offered allocation. Only if the allocation also fails this test in 
kindness, she will reject.

12. The proportion of parents who aim to treat their children equally is hard to gauge. Whereas 
some studies find evidence consistent with the equity heuristic (e.g., Price, 2008) others report 
that “Despite a powerful social norm that parents should treat offspring equally …, parents often 
differentiate among their children in such domains as closeness, support, and control” (Suitor, 
Sechrist, Plikuhn, Pardo, & Pillemer, 2008, p. 334). Importantly, however, Hertwig et al. (2002, p. 
741) showed that the counterintuitive inequalities in resource distribution resulting from the equity 
heuristic—although smaller in size—will continue to exist even if parents attempted to find a 
reasonable compromise between equity and children’s differential age-specific needs (Hertwig et al., 
2002, p. 741).
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Depending on their depth of reasoning, Fischbacher et al. (in press) described 
people in terms of fast and frugal trees involving one, three, or four criteria. Mod-
eling responders’ decisions in terms of such trees enables tests both of decision 
and process. Recall that the status trees assume a sequential process of examining 
three criteria that can be stopped at the first or second criterion. Therefore, the tree 
predicts that the more criteria are examined, the more time is required to make a 
decision. Specifically, the status tree predicts that accepting an allocation based 
on the kindness criterion (comparison with one’s forgone payoff) rather than the 
status criterion (comparison with proposer’s payoff) should take longer. Indeed, 
in Fischbacher et al.’s study, people took significantly more time to accept alloca-
tions that failed the status test but passed the kindness test, relative to allocations 
that passed the status test. Explaining such differences in response times requires a 
process model, and thus can hardly be accounted for by social preference models.

Of course, models of heuristics are not new in studies of social games. The tit-
for-tat strategy and its relatives such as generous tit-for-tat (e.g., Axelrod, 1984; 
Nowak & Sigmund, 1992), for instance, belong to the most famous models of sim-
ple strategies (see also Howard, 1988; Johnson & Smirnov, in press; Rieskamp & 
Todd, 2006). Another class of simple heuristics in social games is regret based (e.g., 
Hart, 2005). Regret is an emotion that enables us to relate the outcome of a previ-
ous decision to what we would have obtained had we opted for the rejected alter-
native. Hart’s regret-matching heuristic suggests that a person will continue with the 
current action if she does not have any regret. If she has regret, she will switch to 
the other action with a probability proportional to the amount of regret.13 Hart con-
cluded from his analytical results that “simple and far-from-rational behavior in 
the short run [based on regret avoidance] may well lead to fully rational outcomes 
in the long run” (p. 1415).

From Homo Autisticus to Homo Heuristicus

Let us return to the analogy between Homo economicus and autism. Autism is a 
disorder. In their book, The Unwritten Rules of Social Relationships, Grandin and Bar-
ron (2004) described manifold mysteries of social interactions from the viewpoint 
of an autistic mind. These mysteries include, for instance, the facts that not every-
body who is nice to me is my friend; that honesty is different than diplomacy; and 
that fitting in is often tied to looking and sounding like you fit in. As these rules 
indicate, nonautistic people are able to differentiate sophisticated social behavior, 
or in other words, they are socially intelligent. Given this intelligence, economic 
theory and theories of human rationality deserve a psychologically more realistic 
point of departure than that of an autist puzzled by social mysteries, or that of an 
anthropologist studying Martians. Psychologically plausible models of ecological-
ly and socially smart heuristics could be such a starting point. Let us get to know 
this Homo heuristicus.

13. Regret at any moment is defined as the amount by which the payoff earned by a person is 
exceeded by the payoff she would have earned had she always chosen the other action.
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