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Relay Assisted Multicast with Markov Mobility
Xiaoying Gan, Chen Feng, Zhida Qin, Ge Zhang, Huaying Wu, Luoyi Fu, Xinbing Wang, Huadong Ma

Abstract—In this paper, we investigate the capacity and delay tradeoff under multicast scheme in the MANET, based on a general
Markovian mobility model. To reduce the delay of the network, we propose a relay-assisted multicast scheme. Specifically, a two hop
relay algorithm is developed, in which Lyapunov drift is utilized to derive the average packet delay. In addition, we utilize the cache in
relay nodes and propose the two hop relay algorithm with redundancy. Theoretical analysis indicates that the network delay is
significantly decreased while the capacity remains the same. To guarantee the fairness and efficiency of the network, a two hop relay
selection algorithm with redundancy is proposed to decide which packet to serve in a queue. Moreover, the minimum energy function is
applied to characterize the energy consumption of each node. We accordingly derive the accurate minimum energy function under the
proposed relay-assisted multicast scheme. Furthermore, we design an efficient minimum energy algorithm, which pushes the actual
energy consumption arbitrarily close to the minimum energy function at the cost of increasing delay. Theoretical results show that the
optimal energy-delay tradeoff is achieved in our proposed algorithm. Numerous experiments are carried out to evaluate the
performance of our proposed algorithms, where the experimental results well conform our theoretical findings.

Index Terms—Mobile ad hoc networks, multicast, capacity delay tradeoff.
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1 INTRODUCTION

W ITH the prevalence of smart phones, laptops and
mobile sensors over the last years, the Mobile ad

hoc network (MANET) has paved the way for numerous
original and exciting applications. Typical examples in-
clude personal communications, earthquake rescue and sen-
sor networks. These newly emerged applications typically
require fast and reliable communications and thus have
brought great challenges on the study of network delay in
the MANET. MANETs, consisting of a set of fixed or mobile
nodes, are characterized by intermittent connectivity and
frequent network partitioning. The effect of MANETs on
network performance is first considered by Gossglauser and
Tse in [2]. A 2-hop relay algorithm is accordingly proposed
under which the network capacity is a constant at the cost
of very large delay. Although their communication scheme
is not satisfactory in average delay, it pioneered the research
for MANETs.

As an essential communication method for support-
ing information propagation in MANETs, multicast has
attracted massive attention from researchers recently. Par-
ticularly, researchers have to deal with node mobility which
leads to frequent topology changes. Multicast flows in
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wireless networks are envisioned to be predominant in
numerous emerging practical situations, such as vehicular
networks, online video sharing network and the edge com-
puting. In order to meet these practical needs, it is impera-
tive to study the performance of multicast in MANETs.

The tradeoff between capacity and delay in MANETs
under store-carry-forward schemes has attracted extensive
attention and is investigated by many researchers under
numerous mobility models [3], [4], [5]. One of the significant
and practical models is the Markovian Mobility model.
In [4], Urgaonkar studied the network capacity of unicast
under the Markovian Mobility model. The results imply the
possibility to exploit node dependence to obtain a better per-
formance of constant capacity and constant delay. Inspired
by them, we intend to improve the network performance
under multicast traffic pattern with the Markovian Mobility
model.

We study capacity and delay tradeoffs in Markovian
mobility with multicast traffic. To investigate the tradeoff
from an exact and general perspective, we aim to obtain
the exact formula of capacity and delay under relay-assisted
multicast scheme with general Markovian Mobility. In the
cell partitioned MANET, not only same cell communications
is allowed, we also allow users to communicate between
adjacent cells. In the MANET, users are statically partitioned
into groups of size k + 1, where each node sends packets
to the other k nodes. The mobility of users is captured by
the general Markovian mobility model with well-defined
steady-state location distribution, which makes it possible
to predict the distribution of all users. We investigate the
relay-assisted multicast performance of both one duplicate
and multiple duplicates scenarios. Our main contributions
are summarized as follows.

• The Two hop relay algorithm is designed in which Lya-
punov drift is exploited to obtain exact capacity and
delay. Our algorithm is proven to achieve a better
delay and capacity tradeoff than that of [6]. Our
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analysis shows that network capacity only depends
on the steady location distribution of users.

• To further improve the delay performance, we al-
low cache and packet redundancy in multiple relay
nodes, proposing a Two hop relay algorithm with re-
dundancy. Theoretical analysis shows that the delay
in the MANET under Markovian mobility can be
largely improved by providing more packet copies.
Meanwhile, the capacity-delay tradeoff remains the
same as the algorithm without redundancy. In case of
high level redundancy in node’s cache, we propose
the two hop relay selection algorithm with redundancy. It
is revealed that its delay is similar to the previous
redundancy allowed algorithm without impairing
the capacity.

• The minimum time average power is studied to
maintain the network stability. Our analysis shows
that the minimum energy consumption grows lin-
early with the stable capacity of the network. Fur-
thermore, we present a Minimum energy algorithm
which pushes the actual energy consumption arbi-
trarily close to the minimum energy by sacrificing
the delay performance. It is shown that the optimal
energy and delay tradeoff is achieved in our algo-
rithm.

The reminder of the paper is organized as follows.
Section 2 is devoted to the related works. In section 3 we
present the system model and some definitions. The exact
expression for multicast capacity is investigated in section
4 and we propose a Two hop relay algorithm to realize this
capacity. In section 5 we study the cache-enabled network
with redundancy and show the delay performance. The
expression of the minimum energy function and the tradeoff
between energy and delay are studied in section 6. We
conduct the numerical simulation in section 7. Finally, we
conclude this paper in section 8. For readability, some proofs
are deferred to the Appendix.

2 RELATED WORKS

Capacity is one of the most critical metric for MANET
performance, which has drawn extensive efforts on improv-
ing the network capacity. Mobility is shown to increase
the capacity of wireless networks while incurs noticeable
delay. This has spawned numerous studies on balancing
the capacity and delay. Neely and Modiano [7] noticed the
problem and showed that there is a tradeoff of Ω(n) between
delay and capacity under i.i.d. mobility model. And recently,
the capacity delay tradeoff is studied in the practical random
way point model [8]. The broadcast capacity and delay
scaling is studied in highly mobile wireless networks [9].
Ren et al. investigated the impact of the directional antenna
on the capacity under delay constraints [10]. Luo et al. shows
that the performance of capacity and delay is improved
with the help of supportive infrastructures [11]. The secrecy
constraint is further in [12] considered to study its impact
on capacity and delay.

The relay-assisted technique with cache has been widely
used in the wireless network. In recent works [13], [14], [15],
the authors employ the relay-assisted transmission allowing
cache in wireless networks to improve the network capacity

throughput. The multicast capacity in relay-assisted net-
work is also studied in [16]. A general theoretical framework
is proposed for the relay assisted MANET [17]. Some works
focus on the multicast capacity-delay performance in mobile
wireless ad hoc networks. Zhang et al. in [3] investigated the
tradeoff of capacity-delay in cognitive radio MANETs. The
multicast network performance for i.i.d. mobility model is
explored in [5]. The random walk mobility model is studied
in [18]. A 2-D independently and identically distributed
mobility model is investigated in [19]. Further, the impacts
of user mobility correlations on the network capacity and
delay were analyzed in [20]. Yang in [21] et al investigated
the cooperative multicast performance with relay assisted
transmissions in a MANET. However, none of them has
investigated the impacts of Markovian Mobility model on
the network multicast capacity and delay performance.

A flurry works are devoted to optimizing the energy
consumption in wireless networks from various aspects,
such as, routing protocol [22], MAC (Media Access Con-
trol) protocol [23] and network coding [24]. Neely further
considered the delay and studied the energy delay tradeoff
in the context of multiuser [25]. A game theory framework
is established in [26] to satisfy both delay and energy
constraints. The relation between the delay and maximal
energy efficiency is explored in [27] and non-tradeoff re-
lation is found under certain conditions. The stochastic
power control problem is formulated in [28] and power
control algorithms are accordingly designed satisfying delay
constraints. Efficient transmission schemes with theoretical
performance guarantee are proposed in [29] to optimize the
energy consumption in delay-constrained MANETs.

3 SYSTEM MODEL

Cell-Partitioned Network Model: The MANET is parti-
tioned into C nonoverlapping small cells with arbitrary
shapes and sizes, as shown in Fig. 1. Each cell c ∈
{1, 2, ..., C} is adjacent to a constant number Bc of cells,
and the maximal value ofBc is smaller than a finite constant
J . N mobile nodes move from cells to cells independently
under a mobility model, and each node is allowed to visit
any cell in the network. We define the node-per-cell density
as θ = N/C. We assume each node is equipped with a cache
and its capacity is limited.

Fig. 1. A cell partitioned network: two nodes communicate with each
other in the same cell at rate R1 or between adjacent cells at rate R2

(R1 ≥ R2).
Markovian Mobility Model: Dividing time into constant

length slots, we model the mobility process of users as the
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TABLE 1
Frequently Used Notations

C The number of non-overlapping cells in the
MANET

N The number of users in the network
θ The node-per-cell density of the network
P The transition probability matrix of the Markov

process
π π = {πc}1×C , The steady state distribution of the

Markov process
k The number of destination a packet must be trans-

mitted to
R1 The rate of the same cell transmission
R2 The rate of the adjacent cell transmission
λ The arrival rate of packets at each source node
µ The multicast capacity
−→
U (t) The vector of the unserved number of packets

queued in each node at slot t
D The average delay of each source destination pair
Ti The time needed for the ith destination to obtain

the packet
Φ(λ) The minimum energy function
e The average energy consumption of each node
Us(t) The number of packets waiting in the buffer of the

source at slot t
Us The number of packets waiting in the buffer of the

source in the steady state

finite state ergodic Markov Chain. We define Pij as the
conditional probability that a node moves to cell j in the
current slot under the condition that it’s in cell i in the last
slot. In this model, nodes stay in their current cell in a time
slot, and possibly move to an adjacent cell in the next slot.
This implies that any entry Pij of the transition probability
matrix P of the Markov Chain is positive only when j is
adjacent to i, i.e., j ∈ Bi. Otherwise, its value is 0. Note that
such mobility process results in a well-defined steady-state
location distribution π = {πc}1×C over all the cells which
satisfies πP= π and the same is to all the nodes. Therefore,
the delay and relay algorithm will be influenced by the
distribution. Furthermore, the transition matrix P doesn’t
need to be known.

Multicast Traffic Model: We assume the number of users
N can be divided by k + 1. The network is uniformly and
randomly divided into numerous groups, each of which
contains k + 1 nodes. We assume that packets from a
node in some group must be transmitted to all the other
k nodes in the group. Nodes not in the group can act as
relays. Thus, each node i can be a source node involving
k randomly and independently chosen destinations among
all the other nodes in the network. Packets arriving at each
source node are assumed to follow an i.i.d. process Ai(t) of
rate λi, and the maximal number of arrivals is bounded, i.e.,
max{Ai(t)} < Amax. The relationship will not change when
the nodes roam around. Thus, the source could transmit
packets to its k destinations respectively under the same
MANET environment.

Relay-assisted Communication Model: In our model, we
assume each node has two states Silent and Active, where
Silent indicates that the node stays idle without transmitting
any packets and Active indicates the node is transmitting
packets. It is assumed that packet transmission only hap-
pens between nodes in the same cell or adjacent cells. The
rate of the same cell transmission is denoted as R1 and the

rate of the adjacent cell transmission is denoted as R2, thus
R1 ≥ R2. Moreover, to relieve the interference, at any given
slot, at most one transmitter is allowed to transmit in a cell
and we apply different orthogonal communication channels
among adjacent cells. Nodes can easily judge whether they
are inside an active zone or not at any time slot. As to relay
transmission, a packet can be transmitted to the destination
by either a direct S-D transmission or indirect two hop
transmissions.

Definition of Capacity: Packets are transmitted through
the MANET according to certain scheduling scheme. The
network is said to be stable if the arrival rate λi is achievable
for all the nodes such that the queue of each node will not
be infinite as the time tends to infinity. For simplicity, the
arrival rate for all the nodes is assumed to be the same,
denoted as λ. The capacity of the network is defined as the
maximal arrival rate λ that the network can stably support
over all possible scheduling and routing algorithms.

Definition of Delay: The delay of a packet is the time it
takes for the packet to reach all its k destinations after it
leaves the source. The total network delay is obtained by
averaging the delay over all packets, all source-destination
pairs and all random network configurations in the long
term.

Frequently used notations are summarized in Table 1 for
the reader’s convenience.

4 MULTICAST CAPACITY WITH TWO HOP RELAY

In this section, we begin with computing the exact
multicast capacity µ, which is the maximum rate that the
MANET can stably support. Then, we propose the Two hop
relay algorithm for any λ < µ to hold the MANET stable and
derive the corresponding delay. We further show that the
tradeoff between delay and capacity under this algorithm is
superior than that of [6].

4.1 Exact Multicast Capacity

In a mobile ad hoc wireless network, the source can
transmit packets to the destination by either a direct S-D
transmission or indirect two hop transmissions via relays.
To be specific, in our MANET model, there are four kinds
of transmission pattern, i.e., 1) a direct S-D transmission in
the same cell; 2) a source to relay (or relay to destination)
transmission in the same cell; 3) a direct S-D transmission
between adjacent cells; 4) a source to relay (or relay to desti-
nation) transmission between adjacent cells. However, for a
specific packet, only one of the four kinds of transmissions
takes place in one slot.
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Fig. 2. An example with k = 3 to illustrate the four kinds of transmission
patterns. a) The first kind; b) the second kind; c) the third kind; d) the
fourth kind.
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Since the two hop relay transmission consumes more
network resources, the direct S-D transmission has priority
when both the direct or two-hop transmissions happen
simultaneously. Moreover, note that the same cell transmis-
sion rate R1 is no less than the adjacent cell transmission
rate R2, thus the first kind of transmission has the highest
priority and the fourth kind of transmission has the lowest
priority. The second and third kinds of transmissions need
to be discussed at two different scenarios. For a specific
packet to be transmitted to its destination, these two kinds
of transmissions may happen at the same time. The second
kind of transmission takes two hops and involves the same
cell transmission, while the third kind of transmission takes
only one hop and involves the adjacent cell transmission.
Thus, in order to maximize the network capacity, when
R1

2 ≥ R2 (i.e., R1 ≥ 2R2), the second kind of transmis-
sion should have a higher priority than the third kind of
transmission. And when R1

2 < R2 (i.e., 2R2 > R1 ≥ R2),
the third kind of transmission should have priority over the
second kind of transmission.

We use an example in Fig. 2 to further illustrate and com-
pare these four kinds of transmission pattern. The multicast
group in Fig. 2 is distributed in three cells with k = 3. The
node with symbol S denotes the source node; the node with
symbol R denotes the relay node; the nodes with symbol
D denote the destination node. As we can see, there is one
source node, three destination nodes and one relay node.
Note that only one of these four kinds transmission patterns
can take place at one slot. We will discuss these four figures
as follows.
• In Fig. 2a, the source node, the relay node, and the

destination node are in the same cell. Since the direct S-D
transmission has the highest priority, the source node will
transmit the packet directly to the destination node in the
same cell.
• In Fig. 2b and 2c, the source node and the relay node

are within the same cell, while two destination nodes are in
adjacent cells. In this way, a relay transmission in the same
cell or a direct S-D transmission may take place at the same
time. According to the discussions above, when R1

2 ≥ R2,
the second kind of transmission has priority over the third,
thus the source node will transmit the packet via the relay
node, as shown in Fig. 2b. When R1

2 < R2, the third kind of
transmission has priority over the second kind, the source
node will directly transmit the packet to the destination
node in the adjacent cell, as shown in Fig. 2c.
• In Fig. 2d, there is no destination node in the same cell

and adjacent cell of the source node. In this way, only the
fourth kind of transmission can happen. Thus, the source
will transmit its packet to the relay node in the adjacent cell.

To sum up, when R1 ≥ 2R2, the priority order of the
four kinds of transmissions is: 1) � 2) � 3) � 4); and when
2R2 > R1 ≥ R2, the priority order of the four kinds of
transmissions is: 1) � 3) � 2) � 4). Following this priority
order of transmissions in different cases, we can compute
the capacity µ. Thus, we show the multicast capacity µ in
the following theorem:

Theorem 1. In a cell partitioned MANET with N nodes and
C cells, nodes move around according to the Markovian mobility
model described in Sec. 3. The mulicast capacity of the MANET

is given by:

µ =

{
R1q+R1p+R2q

′+R2p
′

(k+1)θ if R1 ≥ 2R2,
2R1q+2R2q

′′+R1p
′′+R2(p′−q′)

(k+1)θ if 2R2 > R1 ≥ R2,

where q = 1
C

C∑
c=1

Pr[finding a source-destination pair in

cell c in a slot];

p = 1
C

C∑
c=1

Pr[finding at least 2 nodes in cell c in a slot];

q′ = 1
C

C∑
c=1

Pr[finding exactly 1 node in cell c and its

destination in an adjacent cell in a slot];

p′ = 1
C

C∑
c=1

Pr[finding exactly 1 node in cell c and at least

1 node in an adjacent cell in a slot];

q′′ = 1
C

C∑
c=1

Pr[finding no source-destination pair in cell

c but at least 1 source-destination pair in an adjacent cell in
a slot];

p′′ = 1
C

C∑
c=1

Pr[finding no source-destination pair in cell

c and any adjacent cell but at least 2 nodes in cell c in a slot].
Based on the system model and assumptions, we can cal-

culate these probabilities as follows. The detailed derivation
of the probabilities is provided in Appendix A.

q = 1
C

C∑
c=1

(
1−

[
(1− πc)k+1+

(k+1
1

)
πc(1− πc)k

] N
k+1
)
,

p = 1
C

C∑
c=1

(
1− (1− πc)N −

(N
1

)
πc(1− πc)N−1

)
,

q′ = 1
C

C∑
c=1

(
k
(N

1

)
πc(1− πc)N−1Πadj(c)

)
,

p′ = 1
C

C∑
c=1

(
(1− (1−Πadj(c))

N−1)
(N

1

)
πc(1− πc)N−1

)
,

q′′ = 1
C

C∑
c=1

N
k+1∑
i=1

(k+1)i(
N

k+1
i

)
(N

i )

(N
i

)
πic(1 − πc)

N−i(1 − (1 −

Πadj(c))
ki),

p′′ = 1
C

C∑
c=1

N
k+1∑
i=2

(k+1)i(
N

k+1
i

)
(N

i )

(N
i

)
πic(1 − πc)

N−i(1 −

Πadj(c))
ki,

where Πadj(c) is the sum of the conditional steady-state
probability of a node being in any adjacent cell of cell c given
that this node is not in cell c, i.e., Πadj(c) = 1

1−πc

∑
i∈Bc

πi.

Proof. The proof of the multicast capacity is provided in
Appendix B.

4.2 Two Hop Relay Algorithm

In this subsection, we propose a Two hop relay algorithm
which keeps the network stable for any arrival rate λ. We
only present the scheduling algorithm under the first case
R1 ≥ 2R2. Similarly, the algorithm in the other case can be
obtained.

Two hop relay algorithm: In the algorithm, each slot is fur-
ther equally divided into two subslots. With probability 1−δ

2 ,
the transmission follows the first procedure. Otherwise, the
transmission follows the second procedure.

1) In an odd subslot, nodes transmit in the source-to-
relay mode:
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• If a cell has at least two nodes, one node is randomly
chosen as a sender and another node as the receiver.
If the sender needs to transmit a new extraneous
packet, the packet is relayed to the receiver at rate
R1 and then deleted from the buffer. Else, stay idle.

• If a cell only has one node and its adjacent cells
have at least one node, the only node is chosen as
a sender and another random node in adjacent cells
is chosen as a receiver. If the sender needs to transmit
a new extraneous packet, the packet is relayed to the
receiver at rate R2 and then deleted from the buffer.
Else, stay idle.

2) In an even subslot, nodes transmit in the relay-to-
destination mode:

• If a cell has at least two nodes, one node is randomly
chosen as a sender and another one as a receiver. If
the sender received packets from other nodes sched-
uled for the receiver but the receiver has not obtained
the packet yet, then the latest packet is chosen and
transmitted at rateR1. If the packet has been received
by all the destinations, it is deleted from the buffer of
the sender. Else, stay idle.

• If a cell only has one node and its adjacent cells have
at least one node, the only node is chosen as a sender
and another random one as the receiver. If the sender
received packets from other nodes scheduled for the
receiver but the receiver has not obtained the packet
yet, then the latest packet is chosen and transmitted
at rate R2. If the packet has been received by all
the destinations, it is deleted from the buffer of the
sender. Else, stay idle.

In the second procedure, the source node regards all
the nodes it meets as relay nodes. Thus, according to the
scheduling scheme, all the packets will be delivered along
a 2-hop path: source-relay-destinations. The performance of
the algorithm can be evaluated by applying the Lyapunov
Drift analysis [30]. Let

−→
U (t) =

(
U1(t), U2(t), ..., Un(t)

)
be

the vector of the unserved number of packets queued in
each node at slot t. The Lyapunov function L

(−→
U (t)

)
is

defined as a non-negative function of
−→
U (t). Then we present

the following lemma:

Lemma 1. (Network Stability-Sufficient Condition using
Lyapunov Drift): If there exists a positive integer d such that
for all slots t, the Lyapunov function evaluated d steps into the
future satisfies:

E
{
L(
−→
U (t+ d))− L(

−→
U (t))|

−→
U (t)

}
≤ B −

∑
i

θiUi(t), (1)

for some positive constants B, {θi}, and if E{L(
−→
U (t))} < ∞

for t ∈ {0, 1, ..., d− 1}, then the network is stable, and:

lim sup
t→∞

1

t

t−1∑
τ=0

[∑
i

θiE{Ui(τ)}
]
≤ B. (2)

This lemma has been proved by using a telescoping
series argument in [30]. On this basis, we obtain Theorem
2.

Theorem 2. Consider a cell partitioned MANET with N users
and C cells, under the two hop relay algorithm, if the input

rate λ for each node such that λ = ρµ for some 0 ≤ ρ < 1, and
nodes move around following the Markovian mobility model as
described in Sec. 3, the average packet delay D satisfies:

D ≤ 2dBN log k

(k + 1)λµϕ(1− ρ)
,

where δ = 1−ρ
2 , B is a constant given by (10), ϕ is a positive

constant given by ϕ , R1p+R2p
′

R1p+R2p′+R1q+R2q′
.

Proof. The proof is provided in Appendix C.

5 TWO HOP RELAY WITH REDUNDANCY

As mentioned in the system model, each node is
equipped with a cache. Therefore, in this section, we utilize
redundancy (i.e., more than one relays to hold the same
packet) to improve the delay performance. However, redun-
dancy poses new challenges on network design. The first
one is how to delete the duplicated packet. The scheduling
scheme applied to the network should ensure that all the
redundancies of each packet should be deleted when all
of the k destinations have received the packet. The second
challenge lies in the minimum delay. The purpose of this
section is designing an efficient algorithm with a smaller
delay.

In general, the cache capacity for each node is limited.
When the number of packet replications waiting at the
relays’ cache is large, the service time for packets queue
cannot be ignored. In this way, we will talk about two cases:
1) the length of packets queue in relay nodes is small; 2)
the queue length in relay nodes is large. We will study the
network performance for these two cases in two subsections,
respectively.

5.1 Two Hop Relay with Redundancy
Assume the new packet arriving at the source node

is marked with a sender number SN . To indicate which
packet is needed, the destination will send a request number
RN . We next present the proposed relay algorithm with
redundancy, where each node is allowed to hold at most
m redundancies. That is to say, in the network, at most m
nodes (including the source node) hold the same packet.

Two hop relay algorithm with redundancy: Each slot is fur-
ther equally divided into two subslots. With probability 1−δ

2 ,
the transmission follows the first procedure. Otherwise, the
transmission follows the second procedure.

1) In an odd subslot, nodes transmit in the source-to-
relay mode:

• If a cell has at least two nodes, one node is randomly
chosen as a sender and another node as the receiver.
If the sender needs to transmit a new extraneous
packet with a sender number SN , the packet is re-
layed to the receiver at rate R1 until m duplicates are
delivered to different relay nodes (maybe some are
destinations), or until the SN packets are received by
all the k destinations. After that, the sender number
is added to SN + 1. Else, stay idle.

• If a cell only has one node and its adjacent cells
have at least one node, the only node is chosen as
the sender and another random node in adjacent
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cells is chosen as a receiver. If the source needs
to transmit a new extraneous packet marked with
SN , the packet is relayed to the receiver at rate R2

until m duplicates are delivered to different relay
nodes (maybe some are destinations), or until the SN
packets are received by all the k destinations. After
that, the sender number is added to SN + 1. Else,
stay idle.

2) In an even subslot, nodes transmit in a relay-to-
destination mode: The relay-to-destination transmission
happens with a handshake:

• The receiver delivers its current RN number for the
packet it needs.

• The transmitter should transmit the packet with
SN = RN following the next two sequences:

- If a cell has at least two nodes, one node
is randomly chosen as a sender and another
node as the receiver. If the sender received
a packet with number SN from other nodes
that is destined for the receiver and has not
been received by the receiver yet, then trans-
mit the packet at rate R1. If the packets with
SN = RN are received by all the k destina-
tions, delete these packets from the buffer of
all the senders. Else, stay idle.

- If a cell only has one node and its adjacent
cells have at least one node, the only node
is chosen as the sender and another random
node in adjacent cells is chosen as a receiver.
If the sender received a packet with number
SN from other nodes that is destined for the
receiver and has not been received by the
receiver yet, then transmit the packet at rate
R2. If the packets with SN = RN are received
by all the k destinations, delete these packets
from the buffer of all the senders. Else, stay
idle.

To evaluate the algorithm’s performance, we study an
extreme case which leads to the largest delay. First, the
packet will be delivered tom relay nodes with time Tf when
none of its k destinations receive the packet; second, under
the condition that m relay nodes hold the packet, it takes
time Ts for all its k destinations receive the packet. Hence,
the delay is T = Tf + Ts. We next begin to calculate E(Tf )
and E(Ts) respectively.

E(Tf ): Similar to the calculation ofD in the previous sec-
tion, we can derive Tf by converting it to the cover time of a
Markov Chain with m states. Recall that the first procedure
of the algorithm only happens in odd subslots (i.e., source-
to-relay transmission), thus the average hitting time of the
state i (i.e., the ith relay node receives a copy of the packet)
is in the order of Θ( 1

k ) by applying Lemma 1 and Little’s law.
Similarly, by Lemma 2, we have E(Tf ) = Θ( logm

k ).
E(Ts): This problem is set in a scenario where m relays

already hold the same replications of a packet. We try to
find the time needed for all the k destinations receive the
packet. This problem is converted to solving a m to k cover
time problem for a Markov chain. First, let T ′ be the time
needed for one of the k destinations to receive the packet

when there is only one relay node have the packet. In this
case, we then present the following important lemma.

Lemma 2. Let R1, R2, ..., Rm denote the m relays holding the
same duplicate of a packet, and D1, D2, ..., Dk denote its k
destinations requiring the packet. Then the m to k cover time
is:

E[Tm→k] =
log k

m
E[T ′]. (3)

Proof. First we derive the expected time for the m relays to
cover any one destination node, which is the m to 1 cover
time Tm→1. Let I(Ri, Dj , t) be the indicator function that
any relay Ri transmits a duplicate of the packet successfully
to any destination Dj at time slot t. Then we have:

E[Tm→1] = E[min
m∑
i=1

I(Ri, Dj , t) ≥ 1]

= E[max
m∑
i=1

I(Ri, Dj , t) = 0]

=
1

1− (1− Pr(I(Ri, Dj , t) = 1))m
=

E[T ′]

m
.

By using the same method as lemma 2, we have that the m
to k cover time Θ( log kE(T ′)

m ).

Recall that the second procedure only happens in even
subslots (i.e., relay-to-destination transmission), then E[T ′] is
in the order of Θ(Nk ) by applying Lemma 2 and Little’s law.
Thus from Lemma 3, we have E(Ts) = Θ(N log k

mk ).
Combining the two procedures we have E(T ) = E(Tf )+

E(Ts) = Θ( logm
k )+Θ(N log k

mk ). It is clear that when the value
of m changes, the value of Θ( logm

k ) and Θ(N log k
mk ) varies.

Thus we have theorem 3:

Theorem 3. In the cell partitioned network under the
two hop relay algorithm with redundancy, the network
capacity can achieve Θ( 1

km ) with corresponding delay of{
Θ(N log k

km
) m = o(N),

Θ( logm
k

) m = Θ(N).

Thus when m = Θ(N), the network delay is E(T ) =
Θ( logN

k ); when m = o(N), the network delay is Θ(N log k
mk ).

Hence, when m takes different values, the network delay is
in the interval [Θ( logN

k ),Θ(N log k
k )]. Also, since on average

the redundancy of each packet is m, the network capacity
is Θ( 1

km ). The tradeoff between delay and capacity remains
the same as the tradeoff without redundancy.

5.2 Two Hop Relay Selection with Redundancy
In the previous subsection, we studied the upper bound

of delay when the number of packets in the buffer is small
enough to regard the service time as zero. But when many
packets are waiting in the buffer, the queue of packets can-
not be ignored. That is, the packet arrived earlier should be
served with priority. In this way, we propose an algorithm
to guarantee the fair and efficiency of the network.

Similar to the two hop relay algorithm with redundancy
in Section 5.1, a new packet at the source node is marked
with number SN , and the request at the destination is
marked with number RN . Each packet is allowed to have
at most m replications. We assume each node maintains
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3 individual queues in the buffer: The first queue stores
packets locally generated; the second queue stores packets
whose m replications have already been sent out but the
destination has not received yet; the third queue stores
packets from other S −D flows. The transmission sequence
for each packet is determined by the three queues. The new
packet at the first queue will wait until the replications
of packets with higher priority have been sent out, which
results in a period of service time at the source node S.
Similarly, the destination node D will send out requests of
the packet i just after it has received packets with higher
priority, which results in a period of service time at D. Then
we have the following algorithm.

Two Hop Relay Selection Algorithm With Redundancy: All
packets have been stamped with its arrival time in the send
number SN . Each slot is further divided into two equal
subslots. With probability 1−δ

2 , the transmission follows
the first procedure. Otherwise, the transmission follows the
second procedure.

1) In an odd subslot, nodes transmit in the source-to-
relay mode:

• A node is randomly selected as a transmitter S and
another node as a receiver D, then the S initiates
a handshake to obtain the number RN from the
destination D, and the source S executes the same
actions as the two hop relay algorithm .

• If a cell only has one node and its adjacent cells have
at least one node, the only node is selected as the
transmitter S and a random node in the adjacent
cells is chosen as the receiver D, then the S initiates
a handshake to obtain the number RN from the
destination D, and S executes the same actions as
the two hop relay algorithm. Else, stay idle.

2) In an even subslot, nodes transmit in the relay-
to-destination mode: the relay-to-destination transmission
happens with a handshake to obtain the RN from the
destination D:

• Firstly, get the number SN from the first queue.
If SN > RN , then S retrieves the packet i with
SN = RN from its second queue and sends packet i
to the destinationD. Else, if SN = RN , then S sends
packet i directly to D.

• Secondly, get SN from the third queue. If S has
a packet i in the third queue dedicated to D with
SN = RN , then S sends packet i to node D. Else,
if D has one copy of i, S remains idle. Moreover, if
the D has not stored the copy of i, S sends a copy
of packet i to D. If all copies for packet i have been
distributed, S puts packet i to the end of the second
queue and moves ahead the remaining packets in the
first queue.

To evaluate the performance of this algorithm, we also
study the extreme case which leads to the largest delay.
Firstly, the packet has to wait until packets with higher pri-
ority are transmitted (suppose the number of such packets
is z). Secondly, the packet should be delivered to m relays
when none of its k destinations receive the packet. Thirdly,
under the condition that m relay nodes hold the copies of
the packet, it takes a time period for the packet to reach all its

k destinations. Now we give a proof that the largest delay
of the first step should be taken from the service time at
the destination node D instead of the service time at source
node S.

Remark 1. For a given time slot and a source-to-destination pair,
we use p1, p2 and p3 to denote the probability that the source node
S conducts a successful transmission, the probability that the S
conducts a source-to-destination transmission and the probability
that the S conducts other type of transmission, respectively. Then
we have

p1 = p+p′, p2 = q+q′, p3 = p1−p2 = p+p′−q−q′. (4)

The definitions of p, q, p′ and q′ could be found in
Theorem 1.

Lemma 3. For a source-to-destination pair, suppose that there
are m copies of packet i in the network when the destination node
D starts to request for the i, 1 ≤ z ≤ f . We use Tr and Td to
denote the corresponding service time of packet at the S and the
D, respectively. Then we have

E
{
Tr
}
< E

{
Td
}
. (5)

Proof. For a given time slot, Let P4 denote the probability
that the destination node D will receive packet i at the
next time slot, and P5 denote the probability that the S will
successfully deliver a new copy of i, respectively.

In the next time slot, the destination node may receive
packet i either from S or from one of the m− 1 relays. Then
we have

P4 =p2 +
m− 1

2
(1 − 1 + J

C
)

N−3∑
t=0

(
N − 3

t

)[ t∑
k=0

(
t

k

)
(

1

C
)k+1·

(
J

C
)t−k(1 − 1 + J

C
)N−3−t 1

t + 1
(

1

k + 2
+

J

k + 1
)

]
=p2 +

p3(m− 1)

2N − 4
.

(6)
According to the source-to-relay transmission, a relay node

is randomly selected from the one-hop neighbors of node
S. Therefore, the S can successfully deliver packet i if a
node instead of these m − 1 relay nodes that have already
received copies is selected as receiver in the source-to-relay
transmission. We can obtain that

P5 =
1

2
(1 − 1 + J

C
)

N−2∑
k=1

(
N − 2

k

)[ k∑
i=0

(
k

i

)
(

1

C
)i(

J

C
)k−i·

(1 − 1 + J

C
)N−2−k 1

i + 1

N −m− 1

N − 2

]
=
p3(N −m− 1)

2N − 4
.

(7)

It is easy to understand that:

E
{
Td
}

=
1

P4
=

1

p2 + p3(m−1)
2N−4

≥ 2N − 4

p3(m− 1)
,

E
{
Tr
}

=
1

P5
=

1
p3(N−m−1)

2N−4

=
2N − 4

p3(N −m− 1)
.

(8)

For m = o(N), we have E
{
Tr
}
< E

{
Td
}

.

Hence, in this case the delay is T = Td + Tf + Ts, where
Td, Tf and Ts are the time for the three steps of the above
extreme case respectively. It is easy to derive that Td = zTs,
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where z = 2k
p3 log k , thus from Lemma 3 we have E(Ts) =

Θ(N log k
mk ), E(Td) = Θ( zN log k

mk ) and the previous section
proves that E(Tf ) = Θ( logm

k ). Thus we have Theorem 4:

Theorem 4. In the cell partitioned MANET under the Two
Hop Relay Selection Algorithm With Redundancy, the net-
work capacity can achieve Θ( 1

km ) with corresponding delay of
Θ( zN log k

km ).

From Theorem 4, we know that when m = o(N), the
network delay is Θ( zN log k

mk ). Hence, when z takes different
values from o(N) to Θ(N), the upper bound of delay is in
the interval [Θ(N log k

k ),Θ(N
2 log k
k )]. The delay and capacity

tradeoff remains the same as the tradeoff of the two hop
algorithm when z = o(N).

The main differences between the algorithm with and
without relay selection lies in the network scenarios. When
applying the two hop relay algorithm with redundancy,
the length of packets in the node cache is assumed to
be negligible. The two hop relay selection algorithm with
redundancy considers much heavy traffic scenarios. In this
way, the queue of packets at each node cannot be ignored.
Such waiting time need to be considered in the network
delay, since many packets are waiting at the nodes’ cache.
The two hop relay selection algorithm with redundancy is
proposed to optimize transmission schedule for multiple
packets waiting at the nodes’ buffer. We further prove that
the algorithm with relay selection can achieve the same
capacity-delay tradeoff compared with the scenario without
packet duplication.

6 MINIMUM ENERGY CONSUMPTION

In this section, we investigate the energy needed to
transmit the packets across the MANET. We introduce a
performance metric to evaluate the energy consumption
named minimum energy function Φ(λ) (first defined in [4]):
the minimum time average energy per node needs to keep
the network of an input rate λ stable, over all scheduling
and routing schemes.

Note that each node has two states: transmitting packets
using full power and staying idle without consuming any
power. For brevity, we only study the minimum energy
function in the first case R1 ≥ 2R2 in Theorem 5. The other
case R2 ≤ R1 < 2R2 can be derived in a similar way.

Theorem 5. In the case R1 ≥ 2R2, the minimum energy
function Φ(λ) can be exactly expressed in a piecewise linear
function of the input rate λ:

Φ(λ) =


kλ
R1

if C1,
q
θ + k+1

R1

[
λ− R1q

kθ

]
if C2,

p
θ + k

R2

[
λ− R1p

(k+1)θ −
R1q

(k+1)kθ

]
if C3,

p+q′

θ + k+1
R2

[
λ− R2q

′+R1(kp+q)
(k+1)kθ

]
if C4,

(9)

where C1: 0 ≤ λ < R1q
kθ , C2: R1q

kθ ≤ λ < R1p
(k+1)θ + R1q

(k+1)kθ ,

C3: R1p
(k+1)θ + R1q

(k+1)kθ ≤ λ < R2q
′+R1(kp+q)
(k+1)kθ and C4:

R2q
′+R1(kp+q)
(k+1)kθ ≤ λ < µ. Note that when k = 1, it becomes

a unicast network, whose minimum energy function is the same
as that of [4].

Next, we will prove the necessity and sufficiency of this
function.

6.1 Proof of Necessity

Let Xab(T ) denote the number of packets transmitted to
all the k destinations during (0, T ) by exactly a same cell
transmissions and b adjacent cell transmissions. Because of
the stability and ergodicity of the Markov Chain, the time
average energy consumption e satisfies:

e ≥
∑

a,b|a+b≥k

( a
R1

+
b

R2

)xab
N
, (10)

where xab , lim
n→∞

Xab(T )
T .

Note that xab can not be any value due to the system
model and assumptions presented in Sec. 3. Specifically, xab
must be in the constraint set Ω = Ω0 ∩Ω1 ∩Ω2 ∩Ω3, whose
definitions are follows:

Ω0,
{
x
∣∣ ∑
a,b|a+b≥k

xab = Nλ
}
, Ω1,

{
x
∣∣kXk0

R1
≤ c1

}
,

Ω2,
{
x
∣∣ 1

R1

∑
a≥k

axa0 ≤ c1 + c2
}
,

Ω3,
{
x
∣∣ 1

R1

∑
a≥k

axa0 +
kx0k

R2
≤ c1 + c2 + c3

}
,

where c1 is the maximum rate of direct source to destination
transmission opportunities within the same cell, c2 is the
maximum rate of source to relay (or relay to destination)
transmission opportunities within the same cell and c3 is the
maximum rate of direct source to destination transmission
opportunities between adjacent cells. After some calcula-
tion, we have c1 = Cq, c2 = C(p− q) and c3 = Cq′.

Next we define m(x) ,
∑

a,b|a+b≥k

(
a
R1

+ b
R2

)
xab

N . Thus, the

minimum energy problem can be converted to solving an
optimization problem:

e ≥ inf
x∈Ω

f(x). (11)

Applying the similar method in [4], we can convert this
optimization problem to a less strict one as follows:

e ≥ inf
x∈Ω̃

g(x), (12)

where Ω ⊂ Ω̃ = Ω̃0 ∩ Ω̃1 ∩ Ω̃2 ∩ Ω̃3 and g(x) ≤ f(x). The
new constraint sets Ω̃0, Ω̃1, Ω̃2, Ω̃3 are defined as follows:

Ω̃0 , Ω0, Ω̃1 , Ω1,

Ω̃2 ,
{
x
∣∣kxk0

R1
+

(k + 1)

R1

∑
a≥k+1

xa0 ≤ c1 + c2
}
,

Ω̃3 ,
{
x
∣∣kxk0

R1
+

(k + 1)

R1

∑
a≥k+1

xa0 +
kx0k

R2
≤ c1 + c2 + c3

}
.

Following the similar method in [4], we can prove Theo-
rem 5. The details of the derivation of the minimum energy
function under four different conditions are provided in
Appendix D.
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6.2 Proof of Sufficiency

Note that the minimum energy function Φ(λ) derived
in Theorem 5 is a piecewise linear function about λ. In this
subsection, we aim at designing a scheduling algorithm
which stabilizes the network under different values of λ.
Our scheduling schemes also yield the average energy con-
sumption arbitrarily close to the minimum energy function
Φ(λ). However, when the average energy cost becomes
closer to Φ(λ), the network delay increases. It is still as-
sumed that packets can only be delivered via at most two
hops. The difference lies in that we prefer a smaller energy
consumption even at the cost of delay. Thus, according to
the value of the input rate λ, the algorithms greedily exploit
part of the transmission opportunities similar to that of [4].

6.3 Minimum Energy Algorithm

In this part, we present the algorithm for the first case
0 ≤ λ < R1q

kθ and discuss its performance on average
energy consumption and delay. The other three cases can be
analyzed with similar method. We describe the minimum
energy algorithm in the first case 0 ≤ λ < R1q

kθ as follows:
Minimum energy algorithm: If there is an S-D pair in the

same cell, we randomly choose a pair. If a new packet
arrives, then with probability βρ (1 < β < 1

ρ ) the packet
is transmitted to the destination with rate R1. If this packet
has been received by all the destinations, delete it from the
cache; else, stay idle.

We now begin to analyze the performance of the algo-
rithm. When the input rate λ = ρR1q

kθ (0 < ρ < 1), packets
can only be transmitted through direct S-D transmission
within the same cell. Since such transmission costs one unit
power, the expression of the average energy consumption e
can be written in terms of the probability of it βρCq. Hence,
we have

ē =
βρCq

N
=
ρq

θ
+

(β − 1)ρq

θ
= Φ(λ) +

(β − 1)ρq

θ
. (13)

As for the corresponding delay, we only analyze it in
order sense. For simplicity, we assume that at a time slot,
with probability ρ, λ = R1q

kθ packets arrive at a node.
Otherwise, no packet arrives. This assumption ensures that
the average input rate λ is still ρR1q

kθ . Recall the probability
that an S-D pair in the same cell at a slot is q. Therefore
during a time slot, if no new packet arrives, packets queued
in the cache of the source can decrease by R1.

Let Us(t) denote the number of packets waiting in the
buffer of the source at slot t, and Us be the steady state
average. Hence, Pr(Us(t)≤R1Us) ≥ 1− 1

R1
(This inequality

is true for any nonnegative variables). We further assume
that an S-D transmission only happens in the same cell at a
time slot when at least R1 packets are in the buffer of the
source, which is reasonable for parameter β. In each time
slot where at least R1 packets queued in the cache, with
probability (1 − ρ)q the number of the packets decreases
by R1 packets. Let T denote the smallest integer bigger
than Us. Then, the probability that at time slot t less than
R1 packets in the buffer is greater than or equal to the
probability that Us(t − T ) ≤ R1Us, which implies that no
packet arrives during T successive slots but there is always
an S-D pair within the same cell. Therefore, the probability

of the event Π that less than R1 packets queued in the cache
of the source is

Pr(Π) ≥ q
(
(1− ρ)q

)Us+1
, δ.

Hence we have

Us =
log(q/δ)

log(1/((1− ρ)q))
− 1.

In a word, the discussion above can be summarized as
the following theorem.

Theorem 6. For the cell partitioned network and mobility models
as described in Sec. 3, the average energy consumption e of the
Minimum energy algorithm with input rate λ = ρR1q

kθ (0 <
ρ < 1), a control parameter β (1 < β < 1

ρ ), and δ which is
defined later, is as follows:

ē = Φ(λ) +
(β − 1)ρq

θ
.

And the energy and delay tradeoff under this algorithm is optimal,
which satisfies

e = Θ(δ), D = Θ(log
1

δ
).

Applying Little’s law, we know that the delay decreases
logarithmically with δ. Recall that δ is the lower bound of
the probability that the buffer has less than R1 packets.
Thus, βρ ≤ 1 − δ. Hence applying it to Equation (13), we
have e ≥ Φ(λ) + (1−δ)q−ρq

θ , which grows linearly with δ. By
[25], we derive that the tradeoff between energy and delay
is optimal.

6.4 The summary of theorems

For the reader’s comprehension, we summarize the the-
orems and their corresponding achievements in Table 2.

TABLE 2
Theorems and the corresponding achievements

Thm.s Metrics Achievements

Thm.1 Exact capacity µ =


R1q+R1p+R2q

′+R2p
′

(k+1)θ
,

2R1q+2R2q
′′+R1p

′′+R2(p
′−q′)

(k+1)θ
.

Thm.2 Exact delay D ≤ 2dBN log k
(k+1)λµϕ(1−ρ)

Thm.3
Capacity and delay for
two hop relay algo-
rithm with redundancy

λ = θ(
1

km
),

D =

{
Θ(N log k

km
) m = o(N),

Θ( logm
k

) m = Θ(N).

Thm.4

Capacity and delay for
two hop relay selection
algorithm with Redun-
dancy

λ = θ( 1
km

), D = Θ( zN log k
km

)

Thm.5 The expression for min-
imum energy function Φ(λ) =



kλ
R1
q
θ

+ k+1
R1

[
λ− R1q

kθ

]
p
θ

+ k
R2

[
λ− R1p

(k+1)θ
− R1q

(k+1)kθ

]
p+q′

θ
+ k+1

R2

[
λ− R2q

′+R1(kp+q)
(k+1)kθ

]

Thm.6

Average energy con-
sumption & Optimal
energy and delay trade-
off

ē = Φ(λ) +
(β−1)ρq

θ
= Θ(δ), D = Θ(log 1

δ
)
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7 SIMULATIONS

In this section, we attempt to evaluate the performance
of the proposed algorithms. The purpose is three-fold. (1)
We compare two hop relay algorithms with and without
redundancy, with and without relay selection to verify the
improvement of delay performance brought by redundancy
and relay selection. (2) We demonstrate the advantage of
our algorithms by comparing with existing algorithms. (3)
The minimum energy algorithm is carried out for validation.
All the algorithms are implemented in C++ and ran on a
Windows x64 PC (Intel Core i-5 @2.3Ghz, 4GB RAM).

7.1 Simulation Setup
The network area is assumed to be a large square w.l.o.g.

and further partitioned into 20× 20 non-overlapping small
squares (i.e., cells) of the same size. To eliminate the edge
effect, we assume the two pairs of parallel edges of the area
are adjacent. Then, each cell is adjacent to four cells. Nodes
are initially uniformly and randomly distributed on the area.
At the end of each time slot, a node stay in the current cell or
move to either north, south, east or west directions with the
same probability 0.2. The rate of same cell transmissionR1 is
set to be 2 packets/slot and the rate of adjacent transmission
R2 = 1 packet/slot.

To measure the capacity of the network, according to the
definition presented in Section 3, we gradually increase the
arrival rate λ at each node until the queue of each node
tends to keep growing over time. The maximal arrival rate
is treated as the capacity. In terms of the delay, we calculate
the delay of each packet by subtracting its arrival time from
the time when it is received by all its destinations. Then, we
average the delay of all the packet as the network delay. In
each time slot, we average the total energy consumption of
the network over all the users. Then, the average energy
consumption e is calculated as the time average energy
consumption over a long period.
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Fig. 3. Network delay of proposed algorithms.
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Fig. 5. Performance of the minimum energy algorithm.

7.2 Simulation Results

We first study the impact of packet redundancy and relay
selection on delay performance. We obtain the network de-
lay under network sizeN ∈ {0.1, 1, 2, 3, 4, 5, 6, 7, 8, 9}×104.
Fig. 3(a) illustrates the delay of two-hop relay algorithm
with redundancy and without redundancy, i.e., m > 0 and
m = 0, where m is the number of content redundancies.
We can see that the packet redundancy could significantly
reduce the network delay. With a larger redundancy, the
network delay becomes smaller. Fig. 3(b) evaluates the delay
performance for the two-hop relay selection algorithm with
and without redundancy, i.e., z = o(N) and z = 0, where z
is the average number of packets waiting at the node buffer.
When z = o(N), packet congestion happens at the node and
the delay increases.

To verify the performance of our algorithm, we com-
pare our two hop relay algorithm with similar works. The
algorithms in [5] and [6] are introduced for comparison.
Particularly, the two comparative algorithms are carried in
our settings where the movement of users is depicted by the
Markovian mobility model. Fix network size N = 103, we
compare the capacity and delay under different group sizes
k = {5, 10, 15, 20, 25, 30, 35, 40}. The results are reported
in Fig. 4. From Fig. 4(a), we can see that our algorithm
achieves nearly 30% to 50% larger capacity than other two
counterparts. In terms of the network delay, the delay of our
algorithm gradually decreases with the group size, while the
delay in [5] and [6] keep increasing. The simulation result
well conforms with our theoretical findings.

The minimum energy algorithm is further implemented
for validation. Note that only same cell transmissions hap-
pen in the algorithm. We assume each transmission costs
one unit power. We consider a network of N = 103 nodes.
Fix R1 = 2 packets/slot and group size k = 5, we first
measure the average energy consumption under different β
with respect to arrival rate λ = {0.5, 1, 1.5, 2, 2.5} × 10−3.
The results are presented in Fig. 5(a). We find that the
energy consumption grows almost linearly with the arrival
rate and monotonically increases with β. This result verifies
our theoretical result that the average energy consumption
ē = kλ

R1
+ (β−1)ρq

θ is a linear function of λ. We further
evaluate the delay of the algorithm under the same setting
by Fig. 5(b). We see that the delay decreases with the arrival
rate λ almost logarithmically. Moreover, the delay decreases
as β grows. Combining the two figures, we can infer that
the delay decreases logarithmically with the average en-
ergy consumption. This result accords with the theoretical
conclusion in Theorem 6 that there is a logarithmic factor
between e and D.
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8 CONCLUSION

In this paper, we have studied capacity, delay and energy
consumption of relay-assisted multicast scheme in MANETs
under a general Markovian mobility model. A Two hop
relay algorithm is proposed and the exact capacity and delay
are derived by the Lyapunov drift analysis. Moreover, we
allow redundancy in the cache-enabled network to further
improve the network performance. By studying the queue
delay in node-side cache, we show that multicast delay can
be significantly improved without impairing the capacity.
Moreover, we apply the minimum energy function to depict
the energy consumption for our multicast network. A Min-
imum energy algorithm is designed and proven to push the
actual energy consumption arbitrarily close to the minimum
energy function by sacrificing the delay. Theoretical results
show that we achieve the optimal energy and delay tradeoff.
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