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Methods , systems , and apparatuses for blockchain - based 
digital token utilization are described herein . Data corre 
sponding to digital tokens may be stored on a blockchain 
associated with a decentralized peer - to - peer ( P2P ) network . 
Smart contracts for collecting digital tokens in exchange for 
service provider tokens may be deployed to the blockchain . 
Smart contracts for distributing digital tokens based on 
credit tokens may be deployed to the blockchain . Through 
execution of the smart contracts , digital tokens may be 
utilized by users in various ways . 
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BLOCKCHAIN - BASED DIGITAL TOKEN 
UTILIZATION 

FIELD 
[ 0001 ] Aspects described herein generally relate to decen 
tralized peer - to - peer ( P2P ) computer systems specialized for 
the purpose of managing a blockchain . In particular , one or 
more aspects of the disclosure relate to utilizing digital 
tokens on or using a blockchain . 

BACKGROUND 
[ 0002 ] Centralized computing systems may be used to 
manage information related to digital tokens . Centralized 
computing systems may receive digital tokens from a plu 
rality of entities , and may control the distribution of the 
digital tokens to users of the centralized system in return for 
interest provided by the users . But centralized computing 
systems may constitute a single point of failure , which may 
be undesirable from a reliability standpoint and from a 
security standpoint . 

SUMMARY 
[ 0003 ] The following presents a simplified summary of 
various aspects described herein . This summary is not an 
extensive overview , and is not intended to identify required 
or critical elements or to delineate the scope of the claims . 
The following summary merely presents some concepts in a 
simplified form as an introductory prelude to the more 
detailed description provided below . 
[ 0004 ] To overcome limitations in the prior art described 
above , and to overcome other limitations that will be appar 
ent upon reading and understanding the present specifica 
tion , aspects described herein are directed towards utilizing 
digital tokens on a blockchain . 
[ 0005 ] In accordance with one or more embodiments , a 
computing platform configured to operate in a decentralized 
peer - to - peer ( P2P ) network and including one or more 
processors and memory storing at least a portion of a 
blockchain of the decentralized P2P network may receive , 
from a first user computing device , a first registration request 
for registering a collection smart contract . The computing 
platform may register the collection smart contract by add 
ing a first new block to the blockchain . The first new block 
may comprise the collection smart contract . The computing 
platform may receive , from the first user computing device , 
a first event message indicating a first amount of service 
provider tokens , an identifier of the collection smart con 
tract , and a digital signature associated with the first user 
computing device . The computing platform may verify an 
authenticity of the first event message based on the digital 
signature associated with the first user computing device . 
The computing platform may , in response to receiving the 
first event message , execute the collection smart contract , 
which may cause the computing platform to transfer , from a 
service provider token holder associated with the first user 
computing device and to the collection smart contract , the 
first amount of the service provider tokens . The computing 
platform may receive , from a second user computing device , 
a second event message indicating a first amount of digital 
tokens , an identifier of the collection smart contract , and a 
digital signature associated with the second user computing 
device . The computing platform may verify an authenticity 
of the second event message based on the digital signature 

associated with the second user computing device . The 
computing platform may , in response to receiving the second 
event message , execute the collection smart contract , which 
may cause the computing platform to transfer , from a digital 
token holder associated with the second user computing 
device and to the collection smart contract , the first amount 
of the digital tokens . Execution of the collection smart 
contract may cause the computing platform to determine , 
based on the first amount of the digital tokens and an 
exchange rate between the digital tokens and the service 
provider tokens , a second amount of the service provider 
tokens . Execution of the collection smart contract may cause 
the computing platform to transfer , from the collection smart 
contract and to a service provider token holder associated 
with the second user computing device , the second amount 
of the service provider tokens . 
[ 0006 ] In some embodiments , the computing platform 
may receive , from the second user computing device , a third 
event message indicating a third amount of the service 
provider tokens and an identifier of the collection smart 
contract . The computing platform may , in response to 
receiving the third event message , execute the collection 
smart contract , which may cause the computing platform to 
transfer , from the service provider token holder associated 
with the second user computing device and to the collection 
smart contract , the third amount of the service provider 
tokens . Execution of the collection smart contract may cause 
the computing platform to determine , based on an appre 
ciation rate associated with the digital tokens and a time 
period between receiving the second event message and 
receiving the third event message , an updated exchange rate 
between the digital tokens and the service provider tokens . 
Execution of the collection smart contract may cause the 
computing platform to determine , based on the third amount 
of the service provider tokens and the updated exchange rate 
between the digital tokens and the service provider tokens , 
a second amount of the digital tokens . Execution of the 
collection smart contract may cause the computing platform 
to transfer , from the collection smart contract and to the 
digital token holder associated with the second user com 
puting device , the second amount of the digital tokens . 
[ 0007 ] In some embodiments , the computing platform 
may receive , from the first user computing device , a second 
registration request for registering a distribution smart con 
tract . The computing platform may register the distribution 
smart contract by adding a second new block to the block 
chain . The second new block may comprise the distribution 
smart contract . The computing platform may receive , from 
the first user computing device , a fourth event message 
indicating a third amount of the digital tokens and an 
identifier of the distribution smart contract . The computing 
platform may , in response to receiving the fourth event 
message , execute the distribution smart contract , which may 
cause the computing platform to transfer , from a digital 
token holder associated with the first user computing device 
and to the distribution smart contract , the third amount of the 
digital tokens . The computing platform may receive , from a 
third user computing device , a fifth event message indicating 
a first amount of credit tokens and an identifier of the 
distribution smart contract . The computing platform may , in 
response to receiving the fifth event message , execute the 
distribution smart contract , which may cause the computing 
platform to transfer , from a credit token holder associated 
with the third user computing device and to the distribution 
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[ 0013 ] FIG . 2 depicts an illustrative example of decentral 
ized P2P computer system that may be used in accordance 
with one or more illustrative aspects described herein . 
[ 0014 ] FIG . 3A depicts an illustrative example of a full 
node computing device that may be used in accordance with 
one or more illustrative aspects described herein . 
[ 0015 ] FIG . 3B depicts an illustrative example of a light 
weight node computing device that may be used in accor 
dance with one or more illustrative aspects described herein . 
[ 0016 FIG . 4 depicts an illustrative digital token utiliza 
tion system that may be used in accordance with one or more 
example embodiments described herein . 
[ 0017 ] FIGS . 5A - 5H depict an illustrative event sequence 
for digital token utilization in accordance with one or more 
example embodiments described herein . 
[ 0018 ] FIG . 6 depicts an illustrative method for digital 
token utilization in accordance with one or more example 
embodiments described herein . 

DETAILED DESCRIPTION 

smart contract , the first amount of the credit tokens . Execu 
tion of the distribution smart contract may cause the com - 
puting platform to determine , based on the first amount of 
the credit tokens and an exchange rate between the digital 
tokens and the credit tokens , a fourth amount of the digital 
tokens . Execution of the distribution smart contract may 
cause the computing platform to transfer , from the distribu 
tion smart contract and to a digital token holder associated 
with the third user computing device , the fourth amount of 
the digital tokens . 

[ 0008 ] In some embodiments , the computing platform 
may receive , from the third user computing device , a sixth 
event message indicating a fifth amount of the digital tokens 
and an identifier of the distribution smart contract . The 
computing platform may , in response to receiving the sixth 
event message , execute the distribution smart contract , 
which may cause the computing platform to determine , 
based on the fourth amount of the digital tokens , a time 
period between receiving the fifth event message and receiv 
ing the sixth event message , and an interest rate associated 
with the digital tokens , an expected amount of the digital 
tokens . Execution of the distribution smart contract may 
cause the computing platform to , in response to determining 
that the fifth amount of the digital tokens corresponds to the 
expected amount of the digital tokens , transfer , from the 
distribution smart contract and to the credit token holder 
associated with the third user computing device , the first 
amount of the credit tokens and an additional amount of the 
credit tokens . Execution of the distribution smart contract 
may cause the computing platform to transfer , from the 
digital token holder associated with the third user computing 
device and to the distribution smart contract , the fifth 
amount of the digital tokens . 
[ 0009 ] In some embodiments , the computing platform 
may , in response to determining that the fifth amount of the 
digital tokens does not correspond to the expected amount of 
the digital tokens , transfer , from the distribution smart 
contract and to a credit token holder associated with the first 
user computing device , the first amount of the credit tokens . 
In some embodiments , the computing platform may , in 
response to receiving the second event message , transfer , 
from the collection smart contract and to the distribution 
smart contract , a portion of the first amount of the digital 
tokens . In some embodiments , the computing platform may 
determine , based on a credit score associated with the third 
user computing device , a second amount of the credit 
tokens . The computing platform may assign the second 
amount of the credit tokens to the credit token holder 
associated with the third user computing device . 
[ 0010 ] These and additional aspects will be appreciated 
with the benefit of the disclosures discussed in further detail 
below . 

[ 0019 ] In the following description of the various embodi 
m ents , reference is made to the accompanying drawings 
identified above and which form a part hereof , and in which 
is shown by way of illustration various embodiments in 
which aspects described herein may be practiced . It is to be 
understood that other embodiments may be utilized and 
structural and functional modifications may be made without 
departing from the scope described herein . Various aspects 
are capable of other embodiments and of being practiced or 
being carried out in various different ways . 
[ 0020 ] As a general introduction to the subject matter 
described in more detail below , aspects described herein are 
directed towards methods , systems , and apparatuses for 
blockchain - based digital token utilization . Data correspond 
ing to digital tokens may be stored on a blockchain associ 
ated with a decentralized peer - to - peer ( P2P ) network . Smart 
contracts for collecting digital tokens in exchange for ser 
vice provider tokens may be deployed to the blockchain . 
Smart contracts for distributing digital tokens based on 
credit tokens may be deployed to the blockchain . Through 
execution of the smart contracts , digital tokens may be 
utilized by users in various ways . 
[ 0021 ] It is to be understood that the phraseology and 
terminology used herein are for the purpose of description 
and should not be regarded as limiting . Rather , the phrases 
and terms used herein are to be given their broadest inter 
pretation and meaning . The use of “ including ” and “ com 
prising ” and variations thereof is meant to encompass the 
items listed thereafter and equivalents thereof as well as 
additional items and equivalents thereof . The use of the 
terms “ mounted , " " connected , " " coupled , " " positioned , " 
" engaged ” and similar terms , is meant to include both direct 
and indirect mounting , connecting , coupling , positioning 
and engaging . 
[ 0022 ] The disclosure provided herein is described , at 
least in part , in relation to a decentralized peer - to - peer ( e . g . , 
P2P ) system specialized for the purpose of managing a 
blockchain . The decentralized P2P system may be com 
prised of computing devices that are distributed in multiple 
locations across a geographical area as opposed to a single 
location . The computing devices forming the decentralized 
P2P system may operate with each other to manage a 
blockchain , which may be a data structure used to store 
information related to the decentralized P2P system . More 

BRIEF DESCRIPTION OF THE DRAWINGS 
[ 0011 ] A more complete understanding of aspects 
described herein and the advantages thereof may be acquired 
by referring to the following description in consideration of 
the accompanying drawings , in which like reference num 
bers indicate like features , and wherein : 
[ 0012 ] FIG . 1 depicts an illustrative example of central 
ized computer system in accordance with one or more 
illustrative aspects described herein . 
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specifically , the blockchain may be a chronological linkage 
of data elements ( e . g . , blocks ) which store data records 
relating to the decentralized computing system . 
[ 0023 ] A user may access the decentralized P2P system 
through a specialized " wallet ” that serves to uniquely iden 
tify the user and enable the user to perform functions related 
to the decentralized P2P network . Through the wallet , the 
user may be able to hold tokens , funds , and / or any other 
asset associated with the decentralized P2P system . Further 
more , the user may be able to use the wallet to request 
performance of network - specific functions related to the 
decentralized P2P system such as fund , token , and / or asset 
transfers . The various computing devices forming the decen 
tralized P2P computing system may operate as a team to 
perform network - specific functions requested by the user . In 
performing the network - specific functions , the various com 
puting devices may produce blocks that store the data 
generated during the performance of the network - specific 
functions and may add the blocks to the blockchain . After 
the block has been added to the blockchain , the wallet 
associated with the user may indicate that the requested 
network - specific function has been performed . 
[ 0024 ] For example , a user may have a wallet which 
reflects that the user has five tokens associated with the 
decentralized P2P system . The user may provide a request to 
the decentralized P2P system to transfer the five tokens to a 
friend who also has a wallet . The various computing devices 
forming the decentralized P2P computing system may per 
form the request and transfer the five tokens from the wallet 
of the user to the wallet of the friend . In doing so , a block 
may be created by the various computing devices of the 
decentralized P2P computing system . The block may store 
data indicating that the five tokens were transferred from the 
wallet of the user to the wallet of the friend . The various 
computing devices may add the block to the blockchain . At 
such a point , the wallet of the user may reflect the transfer 
of the five tokens to the wallet of the friend , and may 
indicate a balance of zero . The wallet of the friend , however , 
may also reflect the transfer of the five tokens and may have 
a balance of five tokens . 
[ 0025 ] . In more detail , the decentralized P2P system may 
be specialized for the purpose of managing a distributed 
ledger , such as a private blockchain or a public blockchain , 
through the implementation of digital cryptographic hash 
functions , consensus algorithms , digital signature informa 
tion , and network - specific protocols and commands . The 
decentralized P2P system ( e . g . , decentralized system ) may 
be comprised of decentralized system infrastructure consist 
ing of a plurality computing devices , either of a heteroge 
neous or homogenous type , which serve as network nodes 
( e . g . , full nodes and / or lightweight nodes ) to create and 
sustain a decentralized P2P network ( e . g . , decentralized 
network ) . Each of the full network nodes may have a 
complete replica or copy of a blockchain stored in memory 
and may operate in concert , based on the digital crypto 
graphic hash functions , consensus algorithms , digital signa 
ture information , and network - specific protocols , to execute 
network functions and / or maintain inter - nodal agreement as 
to the state of the blockchain . Each of the lightweight 
network nodes may have at least a partial replica or copy of 
the blockchain stored in memory and may request perfor - 
mance of network functions through the usage of digital 
signature information , hash functions , and network com 
mands . In executing network functions of the decentralized 

network , such as balance sheet transactions and smart con 
tract operations , at least a portion of the full nodes forming 
the decentralized network may execute the one or more 
cryptographic hash functions , consensus algorithms , and 
network - specific protocols to register a requested network 
function on the blockchain . In some instances , a plurality of 
network function requests may be broadcasted across at least 
a portion of the full nodes of the decentralized network and 
aggregated through execution of the one or more digital 
cryptographic hash functions and by performance of the one 
or more consensus algorithms to generate a single work unit 
( e . g . , block ) , which may be added in a time - based , chrono 
logical manner to the blockchain through performance of 
network - specific protocols . 
[ 0026 ] While in practice the term “ blockchain ” may hold 
a variety of contextually derived meanings , the term block 
chain , as used herein , refers to a concatenation of sequen 
tially dependent data elements ( e . g . , blocks ) acting as a data 
ledger that stores records relating to a decentralized com 
puting system . Such data records may be related to those 
used by a particular entity or enterprise , such as a financial 
institution , and / or may be associated with a particular appli 
cation and / or use case including , but not limited to , cryp 
tocurrency , digital content storage and delivery , entity 
authentication and authorization , digital identity , market 
place creation and operation , internet of things ( e . g . , IoT ) , 
prediction platforms , election voting , medical records , cur 
rency exchange and remittance , P2P transfers , ride sharing , 
gaming , trading platforms , and real estate , precious metal , 
and work of art registration and transference , among others . 
A “ private blockchain ” may refer to a blockchain of a 
decentralized private system in which only authorized com 
puting devices are permitted to act as nodes in a decentral 
ized private network and have access to the private block 
chain . In some instances , the private blockchain may be 
viewable and / or accessible by authorized computing devices 
which are not participating as nodes within the decentralized 
private network , but still have proper credentials . A “ public 
blockchain ” may refer to a blockchain of a decentralized 
public system in which any computing devices may be 
permitted to act as nodes in a decentralized public network 
and have access to the public blockchain . In some instances , 
the public blockchain may be viewable and / or accessible by 
computing devices which are not participating as nodes 
within the decentralized public network . 
[ 0027 ] Further , a “ full node ” or “ full node computing 
device , ” as used herein , may describe a computing device in 
a decentralized system which operates to create and main 
tain a decentralized network , execute requested network 
functions , and maintain inter - nodal agreement as to the state 
of the blockchain . In order to perform such responsibilities , 
a computing device operating as a full node in the decen 
tralized system may have a complete replica or copy of the 
blockchain stored in memory , as well as executable instruc 
tions for the execution of hash functions , consensus algo 
rithms , digital signature information , network protocols , and 
network commands . A " lightweight node , ” “ light node , " 
" lightweight node computing device , " or " light node com 
puting device ” may refer to a computing device in a decen 
tralized system , which operates to request performance of 
network functions ( e . g . , balance sheet transactions , smart 
contract operations , and the like ) within a decentralized 
network but without the capacity to execute requested 
network functions and maintain inter - nodal agreement as to 
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the state of the blockchain . As such , a computing device 
operating as a lightweight node in the decentralized system 
may have a partial replica or copy of the blockchain . In some 
instances , network functions requested by lightweight nodes 
to be performed by the decentralized network may also be 
able to be requested by full nodes in the decentralized 
system . 
[ 0028 ] “ Network functions ” and / or “ network - specific 
functions , " as described herein , may relate to functions 
which are able to be performed by nodes of a decentralized 
P2P network . In some arrangements , the data generated in 
performing network - specific functions may or may not be 
stored on a blockchain associated with the decentralized P2P 
network . Examples of network functions may include 
“ smart contract operations ” and “ balance sheet transaction . ” 
A smart contract operation , as used herein , may describe one 
or more operations associated with a “ smart contract , ” which 
may be one or more algorithms and / or programs stored on 
a blockchain and identified by one or more wallets and / or 
public keys within a decentralized P2P network . In perform 
ing a smart contract operation , each full node computing 
device within a decentralized P2P network may identify a 
block within a blockchain comprising the smart contract 
and , responsive to identifying the block associated with the 
smart contract , may execute the one or more algorithms 
and / or programs of the smart contract . A balance sheet 
transaction may describe one or more changes to data 
holdings associated with one or more nodes within a decen 
tralized network . 
[ 0029 ] In one or more aspects of the disclosure , a " digital 
cryptographic hash function , ” as used herein , may refer to 
any function which takes an input string of characters ( e . g . , 
message ) , either of a fixed length or non - fixed length , and 
returns an output string of characters ( e . g . , hash , hash value , 
message digest , digital fingerprint , digest , and / or checksum ) 
of a fixed length . Examples of digital cryptographic hash 
functions may include BLAKE ( e . g . , BLAKE - 256 , 
BLAKE - 512 , and the like ) , MD ( e . g . , MD2 , MD4 , MD5 , 
and the like ) , Scrypt , SHA ( e . g . , SHA - 1 , SHA - 256 , SHA 
512 , and the like ) , Skein , Spectral Hash , SWIFT , Tiger , and 
so on . A " consensus algorithm , ” as used herein and as 
described in further detail below , may refer to one or more 
algorithms for achieving agreement on one or more data 
values among nodes in a decentralized network . Examples 
of consensus algorithms may include proof of work ( e . g . , 
PoW ) , proof of stake ( e . g . , PoS ) , delegated proof of stake 
( e . g . , DPOS ) , practical byzantine fault tolerance algorithm 
( e . g . , PBFT ) , and so on . Furthermore , " digital signature 
information ” may refer to one or more private / public key 
pairs and digital signature algorithms which are used to 
digitally sign a message and / or network function request for 
the purposes of identity and / or authenticity verification . 
Examples of digital signature algorithms which use private / 
public key pairs contemplated herein may include public key 
infrastructure ( PKI ) , Rivest - Shamir - Adleman signature 
schemes ( e . g . , RSA ) , digital signature algorithm ( e . g . , 
DSA ) , Edwards - curve digital signature algorithm , and the 
like . A “ wallet , " as used herein , may refer to one or more 
data and / or software elements ( e . g . , digital cryptographic 
hash functions , digital signature information , and network 
specific commands ) that allow a node in a decentralized P2P 
network to interact with the decentralized P2P network . A 
wallet may be associated with a public key , which may serve 
to identify the wallet . In requesting performance of network 

operations , a private key associated with the wallet may be 
used to digitally sign the network operation requests . 
[ 0030 ] As will be described in further detail below , a 
decentralized P2P system implementing a blockchain data 
structure may provide solutions to technological problems 
existing in current centralized system constructs with tradi 
tional data storage arrangements . For example , conventional 
data storage arrangements that use a central data authority 
have a single point of failure ( namely , the central storage 
location ) which , if compromised by a malicious attacker , can 
lead to data tampering , unauthorized data disclosure , and 
exploitation and / or loss of operative control of the processes 
performed by the centralized system . The implementation of 
a blockchain data structure in a decentralized P2P system 
acts as a safeguard against unreliable and / or malicious nodes 
acting in the decentralized P2P network to undermine the 
work efforts of the other nodes , e . g . , by providing byzantine 
fault tolerance within the network . 
[ 0031 ] Computing Architectures 
[ 0032 ] FIG . 1 depicts an illustrative example of central 
ized computer system 100 in accordance with one or more 
illustrative aspects described herein . Centralized computer 
system 100 may comprise one or more computing devices 
including at least server infrastructure 110 and user com 
puting devices 120 . Each of user computing devices 120 
may be configured to communicate with server infrastruc 
ture 110 through network 130 . In some arrangements , cen 
tralized computer system 100 may include additional com 
puting devices and networks that are not depicted in FIG . 1 , 
which also may be configured to interact with server infra 
structure 110 and , in some instances , user computing devices 
120 . 
0033 ] Server infrastructure 110 may be associated with a 
distinct entity such as a company , school , government , and 
the like , and may comprise one or more personal computer 
( S ) , server computer ( s ) , hand - held or laptop device ( s ) , mul 
tiprocessor system ( s ) , microprocessor - based system ( s ) , set 
top box ( es ) , programmable consumer electronic device ( s ) , 
network personal computer ( s ) ( PC ) , minicomputer ( s ) , main 
frame computer ( s ) , distributed computing environment ( s ) , 
and the like . Server infrastructure 110 may include comput 
ing hardware and software that may host various data and 
applications for performing tasks of the centralized entity 
and for interacting with user computing devices 120 , as well 
as other computing devices . For example , each of the 
computing devices comprising server infrastructure 110 may 
include one or more processors 112 and one or more 
databases 114 , which may be stored in memory of the one 
or more computing devices of server infrastructure 110 . 
Through execution of computer - readable instructions stored 
in memory , the computing devices of server infrastructure 
110 may be configured to perform functions of the central 
ized entity and store the data generated during the perfor 
mance of such functions in databases 114 . 
[ 0034 ] In some arrangements , server infrastructure 110 
may include and / or be part of enterprise information tech 
nology infrastructure and may host a plurality of enterprise 
applications , enterprise databases , and / or other enterprise 
resources . Such applications may be executed on one or 
more computing devices included in server infrastructure 
110 using distributed computing technology and / or the like . 
In some instances , server infrastructure 110 may include a 
relatively large number of servers that may support opera 
tions of a particular enterprise or organization , such as a 
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financial institution . Server infrastructure 110 , in this 
embodiment , may generate a single centralized ledger for 
data received from the various user computing devices 120 , 
which may be stored in databases 114 . 
[ 0035 ] Each of the user computing devices 120 may be 
configured to interact with server infrastructure 110 through 
network 130 . In some instances , one or more of the user 
computing devices 120 may be configured to receive and 
transmit information corresponding to system requests 
through particular channels and / or representations of web 
pages and / or applications associated with server infrastruc 
ture 110 . The system requests provided by user computing 
devices 120 may initiate the performance of particular 
computational functions such as data and / or file transfers at 
server infrastructure 110 . In such instances , the one or more 
of the user computing devices may be internal computing 
devices associated with the particular entity corresponding 
to server infrastructure 110 and / or may be external comput 
ing devices which are not associated with the particular 
entity . 
( 0036 ] As stated above , centralized computer system 100 
also may include one or more networks , which may inter 
connect one or more of server infrastructure 110 and one or 
more user computing devices 120 . For example , centralized 
computer system 100 may include network 130 . Network 
130 may include one or more sub - networks ( e . g . , local area 
networks ( LANs ) , wide area networks ( WANs ) , or the like ) . 
Furthermore , centralized computer system 100 may include 
a local network configured to interlink each of the comput 
ing devices comprising server infrastructure 110 . 
[ 0037 ] Furthermore , in some embodiments , centralized 
computer system 100 may include a plurality of computer 
systems arranged in an operative networked communication 
arrangement with one another through a network , which 
may interface with server infrastructure 110 , user computing 
devices 120 , and network 130 . The network may be a system 
specific distributive network receiving and distributing spe 
cific network feeds and identifying specific network asso 
ciated triggers . The network may also be a global area 
network ( GAN ) , such as the Internet , a wide area network 
( WAN ) , a local area network ( LAN ) , or any other type of 
network or combination of networks . The network may 
provide for wireline , wireless , or a combination wireline and 
wireless communication between devices on the network . 
[ 0038 ] In the centralized computer system 100 described 
in regard to FIG . 1 , server infrastructure 110 may serve as a 
central authority which manages at least a portion of the 
computing data and actions performed in relation to the 
particular entity associated with server infrastructure 110 . As 
such , server infrastructure 110 of centralized computer sys 
tem 100 provides a single point of failure which , if com 
promised by a malicious attacker , can lead to data tamper - 
ing , unauthorized data disclosure , and exploitation and / or 
loss of operative control of the processes performed by the 
server infrastructure 110 in relation to the particular entity 
associated with server infrastructure 110 . In such a central 
ized construct in which a single point of failure ( e . g . , server 
infrastructure 110 ) is created , significant technological prob 
lems arise regarding maintenance of operation and data 
control , as well as preservation of data integrity . As will be 
described in further detail below in regard to FIG . 2 , such 
technological problems existing in centralized computing 
arrangements may be solved by a decentralized P2P system 

implementing a blockchain data structure , even wholly 
within the server infrastructure 110 . 
[ 0039 ] FIG . 2 depicts an illustrative example of decentral 
ized P2P computer system 200 that may be used in accor 
dance with one or more illustrative aspects described herein . 
Decentralized P2P computer system 200 may include a 
plurality of full node computing devices 210A , 210B , 210C , 
210D , 210E , and 210F and lightweight node computing 
devices 250A and 250B , which may be respectively similar 
to full node computing device 210 described in regard to 
FIG . 3A and lightweight node computing device 250 
described in regard to FIG . 3B . While a particular number of 
full node computing devices and lightweight node comput 
ing devices are depicted in FIG . 2 , it should be understood 
that a number of full node computing devices and / or light 
weight node computing devices greater or less than that of 
the depicted full node computing devices and lightweight 
node computing devices may be included in decentralized 
P2P computer system 200 . Accordingly , any additional full 
node computing devices and / or lightweight node computing 
devices may respectively perform in the manner described 
below in regard to full node computing devices 210A - 210F 
and lightweight node computing devices 250A and 250B in 
decentralized P2P computer system 200 . 
[ 0040 ] Each of full node computing devices 210A - 210F 
may operate in concert to create and maintain decentralized 
P2P network 270 of decentralized P2P computer system 200 . 
In creating decentralized P2P network 270 of decentralized 
P2P computer system 200 , processors , ASIC devices , and / or 
graphics processing units ( e . g . , GPUs ) of each full node 
computing device 210A - 210F may execute network proto 
cols which may cause each full node computing device 
210A - 210F to form a communicative arrangement with the 
other full node computing devices 210A - 210F in decentral 
ized P2P computer system 200 and thereby create decen 
tralized P2P network 270 . Furthermore , the execution of 
network protocols by the processors , ASIC devices , and / or 
GPUs of full node computing devices 210A - 210F may cause 
full node computing devices 210A - 210F to execute network 
functions related to blockchain 226 and maintain decentral 
ized P2P network 270 . 
[ 0041 ] Lightweight node computing devices 250A and 
250B may request execution of network functions related to 
decentralized P2P network 270 . In order to request execu 
tion of network functions , such as balance sheet transaction 
and / or smart contract operations , processors of lightweight 
node computing devices 250A and 250B may execute net 
work commands to broadcast the network functions to 
decentralized P2P network 270 comprising full node com 
puting devices 210A - 210F . 
[ 0042 ] For example , lightweight node computing device 
250A may request execution of a balance sheet transaction 
related to decentralized P2P network 270 , which may entail 
a data transfer from a wallet associated with lightweight 
node computing device 250A to a wallet associated with 
lightweight node 250B . In doing so , processors of light 
weight node computing device 250 A may execute network 
commands to broadcast balance sheet transaction network 
function request 280 to decentralized P2P network 270 . 
Balance sheet transaction network function request 280 may 
include details about the data transfer such as data type and 
amount , as well as a data transfer amount to full node 
computing devices 210A - 201F of decentralized P2P net 
work 270 for executing balance sheet transaction network 
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function request 280 . Balance sheet transaction network 
function request 280 may further include the public key 
associated with the wallet of lightweight node computing 
device 250B . Processors of lightweight node computing 
device 250A may execute digital signature algorithms to 
digitally sign balance sheet transaction network function 
request 280 with the private key associated with the wallet 
of lightweight node computing device 250A . 
[ 0043 ] At decentralized P2P network 270 , balance sheet 
transaction network function request 280 may be broad 
casted to each of full node computing devices 210A - 210F 
through execution of network protocols by full node com 
puting devices 210A - 210F . In order to execute balance sheet 
transaction network function request 280 and maintain inter 
nodal agreement as to the state of blockchain 226 , proces 
sors , ASIC devices , and / or GPUs of full node computing 
devices 210A - 210F may execute network protocols to 
receive broadcast of the network function through decen - 
tralized P2P network 270 and from lightweight node com 
puting device 250A . Processors , ASIC devices , and / or GPUs 
of full node computing devices 210A - 210F may execute 
hash functions to generate a digest of balance sheet trans 
action network function request 280 . The resultant digest of 
balance sheet transaction network function request 280 may , 
in turn , be hashed with the block hash of the most imme 
diately preceding block of blockchain 226 . Processors , ASIC 
devices , and / or GPUs of full node computing devices 210A 
210F may execute consensus algorithms to identify a 
numerical value ( e . g . , nonce ) corresponding to the particular 
executed consensus algorithm and related to the digest that 
combines the digest of the balance sheet transaction network 
function request 280 and the block hash of the most imme 
diately preceding block of blockchain 226 . 
[ 0044 ] For example , in embodiments in which the con 
sensus algorithm is proof of work ( e . g . , POW ) , processors , 
ASIC devices , and / or GPUs of full node computing devices 
210A - 210F may perform a plurality of hashing operations to 
identify a nonce that , when hashed with the digest that 
combines the digest of the balance sheet transaction network 
function request 280 and the block hash of the most imme 
diately preceding block of blockchain 226 , produces a hash 
of a predetermined alphanumerical format . Such a predeter 
mined alphanumerical format may include a predetermined 
number of consecutive alphanumerical characters at a pre 
determined position within the resultant digest that com 
bines the nonce , digest of the balance sheet transaction 
network function request 280 , and block hash of the most 
immediately preceding block of blockchain 226 . 
[ 0045 ] In embodiments in which the consensus algorithm 
is proof of stake ( e . g . , PoS ) , a private key associated with 
one of full node computing devices 210A - 210F may be 
pseudo - randomly selected , based on balance sheet holdings 
associated with the public keys of full node computing 
devices 210A - 210F , to serve as the nonce . For example , 
through execution of the PoS consensus algorithm , full node 
computing devices 210A - 210F are entered into a lottery in 
which the odds of winning are proportional to a balance 
sheet amount associated the wallet of each of full node 
computing devices 210A - 210F , wherein a larger balance 
sheet amount corresponds to a higher probability to win the 
lottery . The PoS consensus algorithm may cause a full node 
computing device from full node computing devices 210A 
210F to be selected , and the public key of the wallet of the 
selected full node computing device to be used as the nonce . 

[ 0046 ] In embodiments in which the consensus algorithm 
is delegated proof of stake ( e . g . , DpoS ) , a group of delegates 
are chosen from full node computing devices 210A - 210F by 
each of computing devices 210A - 210F , wherein full node 
computing devices 210A - 210F are allowed to vote on del 
egates based on balance sheet holdings associated with the 
respective wallets . Full node computing devices 210A - 210F , 
however , may not vote for themselves to be delegates . Once 
the group of delegates are chosen , the group of delegates 
from full node computing devices 210A - 210F select a public 
key associated with a wallet of one of full node computing 
devices 210A - 210F to serve as the nonce . 
[ 0047 ] In embodiments in which the consensus algorithm 
is practical byzantine fault tolerance algorithm ( e . g . , PBFT ) , 
each of full node computing devices 210A - 210F are asso 
ciated with a particular status and / or ongoing specific infor 
mation associated with the respective public key of the full 
node computing devices . Each of full node computing 
devices 210A - 210F receive a message through decentralized 
P2P network 270 based on network protocols . Based on the 
received message and particular status and / or ongoing spe 
cific information , each of full node computing devices 
210A - 210F perform computational tasks and transmit a 
response to the tasks to each of the other full node comput 
ing devices 210A - 210F . A public key of a wallet associated 
with a particular full node computing device from full node 
computing devices 210A - 210F is selected by each of full 
node computing devices 210A - 210F based on the response 
of the particular full node computing device best fulfilling 
criteria determined based on the network protocols . 
[ 0048 ] The identification of the nonce enables processors , 
ASIC devices , and / or GPUs of the full node computing 
device from full node computing devices 210A - 210F cor 
responding to the nonce to create a new block with a block 
header ( e . g . , block hash ) , which is a digest that combines the 
digest of balance sheet transaction network function request 
280 , the block hash of the most immediately preceding 
block , and the identified nonce . Processors , ASIC devices , 
and / or GPUs of the full node computing device from full 
node computing devices 210A - 210F may execute network 
protocols to add the new block to blockchain 226 and 
broadcast the new block to the other full node computing 
devices in the decentralized P2P network 270 . In some 
arrangements , the new block may also be time - stamped at a 
time corresponding to the addition to blockchain 226 . Fur 
thermore , as a reward for adding the new block to block 
chain 226 , the full node computing device from full node 
computing devices 210A - 210F may be allowed , per the 
network protocols , to increase balance sheet holdings asso 
ciated with itself by a predetermined amount . In some 
arrangements , each of full node computing devices 210A 
210F may receive an equal portion of the data transfer 
amount specified by lightweight node computing device 
250A for executing balance sheet transaction network func 
tion request 280 . After the new block has been added to 
blockchain 226 , balance sheet transaction network function 
request 280 may be considered to be executed and the data 
transfer from the wallet associated with lightweight node 
computing device 250A to the wallet associated with light 
weight node 250B may be registered . 
[ 0049 ] As stated above , in some arrangements , a plurality 
of network function requests may be broadcasted across 
decentralized network P2P network 270 . Processors , ASIC 
devices , and / or GPUs of full node computing devices 210A 
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210F may execute network protocols to receive broadcast of 
each of the network functions , including balance sheet 
transaction network function request 280 , through decen 
tralized P2P network 270 and from the requesting entities , 
including lightweight node computing device 250A . Proces 
sors , ASIC devices , and / or GPUs of full node computing 
devices 210A - 210F may execute hash functions to generate 
a hash tree ( e . g . , Merkle tree ) of the requested network 
functions , which culminates in a single digest ( e . g . , root 
digest , root hash , and the like ) that comprises the digests of 
each of the requested network functions , including balance 
sheet transaction network function request 280 . The root 
digest of the requested network function may , in turn , be 
hashed with the block hash of the most immediately pre 
ceding block of blockchain 226 . Processors , ASIC devices , 
and / or GPUs of full node computing devices 210A - 210B 
may execute consensus algorithms in the manner described 
above to identify a nonce corresponding to the particular 
executed consensus algorithm and related to the digest that 
combines the root digest of the requested network functions 
and the block hash of the most immediately preceding block 
of blockchain 226 . The identification of the nonce enables 
processors , ASIC devices , and / or GPUs of the full node 
computing device from full node computing devices 210A 
210F to create a new block with a block header ( e . g . , block 
hash ) , which is a digest that combines the root digest of the 
network function requests , the block hash of the most 
immediately preceding block , and the identified nonce . 
Processors , ASIC devices , and / or GPUs of the full node 
computing device from full node computing devices 210A 
210F may execute network protocols to add the new block 
to blockchain 226 and broadcast the new block to the other 
full node computing devices in the decentralized P2P net 
work 270 . In some arrangements , the new block may also be 
time - stamped at a time corresponding to the addition to 
blockchain 226 . Furthermore , as a reward for adding the 
new block to blockchain 226 , the full node computing 
device from full node computing devices 210A - 210F may 
be allowed , per the network protocols , to increase a balance 
sheet holdings amount associated with itself by a predeter 
mined amount . In some arrangements , each of full node 
computing devices 210A - 210F may receive an equal portion 
of the data transfer amount specified by each of the network 
function requests . After the new block has been added to 
blockchain 226 , each of the network functions requests , 
including balance sheet transaction network function request 
280 , may be considered to be executed and the data transfer 
from the private / public key associated with lightweight node 
computing device 250A to the private / public key associated 
with lightweight node 250B may be registered . 
[ 0050 ] While the description provided above is made in 
relation to a balance sheet transaction involving lightweight 
node computing device 250A and lightweight node comput 
ing device 250B , it is to be understood that balance sheet 
transactions are not limited to lightweight node computing 
device 250A and lightweight node computing device 250B , 
but rather may be made across any of the full node com 
puting devices and / or lightweight node computing devices 
in decentralized P2P system 200 . 
[ 0051 ] For another example , lightweight node computing 
device 250B may request a smart contract operation related 
to decentralized P2P network 270 , which may facilitate a 
dual data transfer between a wallet associated with light 
weight node computing device 250B and a wallet associated 

with another node in decentralized P2P network 270 , such as 
lightweight node computing device 250A , based on fulfill 
ment of programmatic conditions established by a smart 
contract . Processors of lightweight node computing device 
250B may execute network commands to broadcast smart 
contract operation network function request 290 to decen 
tralized P2P network 270 . Smart contract operation network 
function request 290 may include details about the data 
transfer such as data type and amount , as well as a data 
transfer amount to full node computing devices 210A - 210F 
of decentralized P2P network 270 for executing the smart 
contract corresponding to smart contract operation network 
function request 290 . Smart contract operation network 
function request 290 may further include the public key 
associated with the smart contract . Processors of lightweight 
node computing device 250B may execute digital signature 
algorithms to digitally sign smart contract operation network 
function request 290 with the private key associated with the 
wallet of lightweight node computing device 250B . 
[ 0052 ] At decentralized P2P network 270 , smart contract 
operation network function request 290 may be broadcasted 
to each of full node computing devices 210A - 210F through 
execution of network protocols by full node computing 
devices 210A - 210F . In order to execute smart contract 
operation network function request 290 and maintain inter 
nodal agreement as to the state of blockchain 226 , proces 
sors , ASIC devices , and / or GPUs of full node computing 
devices 210A - 210F may execute network protocols to 
receive broadcast of the network function through a decen 
tralized P2P network 270 and from lightweight node com 
puting device 250B . Processors , ASIC devices , and / or GPUs 
of full node computing devices 210A - 210F may execute 
hash functions to generate a digest of smart contract opera 
tion network function request 290 . The resultant digest of 
smart contract operation network function request 290 , in 
turn , may be hashed with the block hash of the most 
immediately preceding block of blockchain 226 . Processors , 
ASIC devices , and / or GPUs of full node computing devices 
210A - 210F may execute consensus algorithms to identify a 
nonce corresponding to the particular executed consensus 
algorithm and related to the digest that combines the digest 
of smart contract operation network function request 290 
and the block hash of the most immediately preceding block 
of blockchain 226 . 
[ 0053 ] The identification of the nonce enables processors , 
ASIC devices , and / or GPUs of the full node computing 
device from full node computing devices 210A - 210F to 
create a new block with a block header ( e . g . , block hash ) , 
which is a digest that combines smart contract operation 
network function request 290 , the block hash of the most 
immediately preceding block , and the identified nonce . 
Processors , ASIC devices , and / or GPUs of the full node 
computing device from full node computing devices 210A 
210F may execute network protocols to add the new block 
to blockchain 226 and broadcast the new block to the other 
full node computing devices in the decentralized P2P net 
work 270 . In some arrangements , the new block may also be 
time - stamped at a time corresponding to the addition to 
blockchain 226 . Furthermore , as a reward for adding the 
new block to blockchain 226 , the full node computing 
device from full node computing devices 210A - 210F may , 
per the network protocols , increase a balance sheet holdings 
amount associated with itself by a predetermined amount . In 
some arrangements , each of full node computing devices 
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210A - 210F may receive an equal portion of the data transfer 
amount specified by lightweight node computing device 
250B for executing smart contract operation network func 
tion request 290 . After the new block has been added to 
blockchain 226 , smart contract operation request 290 may 
be considered to be executed and the data transfer from the 
wallet associated with lightweight node computing device 
250B to the public key associated with the smart contract 
may be registered . 
[ 0054 The smart contract may be configured to hold the 
data transfer from the wallet associated with lightweight 
node computing device 250B until fulfillment of certain 
predetermined criteria hardcoded into the smart contract are 
achieved . The smart contract may be configured such that it 
serves as an intermediate arbiter between entities within the 
decentralized P2P network 270 and may specify details of a 
dual data transfer between entities . 
[ 0055 ] For example , the smart contract corresponding to 
smart contract operation request 290 may be one or more 
algorithms and / or programs stored on a block of blockchain 
226 . The smart contract may be identified by one or more 
wallets and / or public keys within decentralized P2P network 
270 . Lightweight node computing device 250B may trans 
mit smart contract operation network function request 290 to 
decentralized P2P network 270 , which may cause execution 
of the corresponding smart contract that facilitates a dual 
data transfer between a wallet associated with lightweight 
node computing device 250B and a wallet associated with 
another node in decentralized P2P network 270 , such as 
lightweight node computing device 250A , based on fulfill 
ment of programmatic conditions established by the smart 
contract . In the processes of adding the block comprising 
smart contract operation request 290 to blockchain 226 , each 
of full node computing devices 210A - 210F may identify the 
block within blockchain 226 comprising the smart contract , 
associate the data transfer entailed by smart contract opera 
tion request 290 with the smart contract , and execute the one 
or more algorithms and / or programs of the smart contract . In 
this instance , given that the smart contract facilitates a dual 
data transfer and that data transfer has yet to be received 
from another node ( e . g . , lightweight node computing device 
250A ) , each of full node computing devices 210A - 210F 
may execute the smart contract without fulfillment of the 
programmatic conditions established by the smart contract . 
Accordingly , the funds transferred by lightweight node 
computing device 250B may remain in the smart contract 
until the data transfer from the other node is also associated 
with the smart contract . 
[ 0056 ] Moving forward , lightweight node computing 
device 250A may also request a smart contract operation 
related to decentralized P2P network 270 , which may con 
clude the dual data transfer between the wallet associated 
lightweight node computing device 250A and the wallet 
associated with lightweight node computing device 250B . 
Processors of lightweight node computing device 250A may 
execute network commands to broadcast the smart contract 
operation network function request to decentralized P2P 
network 270 . The smart contract operation network function 
request may include details about the data transfer such as 
data type and amount , as well as a data transfer amount to 
full node computing devices 210A - 210F of decentralized 
P2P network 270 for executing the smart contract corre 
sponding to the smart contract operation network function 
request . The smart contract operation network function 

request may further include the public key associated with 
the smart contract . Processors of lightweight node comput 
ing device 250A may execute digital signature algorithms to 
digitally sign the smart contract operation network function 
request with the private key associated with the wallet of 
lightweight node computing device 250A . 
[ 0057 ] At decentralized P2P network 270 , the smart con 
tract operation network function request may be broadcasted 
to each of full node computing devices 210A - 210F through 
execution of network protocols by full node computing 
devices 210A - 210F . In order to execute the smart contract 
operation network function request and maintain inter - nodal 
agreement as to the state of blockchain 226 , processors , 
ASIC devices , and / or GPUs of full node computing devices 
210A - 210F may execute network protocols to receive 
broadcast of the network function through a decentralized 
P2P network 270 and from lightweight node computing 
device 250A . Processors , ASIC devices , and / or GPUs of full 
node computing devices 210A - 210F may execute hash 
functions to generate a digest of the smart contract operation 
network function request . The resultant digest of the smart 
contract operation network function request , in turn , may be 
hashed with the block hash of the most immediately pre 
ceding block of blockchain 226 . Processors , ASIC devices , 
and / or GPUs of full node computing devices 210A - 210F 
may execute consensus algorithms to identify a nonce 
corresponding to the particular executed consensus algo 
rithm and related to the digest that combines the digest of the 
smart contract operation network function request and the 
block hash of the most immediately preceding block of 
blockchain 226 . 
[ 0058 ] The identification of the nonce enables processors , 
ASIC devices , and / or GPUs of the full node computing 
device from full node computing devices 210A - 210F to 
create a new block with a block header ( e . g . , block hash ) , 
which is a digest that combines the smart contract operation 
network function request , the block hash of the most imme 
diately preceding block , and the identified nonce . Proces 
sors , ASIC devices , and / or GPUs of the full node computing 
device from full node computing devices 210A - 210F may 
execute network protocols to add the new block to block 
chain 226 and broadcast the new block to the other full node 
computing devices in the decentralized P2P network 270 . In 
some arrangements , the new block may also be time 
stamped at a time corresponding to the addition to block 
chain 226 . Furthermore , as a reward for adding the new 
block to blockchain 226 , the full node computing device 
from full node computing devices 210A - 210F may be 
allowed , per the network protocols , to increase a balance 
sheet holdings amount associated with itself by a predeter 
mined amount . In some arrangements , each of full node 
computing devices 210A - 210F may receive an equal portion 
of the data transfer amount specified by lightweight node 
computing device 250A for executing the smart contract 
operation network function request . After the new block has 
been added to blockchain 226 , the smart contract operation 
transaction network function request 290 may be considered 
to be executed and the data transfer from the wallet asso 
ciated with lightweight node computing device 250A to the 
public key associated with the smart contract may be reg 
istered . 
[ 0059 ] When the smart contract receives the data value 
from each of lightweight node computing device 250A and 
lightweight node computing device 250B , the execution of 
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the smart contract by each of full node computing devices 
210A - 210F may cause transfer of the data value from 
lightweight node computing device 250A to lightweight 
node computing device 250B and the data value from 
lightweight node computing device 250B to lightweight 
node computing device 250A . 
[ 0060 ] For example , lightweight node computing device 
250A may transmit the smart contract operation network 
function request to decentralized P2P network 270 , which 
may cause execution of the corresponding smart contract 
that facilitates the dual data transfer . In the process of adding 
the block comprising the smart contract operation request 
provided by lightweight node computing device 250 A to 
blockchain 226 , each of full node computing devices 210A 
210F may identify the block within blockchain 226 com 
prising the smart contract , associate the data transfer entailed 
by smart contract operation request of lightweight node 
computing device 250A with the smart contract , and execute 
the one or more algorithms and / or programs of the smart 
contract . In this instance , given that the smart contract 
facilitates a dual data transfer and that data transfers have 
been received from lightweight node computing device 
250A and lightweight node computing device 250B , each of 
full node computing devices 210A - 210F may execute the 
smart contract as fulfillment of the programmatic conditions 
established by the smart contract has occurred . Accordingly , 
the funds allocated to the smart contract by each of light 
weight node computing device 250A and lightweight node 
computing device 250B may be respectively distributed to 
the intended counterparty . 
[ 0061 ] While the description provided above was made in 
relation to lightweight node computing device 250A and 
lightweight node computing device 250B , it should be 
understood that any of the full node computing devices and 
lightweight node computing devices in decentralized system 
200 may participate in the smart contract . Furthermore , it 
should be understood that the smart contract may be able to 
fulfill dual data transfers in the manner described above 
across a plurality of entities entering into the smart contract . 
For example , a first plurality of entities may enter into the 
smart contract , which may hold the data values for each of 
the first plurality of entities until a second plurality of 
entities enter into the smart contract . When each of the first 
plurality of entities and the second plurality of entities have 
entered , the smart contract may perform the data transfer . 
Other smart contracts may be included which include algo 
rithms , programs , and / or computer - executable instructions 
which cause the performance of one or more functions 
related to at least cryptocurrency , digital content storage and 
delivery , entity authentication and authorization , digital 
identity , marketplace creation and operation , internet of 
things ( e . g . , IoT ) , prediction platforms , election voting , 
medical records , currency exchange and remittance , P2P 
transfers , ride sharing , gaming , trading platforms , and real 
estate , precious metal , and work of art registration and 
transference . 
[ 0062 ] In comparison to the centralized computing system 
100 described in regard to FIG . 1 , decentralized P2P com 
puter system 200 may provide technological advantages . For 
example , by distributing storage of blockchain 226 across 
multiple full node computing devices 210A - 210F , decen 
tralized P2P computer system 200 may not provide a single 
point of failure for malicious attack . In the event that any of 
the full node computing devices 210A - 210F are compro 

mised by a malicious attacker , decentralized P2P computer 
system 200 may continue to operate unabated as data storage 
of blockchain 226 and performance of network processes are 
not controlled by a singular entity such as server infrastruc 
ture 110 of centralized computing system 100 . 
[ 0063 ] Furthermore , by utilizing blockchain data structure 
226 , decentralized P2P system 200 may provide technologi 
cal improvements to conventional decentralized P2P sys 
tems in regard to byzantine fault tolerance stemming from 
an unreliable and / or malicious full node acting in decentral 
ized P2P network 270 to undermine the work efforts of the 
other nodes . For example , in coordinating action between 
full node computing devices 210A - 210F in relation to a 
similar computational task ( e . g . , consensus algorithm ) , a 
malicious node would need to have computational power 
greater than the combined computational power of each of 
the other full node computing devices in decentralized P2P 
network 270 to identify the nonce and thereby be able to 
modify blockchain 226 . As such , the likelihood that a 
malicious node could subvert decentralized P2P network 
270 and enter falsified data into blockchain 226 is inversely 
proportional to the total computational power of decentral 
ized P2P system 200 . Therefore , the greater the total com 
putational power of decentralized P2P system 200 , the less 
likely that a malicious node could subvert decentralized P2P 
network 270 and undermine blockchain 226 . 
[ 0064 ] FIG . 3A depicts an illustrative example of a full 
node computing device 210 that may be used in accordance 
with one or more illustrative aspects described herein . Full 
node computing device 210 may be any of a personal 
computer , server computer , hand - held or laptop device , 
multiprocessor system , microprocessor - based system , set 
top box , programmable consumer electronic device , net 
work personal computer , minicomputer , mainframe com 
puter , distributed computing environment , virtual comput 
ing device , and the like and may operate in a decentralized 
P2P network . In some embodiments , full node computing 
device 210 may be configured to operate in a decentralized 
P2P network and may request execution of network func 
tions and / or execute requested network functions and main 
tain inter - nodal agreement as to the state of a blockchain of 
the decentralized P2P network . 
[ 0065 ] Full node computing device 210 may include one 
or more processors 211 , which control overall operation , at 
least in part , of full node computing device 210 . Full node 
computing device 210 may further include random access 
memory ( RAM ) 213 , read only memory ( ROM ) 214 , net 
work interface 212 , input / output interfaces 215 ( e . g . , key 
board , mouse , display , printer , or the like ) , and memory 220 . 
Input / output ( I / O ) 215 may include a variety of interface 
units and drives for reading , writing , displaying , and / or 
printing data or files . In some arrangements , full node 
computing device 210 may further comprise specialized 
hardware components such as application - specific inte 
grated circuit ( e . g . , ASIC ) devices 216 and / or graphics 
processing units ( e . g . , GPUs ) 217 . Such specialized hard 
ware components may be used by full node computing 
device 210 in performing one or more of the processes 
involved in the execution of requested network functions 
and maintenance of inter - nodal agreement as to the state of 
a blockchain . Full node computing device 210 may further 
store in memory 220 operating system software for control 
ling overall operation of the full node computing device 210 , 
control logic for instructing full node computing device 210 
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to perform aspects described herein , and other application 
software providing secondary , support , and / or other func 
tionality which may or might not be used in conjunction with 
aspects described herein . 
[ 0066 ] Memory 220 may also store data and / or computer 
executable instructions used in performance of one or more 
aspects described herein . For example , memory 220 may 
store digital signature information 221 and one or more hash 
functions 222 , consensus algorithms 223 , network protocols 
224 , and network commands 225 . In some arrangements , 
digital signature information 221 , hash functions 222 , and / or 
network commands 225 may comprise a wallet of full node 
computing device 210 . Memory 220 may further store 
blockchain 226 . Each of digital signature information 221 , 
hash functions 222 , consensus algorithms 223 , network 
protocols 224 , and network commands 225 may be used 
and / or executed by one or more processors 211 , ASIC 
devices 216 , and / or GPUs 217 of full node computing 
device 210 to create and maintain a decentralized P2P 
network , request execution of network functions , and / or 
execute requested network functions and maintain inter 
nodal agreement as to the state of blockchain 226 . 
[ 0067 ] For example , in order to create and maintain a 
decentralized P2P network , processors 211 , ASIC devices 
216 , and / or GPUs 217 of full node computing device 210 
may execute network protocols 225 . Execution of network 
protocols 225 may cause full node computing device 210 to 
form a communicative arrangement with other full node 
computing devices and thereby create a decentralized P2P 
network . Furthermore , the execution of network protocols 
225 may cause full node computing device 210 to maintain 
the decentralized P2P network through the performance of 
computational tasks related to the execution of network 
requests related to a blockchain such as blockchain 226 . As 
will be described in detail below , the execution of such 
computational tasks ( e . g . , hash functions 222 , consensus 
algorithms 223 , and the like ) may cause full node computing 
device 210 to maintain inter - nodal agreement as to the state 
of a blockchain with other full node computing devices 
comprising the decentralized P2P network . 
[ 0068 ] In order to request execution of network functions , 
such as balance sheet transactions and / or smart contract 
operations , processors 211 , ASIC devices 216 , and / or GPUs 
217 of full node computing device 210 may execute network 
commands 225 to broadcast the network function to a 
decentralized P2P network comprising a plurality of full 
nodes and / or lightweight nodes . The request may be digi 
tally signed by full node computing device 210 with usage 
of the private / public key information and through execution 
of the digital signature algorithms of digital signature infor 
mation 221 . 
[ 0069 ] In order to execute requested network functions 
and maintain inter - nodal agreement as to the state of a 
blockchain , processors 211 , ASIC devices 216 , and / or GPUs 
217 of full node computing device 210 may execute network 
protocols 224 to receive a broadcast of a requested network 
function through a decentralized P2P network and from a 
requesting entity such as a full node or lightweight node . 
Processors 211 , ASIC devices 216 , and / or GPUs 217 of full 
node computing device 210 may execute hash functions 222 
to generate a digest of the requested network function . The 
resultant digest of the requested network function , in turn , 
may be hashed with the block hash of the most immediately 
preceding block of the blockchain . As will be described in 

further detail below , processors 211 , ASIC devices 216 , 
and / or GPUs 217 of full node computing device 210 may 
execute consensus algorithms 223 to identify a numerical 
value ( e . g . , nonce ) corresponding to the particular executed 
consensus algorithm and related to the digest that combines 
the digest of the requested network function and the block 
hash of the most immediately preceding block of the block 
chain . The identification of the numerical value enables 
processors 211 , ASIC devices 216 , and / or GPUs 217 of full 
node computing device 210 to create a new block with a 
block header ( e . g . , block hash ) , which is a digest that 
combines the digest of the requested network function , the 
block hash of the most immediately preceding block , and the 
identified nonce . Processors 211 , ASIC devices 216 , and / or 
GPUS 217 of full node computing device 210 may add the 
new block to the blockchain based on network protocols 224 
and broadcast the new block to the other nodes in the 
decentralized P2P network . 
[ 0070 ] As stated above , in some arrangements , a plurality 
of network function requests may be broadcasted across the 
decentralized network P2P network . Processors 211 , ASIC 
devices 216 , and / or GPUs 217 of full node computing 
device 210 may execute network protocols 224 to receive 
broadcast of each of the network functions through the 
decentralized P2P network and from the requesting entities . 
Processors 211 , ASIC devices 216 , and / or GPUs 217 of full 
node computing device 210 may execute hash functions 222 
to generate a hash tree ( e . g . , Merkle tree ) of the requested 
network functions , which culminates in a single digest ( e . g . , 
root digest , root hash , and the like ) that comprises the digests 
of each of the requested network functions . The root digest 
of the requested network function , in turn , may be hashed 
with the block hash of the most immediately preceding 
block of the blockchain . Processors 211 , ASIC devices 216 , 
and / or GPUs 217 of full node computing device 210 may 
execute consensus algorithms 223 to identify a numerical 
value ( e . g . , nonce ) corresponding to the particular executed 
consensus algorithm and related to the digest that combines 
the root digest of the requested network functions and the 
block hash of the most immediately preceding block of the 
blockchain . The identification of the numerical value 
enables processors 211 , ASIC devices 216 , and / or GPUs 217 
of full node computing device 210 to create a new block 
with a block header ( e . g . , block hash ) , which is a digest that 
combines the root digest of the requested network functions , 
the block hash of the most immediately preceding block , and 
the identified nonce . Processors 211 , ASIC devices 216 , 
and / or GPUs 217 of full node computing device 210 may 
add the new block to the blockchain based on network 
protocols 224 and broadcast the new block to the other nodes 
in the decentralized P2P network . 
10071 ] . Furthermore , memory 220 of full node computing 
device 210 may store blockchain 226 . Blockchain 226 may 
include a blocks 227A , 227B , 227C , . . . 227n , wherein block 
227A represents the first block ( e . g . , genesis block ) of 
blockchain 226 and block 227n represents the most imme 
diate block of blockchain 226 . As such , the blockchain 226 , 
which may be a replica or copy of the blockchain of the 
decentralized P2P network in which full node computing 
device 210 operates , may be a full or complete copy of the 
blockchain of the decentralized P2P network . Each of the 
blocks within blockchain 226 may include information 
corresponding to the one or more network functions 
executed by the decentralized P2P network . As such , block 
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chain 226 as stored in memory 220 of full node computing 
device 210 may comprise the totality of network functions 
executed by the decentralized network . 
[ 0072 ] FIG . 3B depicts an illustrative example of a light 
weight node computing device 250 that may be used in 
accordance with one or more illustrative aspects described 
herein . Lightweight node computing device 250 may be any 
of a personal computer , server computer , hand - held or 
laptop device , multiprocessor system , microprocessor - based 
system , set top box , programmable consumer electronic 
device , network personal computer , minicomputer , main 
frame computer , distributed computing environment , virtual 
computing device , and the like and may operate in a 
decentralized P2P network . In some embodiments , light 
weight node computing device 250 may operate in a decen 
tralized P2P network and may be configured to request 
execution of network functions through the decentralized 
P2P network . As such , lightweight node computing device 
250 may be different than full node computing device 210 in 
that it is not configured to execute network functions and / or 
operate to maintain a blockchain of a decentralized P2P 
network . In other aspects , lightweight node computing 
device 250 may have substantially the same physical con 
figuration as full node computing device 210 , but may be 
configured with different programs , software , or the like . 
[ 0073 ] Lightweight node computing device 250 may 
include one or more processors 251 , which control overall 
operation of lightweight node computing device 250 . Light 
weight node computing device 250 may further include 
random access memory ( RAM ) 253 , read only memory 
( ROM ) 254 , network interface 252 , input / output interfaces 
255 ( e . g . , keyboard , mouse , display , printer , or the like ) , and 
memory 260 . Input / output ( I / O ) 255 may include a variety 
of interface units and drives for reading , writing , displaying , 
and / or printing data or files . Lightweight node computing 
device 250 may store in memory 260 operating system 
software for controlling overall operation of the lightweight 
node computing device 250 , control logic for instructing 
lightweight node computing device 250 to perform aspects 
described herein , and other application software providing 
support and / or other functionality which may or might not 
be used in conjunction with aspects described herein . 
[ 0074 ] In comparison to full node computing device 210 , 
lightweight node computing device 250 might not include , 
in some instances , specialized hardware such as ASIC 
devices 216 and / or GPUs 217 . Such may be the case because 
lightweight node computing device 250 might not be con 
figured to execute network functions and / or operate to 
maintain a blockchain of a decentralized P2P network as is 
full node computing device 210 . However , in certain 
arrangements , lightweight node computing device 250 may 
include such specialized hardware . 
[ 0075 ] Memory 260 of lightweight node computing 
device 250 may also store data and / or computer executable 
instructions used in performance of one or more aspects 
described herein . For example , memory 260 may store 
digital signature information 261 and one or more hash 
functions 222 and network commands 225 . In some arrange 
ments , digital signature information 261 , hash functions 
222 , and / or network commands 225 may comprise a wallet 
of lightweight node computing device 250 . Each of hash 
functions 222 and network commands 225 stored in memory 
260 of lightweight node computing device 250 may be 

respectively similar and / or identical to hash functions 222 
network commands 225 stored in memory 220 of full node 
computing device 210 . 
[ 0076 ] In regard to the digital signature information , each 
of digital signature information 261 stored in memory 260 of 
lightweight node computing device 250 and digital signature 
information 221 stored in memory 220 of full node com 
puting device 210 may comprise similar and / or identical 
digital signature algorithms . However , the private / public 
key information of digital signature information 261 stored 
in memory 260 of lightweight node computing device 250 
may be different than that of the private / public key infor 
mation of digital signature information 221 stored in 
memory 220 of full node computing device 210 . Further 
more , the private / public key information of each node , 
whether full or lightweight , in a decentralized P2P comput 
ing network may be unique to that particular node . For 
example , a first node in a decentralized P2P computing 
network may have first private / public key information , a 
second node may have second private / public key informa 
tion , a third node may have third private / public key infor 
mation , and so on , wherein each of the private / public key 
information is unique to the particular node . As such , the 
private / public key information may serve as a unique iden 
tifier for the nodes in a decentralized P2P computing net 
work . 
10077 ] Each of digital signature information 261 , hash 
functions 222 , and network commands 225 may be used 
and / or executed by one or more processors 251 of light 
weight node computing device 250 to request execution of 
network functions in a decentralized P2P network . For 
example , in order to request execution of network functions , 
such as balance sheet transactions and / or smart contract 
operations , processors 251 of lightweight node computing 
device 250 may execute network commands 225 to broad 
cast the network function to a decentralized P2P network 
comprising a plurality of full nodes and / or lightweight 
nodes . The request may be digitally signed by lightweight 
node computing device 250 with usage of the private / public 
key information and through execution of the digital signa 
ture algorithms of digital signature information 261 . 
[ 0078 ] Furthermore , memory 260 of lightweight node 
computing device 250 may store blockchain 226 . Block 
chain 226 stored in memory 260 of lightweight node com 
puting device 250 may include at least block 227n , wherein 
block 227n represents the most immediate block of block 
chain 226 . As such , the blockchain 226 , which may be a 
replica or copy of the blockchain of the decentralized P2P 
network in which lightweight node computing device 250 
operates , may be a partial or incomplete copy of the block 
chain of the decentralized P2P network . In some instances , 
however , blockchain 226 may include a blocks 227A , 227B , 
227C , . . . 227n , wherein block 227A represents the first 
block ( e . g . , genesis block ) of blockchain 226 and block 227n 
represents the most immediate block of blockchain 226 . As 
such , the blockchain 226 may be a full or complete copy of 
the blockchain of the decentralized P2P network . Each of the 
blocks within blockchain 226 may include information 
corresponding to the one or more network functions 
executed by the decentralized P2P network . 
[ 0079 ] Blockchain - Based Digital Token Utilization 
[ 0080 ] FIG . 4 depicts an illustrative digital token utiliza 
tion system that may be used in accordance with one or more 
example embodiments described herein . Digital token uti 
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lization system 400 may include a decentralized P2P net 
work 401 , network nodes 403A - 403N , networks 405A 
405C , a service provider computing device 407 , a lender 
computing device 409 , and a borrower computing device 
411 . Service provider computing device 407 may commu 
nicate with decentralized P2P network 401 through network 
405A . Lender computing device 409 may communicate with 
decentralized P2P network 401 through network 405B . 
Borrower computing device 411 may communicate with 
decentralized P2P network 401 through network 405C . 
Digital token utilization system 400 may include additional 
and / or other computing devices and / or networks similar to 
decentralized P2P network 401 , network nodes 403A - 403N , 
networks 405A - 405C , service provider computing device 
407 , lender computing device 409 , and borrower computing 
device 411 . 
[ 0081 ] Decentralized P2P network 401 may be a public or 
private decentralized network , and may be similar to decen 
tralized P2P network 270 described above in connection 
with FIG . 2 . Decentralized P2P network 401 may include 
network nodes 403A - 403N . A network node of network 
nodes 403A - 403N may be any type of computing device or 
computing platform . A network node of network nodes 
403A - 403N may be configured to operate as a full node in 
decentralized P2P network 401 . A network node of network 
nodes 403A - 403N may be similar to full node computing 
devices 201A - 201F described above in connection with 
FIG . 2 , or full node computing device 210 described above 
in connection with FIG . 3A . As such , a network node of 
network nodes 403A - 403N may include ( e . g . , store in its 
memory ) at least a portion of a blockchain corresponding to 
decentralized P2P network 401 . 
[ 0082 ] The blockchain corresponding to decentralized 
P2P network 401 may store information related to network 
functions ( e . g . , balance sheet transactions , data storage 
operations , smart contract operations , or the like ) of decen 
tralized P2P network 401 . Additionally or alternatively , the 
blockchain of decentralized P2P network 401 may store 
information related to digital tokens , service provider 
tokens , credit tokens , and / or other types of tokens , as will be 
described in further detail below . 
[ 0083 ] The digital tokens may include any type of digital 
token . The digital tokens may be cryptocurrency and / or 
cryptocurrency digitally backed by fiat currency , gold , or 
other objects of value . The service provider token may be a 
type of cryptocurrency and / or cryptocurrency digitally 
backed by fiat currency , gold , or other objects of value . The 
service provider token may be issued by service provider 
computing device 407 to facilitate depositing and withdraw 
ing of the digital tokens as further discussed below . The 
credit token may be a type of token that represents its 
holder ' s reputation ( e . g . , the holder ' s creditworthiness ) . The 
credit token may be issued by service provider computing 
device 407 . The credit token may be configured to be freely 
transferrable or not freely transferrable . The credit token 
may be used to facilitate lending the digital tokens as further 
discussed below . 
[ 0084 ] As a full node in decentralized P2P network 401 , a 
network node of network nodes 403A - 403N may be con 
figured to executed requested network functions , maintain 
inter - nodal agreement as to the state of the blockchain of 
decentralized P2P network 401 , and request execution of 
network functions . Additionally or alternatively , a network 

node of network nodes 403A - 403N may be configured to 
operate as a lightweight node . 
10085 ] Each of service provider computing device 407 , 
lender computing device 409 , and / or borrower computing 
device 411 may be configured to operate as a lightweight 
node communicating with decentralized P2P network 401 . 
Each of service provider computing device 407 , lender 
computing device 409 , and / or borrower computing device 
411 may be similar to lightweight node computing devices 
250 A - 250B described above in connection with FIG . 2 , or 
lightweight node computing device 250 described above in 
connection with FIG . 3B . As a lightweight node computing 
device , service provider computing device 407 , lender com 
puting device 409 , and / or borrower computing device 411 
may each be configured to interface with decentralized P2P 
network 401 by requesting execution of network functions 
related to facilitating the blockchain - based digital token 
utilization processes described herein . Additionally or alter 
natively , service provider computing device 407 , lender 
computing device 409 , and / or borrower computing device 
411 may be configured to operate as a full node . 
[ 0086 ] Each of service provider computing device 407 , 
lender computing device 409 , and / or borrower computing 
device 411 may be associated with a particular entity , such 
as a company or an enterprise organization . For example , 
service provider computing device 407 may be associated 
with a service provider , lender computing device 409 may be 
associated with a lender , and borrower computing device 
411 may be associated with a borrower . The service provider 
may accept deposits of the digital tokens from the lender , 
and provide loans of the digital tokens to the borrower . 
Service provider computing device 407 , lender computing 
device 409 , and / or borrower computing device 411 may 
each be configured to interface with its associated entity via 
a user interface , a web interface , a computing device , or the 
like . 
[ 0087 ] Each of service provider computing device 407 , 
lender computing device 409 , and / or borrower computing 
device 411 may have a digital token wallet stored in its 
memory which may be associated with a digital token . The 
digital token wallet may be associated with a public key , 
which may serve to identify the digital token wallet . The 
digital token wallet may be associated with a private key , 
which may be used to digitally sign requests and / or opera 
tions related to the digital token wallet in order to verify the 
authenticity of the requests and / or operations . 
[ 0088 ] Each of service provider computing device 407 
and / or lender computing device 409 may have a service 
provider token wallet stored in its memory which may be 
associated with the service provider token . Similar to the 
digital token wallets , the service provider token wallets may 
be associated with public keys and private keys . Each of 
service provider computing device 407 and / or borrower 
computing device 411 may have a credit token wallet stored 
in its memory which may be associated with the credit 
token . The credit token wallets may be associated with 
public keys and private keys . Additionally or alternatively , 
service provider computing device 407 , lender computing 
device 409 , and / or borrower computing device 411 may 
each have any other type of wallet associated with other 
types of tokens . 
[ 0089 ] FIGS . 5A - 5H depict an illustrative event sequence 
for digital token utilization in accordance with one or more 
example embodiments described herein . While the steps of 
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the event sequence are described in a particular order , the 
steps may be performed in any order without departing from 
the scope of the disclosure provided herein . Although the 
event sequence is described as being performed by a par 
ticular arrangement of computing systems , devices , and 
networks ( e . g . , service provider computing device 407 , 
lender computing device 409 , borrower computing device 
411 , and network nodes 403A - 403N in decentralized P2P 
network 401 ) , the processes may be performed by a greater 
or smaller number of computing systems , devices , and / or 
networks , and / or by any type of computing system , device , 
and / or network . 
[ 0090 ] Referring to FIG . 5A , in step 501 , service provider 
computing device 407 may receive a digital token collection 
request . The digital token collection request may be received 
via an application operating locally on the service provider 
computing device 407 . For example , a service provider 
associated with service provider computing device 407 may 
enter , via a user interface of the application , the digital token 
collection request . Additionally or alternatively , the digital 
token collection request may be received through a web 
interface associated with service provider computing device 
407 . 
[ 0091 ] The digital token collection request may indicate 
that service provider computing device 407 intends to accept 
deposits of digital tokens . The digital token collection 
request may indicate a type of digital token , an appreciation 
rate associated with the digital token , an exchange rate 
between the digital token and the service provider token , and 
wallet information ( e . g . , public keys ) associated with service 
provider computing device 407 . 
[ 0092 ] In step 502 , service provider computing device 407 
may generate a collection smart contract based on the digital 
token collection request . The collection smart contract may 
include one or more algorithms and / or computer executable 
functions that control the collecting and returning of digital 
tokens ( e . g . , in exchange of the service provider token ) . The 
collection smart contract may be configured to create a 
number of data fields , which may store values for an amount 
of digital tokens of a particular type ( a digital token quantity 
data field ) , an amount of the service provider tokens ( a 
service provider token quantity data field ) , an exchange rate 
between the digital token and the service provider token ( an 
exchange rate data field ) , and / or an appreciation rate asso 
ciated with the digital token ( an appreciation rate data field ) . 
[ 0093 ] In step 503 , service provider computing device 407 
may deploy the collection smart contract to the blockchain 
of decentralized P2P network 401 . Service provider com 
puting device 407 may compile the collection smart con 
tract , and send , to decentralized P2P network 401 , a network 
function request including the collection smart contract . The 
network function request may be broadcasted to network 
nodes 403A - 403N . In some examples , the broadcasting of 
the network function request may be performed by each of 
the full node computing devices ( e . g . , network nodes 403A 
403N ) comprising decentralized P2P network 401 so that 
each of the full node computing devices receives the net 
work function request . 
10094 ) In step 504 , at least one of network nodes 403A 
403N in decentralized P2P network 401 may generate a 
block corresponding to the blockchain of decentralized P2P 
network 401 , and may add the block to the blockchain . For 
example , the network node of network nodes 403A - 403N 
that generates the block may broadcast the block to other 

network nodes of network nodes 403A - 403N . The other 
network nodes of network nodes 403A - 403N may validate 
the block , and add the block to their copies of the block 
chain . 
10095 ] The generated block added to the blockchain of 
decentralized P2P network 401 may include the collection 
smart contract generated by service provider computing 
device 407 . The operations of generating and adding the 
block to the blockchain may be similar to those described 
above in connection with FIG . 2 . 
[ 0096 ] In step 505 , a public key corresponding to the 
collection smart contract stored in the blockchain of decen 
tralized P2P network 401 may be returned by one or more 
of network nodes 403A - 403N to service provider computing 
device 407 . For example , the public key may be returned 
responsive to storing the collection smart contract on the 
blockchain of decentralized P2P network 401 . The public 
key may uniquely identify the collection smart contract in 
the blockchain of decentralized P2P network 401 . 
[ 0097 ] Referring to FIG . 5B , in step 506 , service provider 
computing device 407 may send a token collection configu 
ration request to network nodes 403A - 403N in decentralized 
P2P network 401 . The token collection configuration request 
may be a smart contract operation request , and may include 
the public key corresponding to the collection smart contract 
in the blockchain of decentralized P2P network 401 . 
10098 ] The token collection configuration request may 
request to transfer an amount of digital tokens of a particular 
type from the digital token wallet associated with service 
provider computing device 407 to the collection smart 
contract . The request to transfer the digital token may be 
digitally signed by the private key of the digital token wallet 
associated with service provider computing device 407 . 
Additionally or alternatively , the token collection configu 
ration request may request to transfer an amount of the 
service provider tokens from the service provider token 
wallet associated with service provider computing device 
407 to the collection smart contract . The request to transfer 
the service provider token may be digitally signed by the 
private key of the service provider token wallet associated 
with service provider computing device 407 . The token 
collection configuration request may request to populate the 
exchange rate data field and / or the appreciation rate data 
field in the collection smart contract with the corresponding 
values specified in the digital token collection request . 
[ 0099 ] In step 507 , network nodes 403A - 403N of decen 
tralized P2P network 401 may receive the token collection 
configuration request ( e . g . , from service provider computing 
device 407 ) , and may execute the collection smart contract 
( e . g . , by applying the token collection configuration request 
to the collection smart contract ) . 
0100 ] For example , each of network nodes 403A - 403N 
may identify , within the blockchain of decentralized P2P 
network 401 , the block comprising the collection smart 
contract based on the public key corresponding to the 
collection smart contract . After verifying that the digital 
signatures associated with the token collection configuration 
request are valid , each of network nodes 403A - 403N may 
transfer the digital token and / or the service provider token 
from the wallets associated with service provider computing 
device 407 to the collection smart contract . For example , 
each of network nodes 403A - 403N may decrease the value 
of the digital token wallet associated with service provider 
computing device 407 by the amount specified in the token 
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collection configuration request , and increase the value of 
the digital token quantity data field in the collection smart 
contract by the same amount . The digital tokens and / or 
service provider tokens may remain in the collection smart 
contract until further network function requests are received . 
Additionally or alternatively , based on the token collection 
configuration request , each of network nodes 403A - 403N 
may set the values of the exchange rate data field and the 
appreciation rate data field in the collection smart contract . 
( 0101 ] In step 508 , at least one of network nodes 403A 
403N in decentralized P2P network 401 may generate a 
block corresponding to the blockchain of decentralized P2P 
network 401 , and may add the block to the blockchain . For 
example , the network node of network nodes 403A - 403N 
that generates the block may broadcast the block to other 
network nodes of network nodes 403A - 403N . The other 
network nodes of network nodes 403A - 403N may validate 
the block , and add the block to their copies of the block 
chain . The operations of generating and adding the block to 
the blockchain may be similar to those described above in 
connection with FIG . 2 . 
[ 0102 ] The generated block added to the blockchain of 
decentralized P2P network 401 may include the token col 
lection configuration request generated by service provider 
computing device 407 . Additionally or alternatively , the 
generated block may include the most recent state of the 
blockchain of decentralized P2P network 401 ( e . g . , values of 
wallets , values of data fields in smart contracts , or the like ) 
after applying the token collection configuration request to 
the collection smart contract . 
[ 0103 ] In step 509 , lender computing device 409 may send 
a lender input request to network nodes 403A - 403N in 
decentralized P2P network 401 . The lender input request 
may be a smart contract operation request , and may include 
the public key corresponding to the collection smart contract 
in the blockchain of decentralized P2P network 401 . 
[ 0104 ] The lender input request may request to transfer 
digital tokens of a particular type from the digital token 
wallet associated with lender computing device 409 to the 
collection smart contract . The lender input request may 
indicate that lender computing device 409 intends to deposit 
an amount of the digital tokens for an appreciation rate . The 
lender input request may specify the quantity of the digital 
tokens that lender computing device 409 intends to transfer . 
The lender input request may be digitally signed by a private 
key of the digital token wallet associated with lender com 
puting device 409 . 
[ 0105 ] In step 510 , network nodes 403A - 403N of decen 
tralized P2P network 401 may receive the lender input 
request ( e . g . , from lender computing device 409 ) , and may 
execute the collection smart contract ( e . g . , by applying the 
lender input request to the collection smart contract ) . For 
example , each of network nodes 403A - 403N may identify , 
within the blockchain of decentralized P2P network 401 , the 
block comprising the collection smart contract based on the 
public key corresponding to the collection smart contract . 
After verifying that the digital signature associated with the 
lender input request is valid , each of network nodes 403A 
403N may transfer the specified amount of the digital tokens 
from the digital token wallet associated with lender com 
puting device 409 to the collection smart contract . For 
example , each of network nodes 403A - 403N may decrease 
the value of the digital token wallet associated with lender 
computing device 409 by the specified amount , and may 

increase the value of the digital token quantity data field in 
the collection smart contract by the specified amount . 
[ 0106 ] Referring to FIG . 5C , in step 511 , execution of the 
collection smart contract may cause network nodes 403A 
403N to transmit the digital tokens to the digital token wallet 
associated with service provider computing device 407 . For 
example , service provider computing device 407 may have 
a digital token wallet stored in its memory which may be 
associated with the digital token , and execution of the 
collection smart contract may cause network nodes 403A 
403N to transmit the digital tokens to service provider 
computing device 407 . 
[ 0107 ] The amount of the digital tokens to be transmitted 
to the digital token wallet associated with service provider 
computing device 407 may be all or a portion of the digital 
tokens received from the digital token wallet associated with 
lender computing device 409 . For example , a portion of the 
digital tokens received from the digital token wallet asso 
ciated with lender computing device 409 may remain in the 
collection smart contract as anytime available digital tokens 
for lender computing device 409 to withdraw in step 514 . 
The portion remaining in the collection smart contract may 
be calculated based on historical withdrawal events . Addi 
tionally or alternatively , a portion of the digital tokens 
received from the digital token wallet associated with lender 
computing device 409 may be transferred to a distribution 
smart contract configured to facilitate lending digital tokens 
to borrower computing device 411 as discussed below . 
[ 0108 ] In step 512 , execution of the collection smart 
contract may cause network nodes 403A - 403N to transmit 
the service provider tokens to the service provider token 
wallet associated with lender computing device 409 . For 
example , lender computing device 409 may have a service 
provider token wallet stored in its memory which may be 
associated with the service provider token , and execution of 
the collection smart contract may cause network nodes 
403A - 403N to transmit the service provider tokens to lender 
computing device 409 . 
[ 0109 ] The amount of the service provider tokens to be 
transmitted to the service provider token wallet associated 
with lender computing device 409 may be determined based 
on the amount of the digital tokens received from the digital 
token wallet associated with lender computing device 409 
and the exchange rate between the digital token and the 
service provider token . For example , if the exchange rate 
between the digital token and the service provider token is 
R : 1 , the amount of the service provider tokens to be trans 
mitted to the service provider token wallet associated with 
lender computing device 409 may be the amount of the 
digital tokens received from the digital token wallet asso 
ciated with lender computing device 409 divided by R . 
Different types of digital tokens may have same or different 
exchange rates to the service provider token . 
[ 0110 ] The service provider token may be used to facilitate 
the deposit and withdrawal of the digital token . The service 
provider token may be issued by service provider computing 
device 407 . For example , the service provider token may be 
issued according to a particular technical standard , such as 
the ERC20 technical standard . Additionally or alternatively , 
the service provider token may be backed by physical 
objects of value , which may be audited by a third party . 
[ 0111 ] In step 513 , at least one of network nodes 403A 
403N in decentralized P2P network 401 may generate a 
block corresponding to the blockchain of decentralized P2P 
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network 401 , and may add the block to the blockchain . For 
example , the network node of network nodes 403A - 403N 
that generates the block may broadcast the block to other 
network nodes of network nodes 403A - 403N . The other 
network nodes of network nodes 403A - 403N may validate 
the block , and add the block to their copies of the block 
chain . The operations of generating and adding the block to 
the blockchain may be similar to those described above in 
connection with FIG . 2 . 
[ 0112 ] The generated block added to the blockchain of 
decentralized P2P network 401 may include the lender input 
request generated by lender computing device 409 . Addi 
tionally or alternatively , the generated block may include the 
most recent state of the blockchain of decentralized P2P 
network 401 ( e . g . , values of wallets , values of data fields in 
smart contracts , or the like ) after applying the lender input 
request to the collection smart contract . 
[ 0113 ] In step 514 , lender computing device 409 may send 
a lender output request to network nodes 403A - 403N in 
decentralized P2P network 401 . The lender output request 
may be a smart contract operation request , and may include 
the public key corresponding to the collection smart contract 
in the blockchain of decentralized P2P network 401 . 
[ 0114 ] The lender output request may request to transfer 
an amount of the service provider tokens from the service 
provider token wallet associated with lender computing 
device 409 to the collection smart contract . The lender 
output request may indicate that lender computing device 
409 intends to withdraw an amount of digital tokens of a 
particular type based on the returned service provider 
tokens . The lender output request may specify the amount of 
the service provider tokens that lender computing device 
409 intends to transfer . The lender output request may be 
signed by a private key of the service provider token wallet 
associated with lender computing device 409 . 
[ 0115 ] In step 515 , network nodes 403A - 403N of decen 
tralized P2P network 401 may receive the lender output 
request ( e . g . , from lender computing device 409 ) , and may 
execute the collection smart contract ( e . g . , by applying the 
lender output request to the collection smart contract ) , in a 
similar manner as in step 510 . 
10116 ] . For example , each of network nodes 403A - 403N 
may identify , within the blockchain of decentralized P2P 
network 401 , the block comprising the collection smart 
contract based on the public key corresponding to the 
collection smart contract . After verifying that the digital 
signature associated with the lender output request is valid , 
each of network nodes 403A - 403N may transfer the speci 
fied amount of the service provider tokens from the service 
provider token wallet associated with lender computing 
device 409 to the collection smart contract . For example , 
each of network nodes 403A - 403N may decrease the value 
of the service provider token wallet associated with lender 
computing device 409 by the amount specified in the lender 
output request , and may increase the value of the service 
provider token quantity data field in the collection smart 
contract by the specified amount . 
[ 0117 ] Referring to FIG . 5D , in step 516 , execution of the 
collection smart contract may cause network nodes 403A 
403N to transmit the digital tokens to the digital token wallet 
associated with lender computing device 409 . For example , 
lender computing device 409 may have a digital token wallet 
stored in its memory which may be associated with the 
digital token , and execution of the collection smart contract 

may cause network nodes 403A - 403N to transmit the digital 
tokens to lender computing device 409 . 
[ 0118 ] The amount of the digital tokens to be transmitted 
to the digital token wallet associated with lender computing 
device 409 may be determined based on the amount of the 
service provider tokens received from the service provider 
token wallet associated with lender computing device 409 
and an updated exchange rate between the digital token and 
the service provider token . 
[ 0119 ] The exchange rate between the digital token and 
the service provider token may be updated based on the 
appreciation rate associated with the digital token . The 
appreciation rate may be a rate per second , a rate per minute , 
a rate per hour , a rate per day , or the like . Execution of the 
collection smart contract may cause network nodes 403A 
403N to determine a time period between receiving the 
lender input request and receiving the lender output request 
( e . g . , based on timestamps recorded at the time of receiving 
the requests ) . The network nodes 403A - 403N may calculate 
an overall appreciation rate for the determined time period 
based on the appreciation rate and the time period ( e . g . , 
through the simple interest calculation method , the com 
pound interest calculation method , or the like ) . The updated 
exchange rate may be equal to the previous exchange rate 
multiplied by the overall appreciation rate for the deter 
mined time period . 
f01201 Additionally or alternatively , the network nodes 
403A - 403N may periodically update the exchange rate ( e . g . , 
every hour , every day , or the like ) . Additionally or alterna 
tively , the network nodes 403A - 403N may update the 
exchange rate every time the collection smart contract is 
executed . In such arrangements , the exchange rate between 
the digital token and the service provider token may be 
constantly increasing , representing the appreciation value of 
the deposited digital tokens . For example , when lender 
computing device 409 deposits the digital tokens to the 
collection smart contract , the exchange rate between the 
digital token and the service provider token may be 101 : 100 . 
When lender computing device 409 withdraws the digital 
tokens from the collection smart contract , the exchange rate 
between the digital token and the service provider token may 
be 101 . 05 : 100 ( increased based on the appreciation rate 
associated with the digital token ) . Lender computing device 
409 may withdraw its deposited digital tokens together with 
interest based on simply transmitting the service provider 
tokens to the collection smart contract . 
[ 0121 ] In step 517 , execution of the collection smart 
contract may cause network nodes 403A - 403N to transmit 
the service provider tokens to the service provider token 
wallet associated with service provider computing device 
407 . For example , service provider computing device 407 
may have a service provider token wallet stored in its 
memory which may be associated with the service provider 
token , and execution of the collection smart contract may 
cause network nodes 403A - 403N to transmit the service 
provider tokens to service provider computing device 407 . 
( 0122 ] The amount of the service provider tokens to be 
transmitted to the service provider token wallet associated 
with service provider computing device 407 may be all or a 
portion of the service provider tokens received from the 
service provider token wallet associated with lender com 
puting device 409 . For example , a portion of the service 
provider tokens received from the service provider token 
wallet associated with lender computing device 409 may 
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remain in the collection smart contract for future use . The 
portion remaining in the collection smart contract may be 
determined based on historical deposit events . 
[ 0123 ] In step 518 , at least one of network nodes 403A 
403N in decentralized P2P network 401 may generate a 
block corresponding to the blockchain of decentralized P2P 
network 401 , and may add the block to the blockchain . For 
example , the network node of network nodes 403A - 403N 
that generates the block may broadcast the block to other 
network nodes of network nodes 403A - 403N . The other 
network nodes of network nodes 403A - 403N may validate 
the block , and add the block to their copies of the block 
chain . The operations of generating and adding the block to 
the blockchain may be similar to those described above in 
connection with FIG . 2 . 
[ 0124 ] The generated block added to the blockchain of 
decentralized P2P network 401 may include the lender 
output request generated by lender computing device 409 . 
Additionally or alternatively , the generated block may 
include the most recent state of the blockchain of decen 
tralized P2P network 401 ( e . g . , values of wallets , values of 
data fields in smart contracts , or the like ) after applying the 
lender output request to the collection smart contract . 
10125 ] In step 519 , service provider computing device 407 
may receive a digital token distribution request . The digital 
token distribution request may be received via an application 
operating locally on the service provider computing device 
407 . For example , a service provider associated with service 
provider computing device 407 may enter , via a user inter 
face of the application , the digital token distribution request . 
Additionally or alternatively , the digital token distribution 
request may be received through a web interface associated 
with service provider computing device 407 . 
[ 0126 ] The digital token distribution request may indicate 
that service provider computing device 407 intends to pro 
vide loans of digital tokens of a particular type . The digital 
token distribution request may indicate a type of digital 
token , an interest rate associated with the digital token , 
conditions for allocating an amount of the digital tokens to 
borrower computing device 411 ( e . g . , an exchange rate 
between the digital token and a credit token ) , and wallet 
information ( e . g . , public keys ) associated with service pro 
vider computing device 407 . 
[ 0127 ] For different types of digital tokens , same or dif 
ferent interest rates may be used . The interest rates associ 
ated with the different types of digital tokens may be 
determined based on the risk levels associated with the 
different digital tokens , the market values of the different 
digital tokens , or the like . Additionally or alternatively , the 
interest rate associated with a type of digital token may be 
determined based on the appreciation rate , associated with 
the digital token , which is used in the collection smart 
contract . For example , the interest rate associated with the 
digital token may be set to be higher than the appreciation 
rate associated with the digital token . 
[ 0128 ] In step 520 , service provider computing device 407 
may generate a distribution smart contract based on the 
digital token distribution request . The distribution smart 
contract may include one or more algorithms and / or com 
puter executable functions that control the distributing and 
recollecting of the digital tokens . 
[ 0129 ] The distribution smart contract may be configured 
to create a number of data fields , which may store values for 
an amount of digital tokens of a particular type ( a digital 

token quantity data field ) , quantities of other types of tokens 
( token quantity data fields ) , exchange rates between the 
digital token and the other types of tokens ( exchange rate 
data fields ) , and / or an interest rate associated with the digital 
token ( interest rate data field ) . 
[ 0130 ] The distribution smart contract may include pro 
grammatic conditions for allocating the digital tokens to 
borrower computing device 411 . For example , borrower 
computing device 411 may transmit another type of token 
( e . g . , the credit token ) to the distribution smart contract as 
collateral , and the distribution smart contract may use an 
exchange rate between the digital token and the other type 
of token to calculate whether and / or how much digital 
tokens may be distributed to borrower computing device 
411 . Additionally or alternatively , the distribution smart 
contract may allow borrower computing device 411 to get an 
amount of the digital tokens even if the distribution smart 
contract does not receive any tokens as collateral . After 
receiving , from borrower computing device 411 , a request to 
obtain an amount of the digital tokens , the distribution smart 
contract may request authorization from service provider 
computing device 407 before sending the requested digital 
tokens to borrower computing device 411 . Service provider 
computing device 407 may assess whether to authorize 
sending the digital tokens to borrower computing device 411 
based on various factors , such as a credit score associated 
with borrower computing device 411 . 
[ 0131 ] Referring to FIG . 5E , in step 521 , service provider 
computing device 407 may deploy the distribution smart 
contract to the blockchain of decentralized P2P network 401 . 
Service provider computing device 407 may compile the 
distribution smart contract , and send , to decentralized P2P 
network 401 , a network function request including the 
distribution smart contract . The network function request 
may be broadcasted to network nodes 403A - 403N . In some 
examples , the broadcasting of the network function request 
may be performed by each of the full node computing 
devices ( e . g . , network nodes 403A - 403N ) comprising 
decentralized P2P network 401 so that each of the full node 
computing devices receives the network function request . 
0132 ] In step 522 , at least one of network nodes 403A 
403N in decentralized P2P network 401 may generate a 
block corresponding to the blockchain of decentralized P2P 
network 401 , and may add the block to the blockchain . For 
example , the network node of network nodes 403A - 403N 
that generates the block may broadcast the block to other 
network nodes of network nodes 403A - 403N . The other 
network nodes of network nodes 403A - 403N may validate 
the block , and add the block to their copies of the block 
chain . The operations of generating and adding the block to 
the blockchain may be similar to those described above in 
connection with FIG . 2 . The generated block added to the 
blockchain of decentralized P2P network 401 may include 
the distribution smart contract generated by service provider 
computing device 407 . 
[ 0133 ] In step 523 , a public key corresponding to the 
distribution smart contract in the blockchain of decentralized 
P2P network 401 may be returned by one or more of network 
nodes 403A - 403N to service provider computing device 
407 . For example , the public key may be returned respon 
sive to storing the distribution smart contract on the block 
chain of decentralized P2P network 401 . The public key may 
uniquely identify the distribution smart contract in the 
blockchain of decentralized P2P network 401 . 
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[ 0134 ] In step 524 , service provider computing device 407 
may send a token distribution configuration request to 
network nodes 403A - 403N in decentralized P2P network 
401 . The token distribution configuration request may be a 
smart contract operation request , and may include the public 
key corresponding to the distribution smart contract in the 
blockchain of decentralized P2P network 401 . 
[ 0135 ] The token distribution configuration request may 
request to transfer an amount of the digital tokens from the 
digital token wallet associated with service provider com 
puting device 407 to the distribution smart contract . The 
transfer request may be signed by a private key of the digital 
token wallet associated with service provider computing 
device 407 . The token distribution configuration request 
may request to populate the exchange rate data fields and / or 
the interest rate data field in the distribution smart contract 
with values specified in the digital token distribution 
request . 
[ 0136 ] In step 525 , the network nodes 403A - 403N of 
decentralized P2P network 401 may receive the token dis 
tribution configuration request ( e . g . , from service provider 
computing device 407 ) , and may executed the distribution 
smart contract ( e . g . , by applying the token distribution 
configuration request to the distribution smart contract ) . 
[ 0137 ] For example , each of network nodes 403A - 403N 
may identify , within the blockchain of decentralized P2P 
network 401 , the block comprising the distribution smart 
contract based on the public key corresponding to the 
distribution smart contract . After verifying that the digital 
signature associated with the token distribution configura 
tion request is valid , each of network nodes 403A - 403N may 
transfer the digital tokens from the digital token wallet 
associated with service provider computing device 407 to 
the distribution smart contract . For example , each of the 
network nodes 403A - 403N may decrease the value of the 
digital token wallet associated with service provider com 
puting device 407 by an amount ( e . g . , specified in the token 
distribution configuration request ) , and increase the value of 
the digital token quantity data field in the distribution smart 
contract by the same amount . The digital tokens may remain 
in the distribution smart contract until further network 
function requests are received . Additionally or alternatively , 
based on the token distribution configuration request , each 
of network nodes 403A - 403N may set the values of the 
exchange rate data fields and / or the interest rate data field in 
the distribution smart contract . 
[ 0138 ] Referring to FIG . 5F , in step 526 , at least one of 
network nodes 403A - 403N in decentralized P2P network 
401 may generate a block corresponding to the blockchain 
of decentralized P2P network 401 , and may add the block to 
the blockchain . For example , the network node of network 
nodes 403A - 403N that generates the block may broadcast 
the block to other network nodes of network nodes 403A 
403N . The other network nodes of network nodes 403A 
403N may validate the block , and add the block to their 
copies of the blockchain . The operations of generating and 
adding the block to the blockchain may be similar to those 
described above in connection with FIG . 2 . 
[ 0139 ] The generated block added to the blockchain of 
decentralized P2P network 401 may include the token dis 
tribution configuration request generated by service provider 
computing device 407 . Additionally or alternatively , the 
generated block may include the most recent state of the 
blockchain of decentralized P2P network 401 ( e . g . , values of 

wallets , values of data fields in smart contracts , or the like ) 
after applying the token distribution configuration request to 
the distribution smart contract . 
[ 0140 ] In step 527 , borrower computing device 411 may 
send a borrower output request to network nodes 403A 
403N in decentralized P2P network 401 . The borrower 
output request may be a smart contract operation request , 
and may include the public key corresponding to the distri 
bution smart contract in the blockchain of decentralized P2P 
network 401 . 
( 0141 ] The borrower output request may request to trans 
fer an amount of the digital tokens from the distribution 
smart contract to the digital token wallet associated with 
borrower computing device 411 . The borrower output 
request may indicate that borrower computing device 411 
intends to obtain an amount of the digital tokens at an 
interest rate . 
[ 0142 ] Additionally or alternatively , the borrower output 
request may request to transfer other types of tokens as 
collateral from wallets associated with borrower computing 
device 411 to the distribution smart contract . The other types 
of tokens may include , for example , a credit token or digital 
tokens of types other than the type that borrower computing 
device 411 intends to obtain . The other types of tokens may 
be backed by gold , real property , personal property , intel 
lectual property , or the like , which may be audited by a third 
party . 
[ 0143 ] The credit token may be issued by service provider 
computing device 407 . The credit token may be configured 
to be freely transferrable or not freely transferrable . When 
borrower computing device 411 begins to participate in 
decentralized P2P network 401 , service provider computing 
device 407 may issue an initial amount of the credit tokens 
to borrower computing device 411 . The initial amount of the 
credit tokens may be determined based on a credit score 
associated with borrower computing device 411 . The credit 
score may be determined based on , for example , data 
obtained from government agencies , insurance companies , 
telecommunication providers , utility providers , or the like . 
[ 0144 ] Additionally or alternatively , the credit token may 
be issued to borrower computing device 411 based on 
historical event data associated with borrower computing 
device 411 . As discussed in more details below , if borrower 
computing device 411 returns its obtained digital tokens 
with additional digital tokens as interest and within a thresh 
old period , an amount of the credit tokens may be issued to 
borrower computing device 411 as a reward and as an 
indication of the increasing creditworthiness of borrower 
computing device 411 . 
[ 0145 ] In step 528 , network nodes 403A - 403N of decen 
tralized P2P network 401 may receive the borrower output 
request ( e . g . , from borrower computing device 411 ) , and 
may execute the distribution smart contract ( e . g . , by apply 
ing the borrower output request to the distribution smart 
contract ) . 
10146 ] For example , each of network nodes 403A - 403N 
may identify , within the blockchain of decentralized P2P 
network 401 , the block comprising the distribution smart 
contract based on the public key corresponding to the 
distribution smart contract . After verifying that the digital 
signature ( s ) associated with the borrower output request is 
valid , each of network nodes 403A - 403N may transfer , from 
the credit token wallet associated with borrower computing 
device 411 to the distribution smart contract , an amount of 
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credit tokens ( e . g . , specified in the borrower output request ) . 
For example , each of network nodes 403A - 403N may 
decrease the value of the credit token wallet associated with 
borrower computing device 411 by the specified amount , 
and may increase the value of a credit token quantity data 
field in the distribution smart contract by the specified 
amount . The credit tokens may remain in the distribution 
smart contract . Additionally or alternatively , execution of 
the distribution smart contract may cause other types of 
tokens to be transferred from wallets associated with bor 
rower computing device 411 to the distribution smart con 
tract . 
[ 0147 ] In step 529 , execution of the distribution smart 
contract may cause network nodes 403A - 403N to transmit 
the digital tokens to the digital token wallet associated with 
borrower computing device 411 . For example , borrower 
computing device 411 may have a digital token wallet stored 
in its memory which may be associated with the digital 
token , and execution of the collection smart contract may 
cause network nodes 403A - 403N to transmit the digital 
tokens to borrower computing device 411 . 
10148 ] The amount of the digital tokens to be transmitted 
to the digital token wallet associated with borrower com 
puting device 411 may be determined based on the other 
types of tokens received from the borrower computing 
device 411 . For example , the amount of the digital tokens to 
be transmitted may be determined based on an exchange rate 
between the digital token and the credit token . 
10149 In step 530 , at least one of network nodes 403A 
403N in decentralized P2P network 401 may generate a 
block corresponding to the blockchain of decentralized P2P 
network 401 , and may add the block to the blockchain . For 
example , the network node of network nodes 403A - 403N 
that generates the block may broadcast the block to other 
network nodes of network nodes 403A - 403N . The other 
network nodes of network nodes 403A - 403N may validate 
the block , and add the block to their copies of the block 
chain . The operations of generating and adding the block to 
the blockchain may be similar to those described above in 
connection with FIG . 2 . 
[ 0150 ] The generated block added to the blockchain of 
decentralized P2P network 401 may include the borrower 
output request generated by borrower computing device 411 . 
Additionally or alternatively , the generated block may 
include the most recent state of the blockchain of decen 
tralized P2P network 401 ( e . g . , values of wallets , values of 
data fields in smart contracts , or the like ) after applying the 
borrower output request to the distribution smart contract . 
[ 0151 ] Referring to FIG . 5G , in step 531 , borrower com 
puting device 411 may send a borrower input request to 
network nodes 403A - 403N in decentralized P2P network 
401 . The borrower input request may be a smart contract 
operation request , and may include the public key corre 
sponding to the distribution smart contract in the blockchain 
of decentralized P2P network 401 . 
[ 0152 ] The borrower input request may request to transfer 
the obtained digital tokens plus an additional amount of the 
digital tokens representing interest from the digital token 
wallet associated with borrower computing device 411 to the 
distribution smart contract . The borrower input request may 
indicate that borrower computing device 411 intends to 
return the obtained digital tokens . The borrower input 
request may be signed by a private key of the digital token 
wallet associated with borrower computing device 411 . 

[ 0153 ] In step 532 , network nodes 403A - 403N of decen 
tralized P2P network 401 may receive the borrower input 
request ( e . g . , from borrower computing device 411 ) , and 
may execute the distribution smart contract ( e . g . , by apply . 
ing the borrower input request to the distribution smart 
contract ) . 
0154 ] For example , each of network nodes 403A - 403N 
may identify , within the blockchain of decentralized P2P 
network 401 , the block comprising the distribution smart 
contract based on the public key corresponding to the 
distribution smart contract . After verifying that the digital 
signature associated with the borrower input request is valid , 
each of network nodes 403A - 403N may transfer the speci 
fied amount of the digital tokens from the digital token 
wallet associated with borrower computing device 411 to the 
distribution smart contract . For example , each of network 
nodes 403A - 403N may decrease the value of the digital 
token wallet associated with borrower computing device 411 
by the specified amount , and may increase the value of the 
digital token quantity data field in the distribution smart 
contract by the specified amount . 
[ 0155 ] In step 533 , execution of the collection smart 
contract may cause network nodes 403A - 403N to transmit 
the tokens representing collateral ( e . g . , the credit tokens ) to 
the wallets associated with borrower computing device 411 . 
For example , borrower computing device 411 may have 
wallets stored in its memory which may be associated with 
the collateral token , and execution of the collection smart 
contract may cause network nodes 403A - 403N to transmit 
the collateral tokens to borrower computing device 411 . 
[ 0156 ] Network nodes 403A - 403N may return the collat 
eral tokens previously received from the wallets associated 
with borrower computing device 411 . Additionally or alter 
natively , responsive to determining that borrower computing 
device 411 has returned the borrowed digital tokens within 
a particular time threshold , network nodes 403A - 403N may 
transmit an additional amount of credit tokens to wallets 
associated with borrower computing device 411 as a reward . 
This additional amount of credit tokens can be used to 
implement a reputation based lending system . 
[ 0157 ] In step 534 , at least one of network nodes 403A 
403N in decentralized P2P network 401 may generate a 
block corresponding to the blockchain of decentralized P2P 
network 401 , and may add the block to the blockchain . For 
example , the network node of network nodes 403A - 403N 
that generates the block may broadcast the block to other 
network nodes of network nodes 403A - 403N . The other 
network nodes of network nodes 403A - 403N may validate 
the block , and add the block to their copies of the block 
chain . The operations of generating and adding the block to 
the blockchain may be similar to those described above in 
connection with FIG . 2 . 
[ 0158 ] The generated block added to the blockchain of 
decentralized P2P network 401 may include the borrower 
input request generated by borrower computing device 411 . 
Additionally or alternatively , the generated block may 
include the most recent state of the blockchain of decen 
tralized P2P network 401 ( e . g . , values of wallets , values of 
data fields in smart contracts , or the like ) after applying the 
borrower input request to the distribution smart contract . 
[ 0159 ] In step 535 , as an additional or alternative step to 
step 533 , network nodes 403A - 403N may determine that 
borrower computing device 411 fails to properly return its 
obtained digital tokens with an additional amount of the 
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digital tokens representing interest on time . Network nodes 
403A - 403N may record the time when borrower computing 
device 411 obtained the digital tokens ( e . g . , in step 527 ) , and 
may set a time threshold within which borrower computing 
device 411 is to return the obtained digital tokens together 
with an additional amount of the digital tokens representing 
interest . The additional amount of the digital tokens may be 
determined based on the value of the interest rate data field 
in the distribution smart contract and the set time threshold . 
Execution of the distribution smart contract may cause 
network nodes 403A - 403N to determine whether the correct 
amount of the digital tokens are returned by borrower 
computing device 411 . If the answer to this question is no , 
network nodes 403A - 403N may proceed to step 536 . 
0160 ] Additionally or alternatively , network nodes 403A 
403N may periodically determine whether the time thresh 
old has been reached since borrower computing device 411 
obtained the digital tokens . If network nodes 403A - 403N 
determines that the time threshold has been reached and 
borrower computing device 411 has not returned the digital 
tokens , network nodes 403A - 403N may proceed to step 536 . 
[ 0161 ] In step 536 , execution of the distribution smart 
contract may cause network nodes 403A - 403N to transmit 
the credit tokens ( that may have been received from bor 
rower computing device 411 ) to a credit token wallet asso 
ciated with service provider computing device 407 . For 
example , service provider computing device 407 may have 
a credit token wallet stored in its memory which may be 
associated with the credit token , and execution of the 
distribution smart contract may cause network nodes 403A 
403N to transmit the credit tokens to service provider 
computing device 407 . Additionally or alternatively , execu 
tion of the distribution smart contract may cause network 
nodes 403A - 403N to forfeit or destroy all or a portion of the 
credit tokens . Additionally or alternatively , the other types of 
tokens that were received as collateral from borrower com 
puting device 411 in step 527 may be similarly transmitted 
to service provider computing device 407 . 
[ 0162 ] In step 537 , at least one of network nodes 403A 
403N in decentralized P2P network 401 may generate a 
block corresponding to the blockchain of decentralized P2P 
network 401 , and may add the block to the blockchain . For 
example , the network node of network nodes 403A - 403N 
that generates the block may broadcast the block to other 
network nodes of network nodes 403A - 403N . The other 
network nodes of network nodes 403A - 403N may validate 
the block , and add the block to their copies of the block 
chain . The operations of generating and adding the block to 
the blockchain may be similar to those described above in 
connection with FIG . 2 . 
[ 0163 ] The generated block added to the blockchain of 
decentralized P2P network 401 may include the determina 
tion that borrower computing device 411 failed to properly 
return its obtained digital tokens on time . Additionally or 
alternatively , the generated block may include the most 
recent state of the blockchain of decentralized P2P network 
401 ( e . g . , values of wallets , values of data fields in smart 
contracts , or the like ) after transmitting the collateral tokens 
to service provider computing device 407 . 
[ 0164 ] FIG . 6 depicts an illustrative method for digital 
token utilization in accordance with one or more example 
embodiments described herein . In step 601 , a computing 
platform configured to operate in a decentralized P2P net 
work and including one or more processors and memory 

storing at least a portion of a blockchain of the decentralized 
P2P network may register , to the blockchain of the decen 
tralized P2P network , a collection smart contract configured 
to facilitate collecting and returning of digital tokens of a 
particular type . In step 603 , the computing platform may 
send the digital tokens from a digital token wallet associated 
with a second computing device to the collection smart 
contract . In step 603 , the computing platform may send the 
digital tokens with an amount of appreciation value from the 
collection smart contract to the digital token wallet associ 
ated with the second computing device . In step 607 , the 
computing platform may register , to the blockchain of the 
decentralized P2P network , a distribution smart contract 
configured to facilitate distributing and recollecting the 
digital tokens . In step 609 , the computing platform may send 
other types of tokens from wallets associated with a third 
computing device to the distribution smart contract , and may 
send a corresponding amount of the digital tokens from the 
distribution smart contract to a digital token wallet associ 
ated with the third computing device . In step 611 , the 
computing platform may determine whether the third com 
puting device has returned the digital tokens with an addi 
tional amount of the digital tokens representing interest 
within a time threshold . If the computing platform deter 
mines that the third computing device has returned the 
digital tokens with the additional amount of the digital 
tokens representing the interest within the time threshold , 
then the computing platform may in step 615 return the other 
types of tokens from the distribution smart contract to the 
wallets associated with the third computing device . If the 
computing platform determines that the third computing 
device has not returned the digital tokens with the additional 
amount of the digital tokens representing the interest within 
the time threshold , then the computing platform may in step 
613 forfeit the other types of tokens in the distribution smart 
contract . 
[ 0165 ] The example embodiments discussed herein may 
be used for depositing and lending of digital tokens . Lenders 
may deposit their digital tokens to the example systems 
discussed herein , and borrowers may borrow the digital 
tokens . Service provider tokens may be used to facilitate the 
depositing of the digital tokens , and the credit tokens may be 
used to facilitate the lending of the digital tokens . Using the 
service provider tokens and the credit tokens , the depositing 
and lending processes may be simplified . Additionally , the 
example systems discussed herein may provide a secure 
environment for depositing and lending tokens . As central 
ized computing systems may create a single point of failure , 
the decentralized P2P network may facilitate depositing and 
lending tokens with enhanced security . 
[ 0166 ] Although the subject matter has been described in 
language specific to structural features and / or methodologi 
cal acts , it is to be understood that the subject matter defined 
in the appended claims is not necessarily limited to the 
specific features or acts described above . Rather , the specific 
features and acts described above are described as example 
implementations of the following claims . 
What is claimed is : 
1 . A computing platform configured to operate in a 

decentralized peer - to - peer ( P2P ) network , comprising : 
one or more processors ; and 
memory storing at least a portion of a blockchain of the 

decentralized P2P network and computer readable 
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instructions that , when executed by the one or more 
processors , cause the computing platform to : 
receive , from a first user computing device , a first 

registration request for registering a collection smart 
contract ; 

register the collection smart contract by adding a first 
new block to the blockchain , wherein the first new 
block comprises the collection smart contract ; 

receive , from the first user computing device , a first 
event message indicating a first amount of service 
provider tokens , an identifier of the collection smart 
contract , and a digital signature associated with the 
first user computing device ; 

verify an authenticity of the first event message based 
on the digital signature associated with the first user 
computing device ; 

in response to receiving the first event message , 
execute the collection smart contract , which causes 
the computing platform to transfer , from a service 
provider token holder associated with the first user 
computing device and to the collection smart con 
tract , the first amount of the service provider tokens ; 

receive , from a second user computing device , a second 
event message indicating a first amount of digital 
tokens , an identifier of the collection smart contract , 
and a digital signature associated with the second 
user computing device ; 

verify an authenticity of the second event message 
based on the digital signature associated with the 
second user computing device ; and 

in response to receiving the second event message , 
execute the collection smart contract , which causes 
the computing platform to : 
transfer , from a digital token holder associated with 

the second user computing device and to the 
collection smart contract , the first amount of the 
digital tokens ; 

determine , based on the first amount of the digital 
tokens and an exchange rate between the digital 
tokens and the service provider tokens , a second 
amount of the service provider tokens ; and 

transfer , from the collection smart contract and to a 
service provider token holder associated with the 
second user computing device , the second amount 
of the service provider tokens . 

2 . The computing platform of claim 1 , wherein the 
computer readable instructions , when executed by the one or 
more processors , further cause the computing platform to : 

receive , from the second user computing device , a third 
event message indicating a third amount of the service 
provider tokens and an identifier of the collection smart 
contract ; and 

in response to receiving the third event message , execute 
the collection smart contract , which causes the com 
puting platform to : 
transfer , from the service provider token holder asso 

ciated with the second user computing device and to 
the collection smart contract , the third amount of the 
service provider tokens ; 

determine , based on an appreciation rate associated 
with the digital tokens and a time period between 
receiving the second event message and receiving 

the third event message , an updated exchange rate 
between the digital tokens and the service provider 
tokens ; 

determine , based on the third amount of the service 
provider tokens and the updated exchange rate 
between the digital tokens and the service provider 
tokens , a second amount of the digital tokens ; and 

transfer , from the collection smart contract and to the 
digital token holder associated with the second user 
computing device , the second amount of the digital 
tokens . 

3 . The computing platform of claim 1 , wherein the 
computer readable instructions , when executed by the one or 
more processors , further cause the computing platform to : 

receive , from the first user computing device , a second 
registration request for registering a distribution smart 
contract ; 

register the distribution smart contract by adding a second 
new block to the blockchain , wherein the second new 
block comprises the distribution smart contract ; 

receive , from the first user computing device , a fourth 
event message indicating a third amount of the digital 
tokens and an identifier of the distribution smart con 
tract ; 

in response to receiving the fourth event message , execute 
the distribution smart contract , which causes the com 
puting platform to transfer , from a digital token holder 
associated with the first user computing device and to 
the distribution smart contract , the third amount of the 
digital tokens ; 

receive , from a third user computing device , a fifth event 
message indicating a first amount of credit tokens and 
an identifier of the distribution smart contract ; and 

in response to receiving the fifth event message , execute 
the distribution smart contract , which causes the com 
puting platform to : 
transfer , from a credit token holder associated with the 

third user computing device and to the distribution 
smart contract , the first amount of the credit tokens ; 

determine , based on the first amount of the credit 
tokens and an exchange rate between the digital 
tokens and the credit tokens , a fourth amount of the 
digital tokens ; and 

transfer , from the distribution smart contract and to a 
digital token holder associated with the third user 
computing device , the fourth amount of the digital 
tokens . 

4 . The computing platform of claim 3 , wherein the 
computer readable instructions , when executed by the one or 
more processors , further cause the computing platform to : 

receive , from the third user computing device , a sixth 
event message indicating a fifth amount of the digital 
tokens and an identifier of the distribution smart con 
tract ; and 

in response to receiving the sixth event message , execute 
the distribution smart contract , which causes the com 
puting platform to : 
determine , based on the fourth amount of the digital 

tokens , a time period between receiving the fifth 
event message and receiving the sixth event mes 
sage , and an interest rate associated with the digital 
tokens , an expected amount of the digital tokens ; 

in response to determining that the fifth amount of the 
digital tokens corresponds to the expected amount of 
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the digital tokens , transfer , from the distribution 
smart contract and to the credit token holder asso 
ciated with the third user computing device , the first 
amount of the credit tokens and an additional amount 
of the credit tokens ; and 

transfer , from the digital token holder associated with 
the third user computing device and to the distribu 
tion smart contract , the fifth amount of the digital 
tokens . 

5 . The computing platform of claim 4 , wherein the 
computer readable instructions , when executed by the one or 
more processors , further cause the computing platform to : 

in response to determining that the fifth amount of the 
digital tokens does not correspond to the expected 
amount of the digital tokens , transfer , from the distri 
bution smart contract and to a credit token holder 
associated with the first user computing device , the first 
amount of the credit tokens . 

6 . The computing platform of claim 3 , wherein the 
computer readable instructions , when executed by the one or 
more processors , further cause the computing platform to : 

in response to receiving the second event message , trans 
fer , from the collection smart contract and to the 
distribution smart contract , a portion of the first amount 
of the digital tokens . 

7 . The computing platform of claim 3 , wherein the 
computer readable instructions , when executed by the one or 
more processors , further cause the computing platform to : 

determine , based on a credit score associated with the 
third user computing device , a second amount of the 
credit tokens ; and 

assign the second amount of the credit tokens to the credit 
token holder associated with the third user computing 
device . 

8 . A method comprising at a computing platform config 
ured to operate in a decentralized peer - to - peer ( P2P ) net 
work and including one or more processors and memory 
storing at least a portion of a blockchain of the decentralized 
P2P network : 

receiving , from a first user computing device , a first 
registration request for registering a collection smart 
contract ; 

registering the collection smart contract by adding a first 
new block to the blockchain , wherein the first new 
block comprises the collection smart contract ; 

receiving , from the first user computing device , a first 
event message indicating a first amount of service 
provider tokens , an identifier of the collection smart 
contract , and a digital signature associated with the first 
user computing device ; 

verifying an authenticity of the first event message based 
on the digital signature associated with the first user 
computing device ; 

in response to receiving the first event message , executing 
the collection smart contract , which causes transfer 
ring , from a service provider token holder associated 
with the first user computing device and to the collec 
tion smart contract , the first amount of the service 
provider tokens ; 

receiving , from a second user computing device , a second 
event message indicating a first amount of digital 
tokens , an identifier of the collection smart contract , 
and a digital signature associated with the second user 
computing device ; 

verifying an authenticity of the second event message 
based on the digital signature associated with the 
second user computing device ; and 

in response to receiving the second event message , 
executing the collection smart contract , which causes : 
transferring , from a digital token holder associated with 

the second user computing device and to the collec 
tion smart contract , the first amount of the digital 
tokens ; 

determining , based on the first amount of the digital 
tokens and an exchange rate between the digital 
tokens and the service provider tokens , a second 
amount of the service provider tokens ; and 

transferring , from the collection smart contract and to 
a service provider token holder associated with the 
second user computing device , the second amount of 
the service provider tokens . 

9 . The method of claim 8 , further comprising : 
receiving , from the second user computing device , a third 

event message indicating a third amount of the service 
provider tokens and an identifier of the collection smart 
contract ; and 

in response to receiving the third event message , execut 
ing the collection smart contract , which causes : 
transferring , from the service provider token holder 

associated with the second user computing device 
and to the collection smart contract , the third amount 
of the service provider tokens ; 

determining , based on an appreciation rate associated 
with the digital tokens and a time period between 
receiving the second event message and receiving 
the third event message , an updated exchange rate 
between the digital tokens and the service provider 
tokens ; 

determining , based on the third amount of the service 
provider tokens and the updated exchange rate 
between the digital tokens and the service provider 
tokens , a second amount of the digital tokens ; and 

transferring , from the collection smart contract and to 
the digital token holder associated with the second 
user computing device , the second amount of the 
digital tokens . 

10 . The method of claim 8 , further comprising : 
receiving , from the first user computing device , a second 

registration request for registering a distribution smart 
contract ; 

registering the distribution smart contract by adding a 
second new block to the blockchain , wherein the sec 
ond new block comprises the distribution smart con 
tract ; 

receiving , from the first user computing device , a fourth 
event message indicating a third amount of the digital 
tokens and an identifier of the distribution smart con 
tract ; 

in response to receiving the fourth event message , execut 
ing the distribution smart contract , which causes trans 
ferring , from a digital token holder associated with the 
first user computing device and to the distribution smart 
contract , the third amount of the digital tokens ; 

receiving , from a third user computing device , a fifth 
event message indicating a first amount of credit tokens 
and an identifier of the distribution smart contract ; and 

in response to receiving the fifth event message , executing 
the distribution smart contract , which causes : 
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transferring , from a credit token holder associated with 
the third user computing device and to the distribu 
tion smart contract , the first amount of the credit 
tokens ; 

determining , based on the first amount of the credit 
tokens and an exchange rate between the digital 
tokens and the credit tokens , a fourth amount of the 
digital tokens ; and 

transferring , from the distribution smart contract and to 
a digital token holder associated with the third user 
computing device , the fourth amount of the digital 
tokens . 

11 . The method of claim 10 , further comprising : 
receiving , from the third user computing device , a sixth 

event message indicating a fifth amount of the digital 
tokens and an identifier of the distribution smart con 
tract ; and 

in response to receiving the sixth event message , execut 
ing the distribution smart contract , which causes : 
determining , based on the fourth amount of the digital 
tokens , a time period between receiving the fifth 
event message and receiving the sixth event mes 
sage , and an interest rate associated with the digital 
tokens , an expected amount of the digital tokens ; 

in response to determining that the fifth amount of the 
digital tokens corresponds to the expected amount of 
the digital tokens , transferring , from the distribution 
smart contract and to the credit token holder asso 
ciated with the third user computing device , the first 
amount of the credit tokens and an additional amount 
of the credit tokens ; and 

transferring , from the digital token holder associated 
with the third user computing device and to the 
distribution smart contract , the fifth amount of the 
digital tokens . 

12 . The method of claim 11 , further comprising : 
in response to determining that the fifth amount of the 

digital tokens does not correspond to the expected 
amount of the digital tokens , transferring , from the 
distribution smart contract and to a credit token holder 
associated with the first user computing device , the first 
amount of the credit tokens . 

13 . The method of claim 10 , further comprising : 
in response to receiving the second event message , trans 

ferring , from the collection smart contract and to the 
distribution smart contract , a portion of the first amount 
of the digital tokens . 

14 . The method of claim 10 , further comprising : 
determining , based on a credit score associated with the 

third user computing device , a second amount of the 
credit tokens ; and 

assigning the second amount of the credit tokens to the 
credit token holder associated with the third user com 
puting device . 

15 . One or more non - transitory computer readable media 
storing instructions that , when executed by a computing 
platform configured to operate in a decentralized peer - to 
peer ( P2P ) network , the computing platform including one 
or more processors and memory storing at least a portion of 
a blockchain of the decentralized P2P network , cause the 
computing platform to : 

receive , from a first user computing device , a first regis 
tration request for registering a collection smart con 
tract ; 

register the collection smart contract by adding a first new 
block to the blockchain , wherein the first new block 
comprises the collection smart contract ; 

receive , from the first user computing device , a first event 
message indicating a first amount of service provider 
tokens , an identifier of the collection smart contract , 
and a digital signature associated with the first user 
computing device ; 

verify an authenticity of the first event message based on 
the digital signature associated with the first user com 
puting device ; 

in response to receiving the first event message , execute 
the collection smart contract , which causes the com 
puting platform to transfer , from a service provider 
token holder associated with the first user computing 
device and to the collection smart contract , the first 
amount of the service provider tokens ; 

receive , from a second user computing device , a second 
event message indicating a first amount of digital 
tokens , an identifier of the collection smart contract , 
and a digital signature associated with the second user 
computing device ; 

verify an authenticity of the second event message based 
on the digital signature associated with the second user 
computing device ; and 

in response to receiving the second event message , 
execute the collection smart contract , which causes the 
computing platform to : 
transfer , from a digital token holder associated with the 

second user computing device and to the collection 
smart contract , the first amount of the digital tokens ; 

determine , based on the first amount of the digital 
tokens and an exchange rate between the digital 
tokens and the service provider tokens , a second 
amount of the service provider tokens ; and 

transfer , from the collection smart contract and to a 
service provider token holder associated with the 
second user computing device , the second amount of 
the service provider tokens . 

16 . The one or more non - transitory computer readable 
media of claim 15 , wherein the instructions , when executed 
by the computing platform , further cause the computing 
platform to : 

receive , from the second user computing device , a third 
event message indicating a third amount of the service 
provider tokens and an identifier of the collection smart 
contract ; and 

in response to receiving the third event message , execute 
the collection smart contract , which causes the com 
puting platform to : 
transfer , from the service provider token holder asso 

ciated with the second user computing device and to 
the collection smart contract , the third amount of the 
service provider tokens ; 

determine , based on an appreciation rate associated 
with the digital tokens and a time period between 
receiving the second event message and receiving 
the third event message , an updated exchange rate 
between the digital tokens and the service provider 
tokens ; 

determine , based on the third amount of the service 
provider tokens and the updated exchange rate 
between the digital tokens and the service provider 
tokens , a second amount of the digital tokens ; and 
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transfer , from the collection smart contract and to the 
digital token holder associated with the second user 
computing device , the second amount of the digital 
tokens . 

17 . The one or more non - transitory computer readable 
media of claim 15 , wherein the instructions , when executed 
by the computing platform , further cause the computing 
platform to : 

receive , from the first user computing device , a second 
registration request for registering a distribution smart 
contract ; 

register the distribution smart contract by adding a second 
new block to the blockchain , wherein the second new 
block comprises the distribution smart contract ; 

receive , from the first user computing device , a fourth 
event message indicating a third amount of the digital 
tokens and an identifier of the distribution smart con 
tract ; 

in response to receiving the fourth event message , execute 
the distribution smart contract , which causes the com 
puting platform to transfer , from a digital token holder 
associated with the first user computing device and to 
the distribution smart contract , the third amount of the 
digital tokens ; 

receive , from a third user computing device , a fifth event 
message indicating a first amount of credit tokens and 
an identifier of the distribution smart contract ; and 

in response to receiving the fifth event message , execute 
the distribution smart contract , which causes the com 
puting platform to : 
transfer , from a credit token holder associated with the 

third user computing device and to the distribution 
smart contract , the first amount of the credit tokens ; 

determine , based on the first amount of the credit 
tokens and an exchange rate between the digital 
tokens and the credit tokens , a fourth amount of the 
digital tokens ; and 

transfer , from the distribution smart contract and to a 
digital token holder associated with the third user 
computing device , the fourth amount of the digital 
tokens . 

18 . The one or more non - transitory computer readable 
media of claim 17 , wherein the instructions , when executed 
by the computing platform , further cause the computing 
platform to : 

receive , from the third user computing device , a sixth 
event message indicating a fifth amount of the digital 
tokens and an identifier of the distribution smart con 
tract ; and 

in response to receiving the sixth event message , execute 
the distribution smart contract , which causes the com 
puting platform to : 
determine , based on the fourth amount of the digital 

tokens , a time period between receiving the fifth 
event message and receiving the sixth event mes 
sage , and an interest rate associated with the digital 
tokens , an expected amount of the digital tokens ; 

in response to determining that the fifth amount of the 
digital tokens corresponds to the expected amount of 
the digital tokens , transfer , from the distribution 
smart contract and to the credit token holder asso 
ciated with the third user computing device , the first 
amount of the credit tokens and an additional amount 
of the credit tokens ; and 

transfer , from the digital token holder associated with 
the third user computing device and to the distribu 
tion smart contract , the fifth amount of the digital 
tokens . 

19 . The one or more non - transitory computer readable 
media of claim 18 , wherein the instructions , when executed 
by the computing platform , further cause the computing 
platform to : 

in response to determining that the fifth amount of the 
digital tokens does not correspond to the expected 
amount of the digital tokens , transfer , from the distri 
bution smart contract and to a credit token holder 
associated with the first user computing device , the first 
amount of the credit tokens . 

20 . The one or more non - transitory computer readable 
media of claim 17 , wherein the instructions , when executed 
by the computing platform , further cause the computing 
platform to : 

in response to receiving the second event message , trans 
fer , from the collection smart contract and to the 
distribution smart contract , a portion of the first amount 
of the digital tokens . 


