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(7) ABSTRACT

An optical core node that includes optical switching planes
interfaces, at input, with multi-channel input links and, at
output, with multi-channel output links. The number of
channels per link can differ significantly among the links,
necessitating that the input (output) links have different
connection patterns to the switching planes. Such an optical
core node requires new methods of assigning an incoming
wavelength channel to one of the optical switching planes.
The assignment of the channels of input and output links to
input and output ports is established in a manner that
increases input-output connectivity and, hence, throughput.
Additionally, the networks that may be formed with such
optical core nodes require new routing methods. A preferred
method of selecting a path through the core node favors
switching planes connecting to a small number of links. In
a time-division-multiplexing (TDM) mode, the method of
path selection is complemented by temporal packing of
TDM frames.
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FIG. 30
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HIGH CAPACITY OPTICAL NODE

FIELD OF THE INVENTION

[0001] The present invention relates to data networks and,
in particular, to a high capacity optical node and methods
used by the high capacity optical node.

BACKGROUND

[0002] The envisaged future telecommunications network
includes electronic edge nodes and an optical core that
comprises a plurality of optical cross connectors. Currently,
an optical cross connector has no practical means for storing
optical signals. This severe limitation has implications
regarding the structure and operation of an optical-core
network.

[0003] Wavelength-division-multiplexed (WDM) fiber
links, each carrying several wavelength channels, connect
the edge nodes to the optical cross connectors. The optical
cross connectors may also be interconnected by WDM fiber
links. In multi-hop routing, individual wavelength channels
routed through the network may traverse several optical
cross connectors. Such multi-hop routing within the optical
core precludes the use of time sharing scheme, such as TDM
(time-division multiplexing) switching or burst switching,
due to the difficulty of coordinating the switching times
among the bufferless optical core nodes.

[0004] In a switching node having a plurality of input
ports and output ports, where signals arriving at the input
ports are generally uncoordinated in the time domain, being
generated by independent sources, and have arbitrary des-
tinations, contention resolution is required because input
signals arriving at two or more input ports may require
connection to a single output port. Contention resolution can
be based on a primitive method where one of the signals
competing for an output port is accepted while the remaining
signals are blocked, i.e., denied a path through the switching
node. The blocked signals would be discarded if the respec-
tive input ports have no storage facility. Otherwise, the
blocked signals can be buffered until given permission to
proceed at subsequent intervals of time. Alternatively, con-
tention is avoided by scheduling the transfer of data from
input to output.

[0005] An edge node that establishes a path through a core
node is said to subtend to the core node. An edge node may
subtend to some or all of the core nodes of a network. When
an edge node subtends to two or more core nodes, it selects
a core node to establish a path to a given destination edge
node according to some merit criterion. The edge nodes
sending data traffic through a core node are said to be
subtending edge nodes of the core node.

[0006] The path availability for signals arriving at a given
input port and destined to several output ports of a switching
node do not necessarily occur according to the same order in
which the signals arrive to the switching node. Thus, a
simple sequential storage facility is not useful to deploy, and,
currently, there are no practical means for buffering incom-
ing optical signals and selectively retrieving any signal for
switching to a respective output port when a path across the
switching node becomes available.

[0007] The use of interconnected optical cross connectors
in the core of the network leads to an inefficient rigid
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network. Traversing two or more optical nodes is problem-
atic for the following reasons:

[0008] (1) As described above, the absence of buffers
makes time sharing of wavelength channels virtually
impossible.

[0009] (2) The required paths for edge-node pairs
must be established, through the core, one at a time.
Resources must then be reserved during the path
setup phase, which may take a considerable amount
of time, several-hundred milliseconds for example.
During the path setup phase, the reserved channels
are kept idle.

[0010] (3) Paths can be blocked due to mismatch of
links of sufficient vacancies. For example, there may
be several candidate routes, each having two or more
hops, from a source edge node to a sink edge node
through a plurality of interconnected optical cross
connectors. If each candidate route has one link that
is fully reserved, a free end-to-end path can not be
found even when all other links in the set of candi-
date routes are lightly loaded. This is conventionally
called mismatch blocking. To reduce the mismatch
probability, the occupancy of the optical core must
be kept at a relatively low level, which can be
realized by known internal-expansion techniques but
may be considered costly.

[0011] (4) Wavelength conversion is often needed in
multi-hop optical paths.

[0012] To circumvent these difficulties, an obvious solu-
tion is to disallow the use of consecutive optical nodes in any
path. With this approach, complemented with time coordi-
nation between each core node and each of its subtending
edge nodes, the buffers at each edge node can be exploited
for contention resolution. A time-locking technique is
detailed in Applicant’s copending U.S. patent application
Ser. No. 10/054,509, filed on Nov. 13, 2001 and titled
“Time-Coordination in a Burst-Switching Network”. With
time locking, all edge nodes subtending to a core node can
time their transmission to arrive at the optical core node at
any desired instant of time. Time locking is feasible when a
path between two electronic edge nodes traverses only a
single optical core node. This enables adaptive channel
switching at the optical core nodes without the need to allow
large idle periods between successive path changes. Time
locking also enables the use of time-sharing schemes; TDM
or burst switching. It also allows the network core to operate
at a high mean occupancy, 0.95 for example. Without time
locking, time sharing of network transport resources is not
possible, and channel switching would require that the core
be operated at a lower mean occupancy, of 0.7 for example.

[0013] A complete network is defined herein to be a
network that can allocate paths of a total capacity of C (bits
per second) from any set of channels collectively having a
capacity of C (bits per second) and emanating from any
group of source nodes to any set of egress channels, collec-
tively having a capacity that equals or exceeds C, and
belonging to any group of sink nodes. For example, a source
node can transfer its entire traffic to a sink node of at least
equal capacity. Therefore, any spatial variation of traffic
loads can be accommodated and the need for traffic engi-
neering is virtually eliminated.
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[0014] The capacity of a node is defined herein as the total
data rate that can be switched from the input ports to the
output ports of the node. The degree of a node refers to the
number of ports in the node. In an asymmetrical node, where
the number of output ports differs from the number of input
ports, an input-side degree of the node refers to the number
of input ports and an output-side degree refers to the number
of output ports.

[0015] An efficient wide-coverage high capacity complete
network that does not allow traversing two consecutive
optical nodes would take the form of a composite-star
network, or a plurality of composite-star networks as
described in Applicant’s U.S. patent application Ser. No.
09/624,079 filed on Jul. 24, 2000, and titled “Multi-dimen-
sional Lattice Network™.

[0016] To be complete, the composite star network must
be uniform, having identical optical-core nodes and identical
edge nodes. To enable wide coverage, each edge node must
have a high degree, having several links to the optical core,
and each core node must be able to accommodate a large
number of subtending edge nodes.

[0017] To enable a high capacity, each edge node must
have a large number of input ports and a large number of
output ports, with each input or output port supporting a
channel of a high bit rate, 10 Gb/s for example. The edge
node should also be provided with a high-speed controller to
enable fast scheduling that can follow traffic-intensity varia-
tion. A versatile high capacity edge node is described in
Applicant’s copending U.S. patent application Ser. No.
10/025,982, filed Dec. 26, 2001, and titled “Universal Edge
Node”.

[0018] A complete network, as defined above, responds
gracefully to wild spatial traffic variation. However, this may
be realized at the expense of some added optical-link
mileage, as explained in a paper titled “Comparison of two
optical-core networks”, authored by Blouin et al., Journal of
Optical Networking, Vol. 1, No. 1, January 2002.

[0019] If the spatial traffic distribution can be determined
with a reasonable level of confidence, then it would be
possible to relax the strict requirement of network complete-
ness and employ, instead, an incomplete network that is still
tolerant to considerable spatial traffic variation.

[0020] Tt is desirable, therefore, to find a structure of an
incomplete network that employs edge nodes of different
capacities and degrees, and core nodes of different capacities
and degrees, while still realizing a high capacity wide-
coverage network that also provides high performance under
diverse traffic conditions. An optimum incomplete network
may include edge nodes of widely varying capacities and
degrees and core nodes of different capacities and degrees to
reduce fiber-link mileage. There is a need to realize such a
network without significantly affecting network perfor-
mance and agility.

[0021] Thus, a non-uniform incomplete composite-star
network structure that can realize network economy and
control simplicity is required and methods of route selection
in such a structure are needed.

SUMMARY

[0022] A non-uniform, incomplete composite-star net-
work allows for single-hop connections between edge nodes
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of different capacities. The creation of such a network may
require the use of a non-uniform optical core node that
includes switching planes of differing coverage indices. A
coverage index for a given switching plane is based on the
number of input links and output links with which the optical
switching plane communicates. Unique methods are utilized
to assign channels from input and output links to specific
input and output ports of switching planes and to efficiently
use the switching planes to satisfy connection requests from
source edge nodes of diverse nodal capacity.

[0023] In accordance with an aspect of the present inven-
tion there is provided an optical core node including a
plurality of optical switching planes, the optical core node
interfacing, at an input side, with a plurality of input links,
each of the plurality of input links carrying at least one
wavelength channel, and interfacing, at an output side, with
a plurality of output links, each of the plurality of output
links carrying at least one wavelength channel, wherein at
least two of the plurality of input links carry different
numbers of wavelength channels and at least two of the
plurality of output links carry different numbers of wave-
length channels, where the wavelength channels of the input
links are connected to the input side and the wavelength
channels of the output links are connected to the output side
so that at least one of the plurality of optical switching
planes is a full-coverage optical switching plane connected
to each of the plurality of input links by at least one
wavelength channel and connected to each of the plurality of
output links by at least one wavelength channel and at least
one of the plurality of optical switching planes is a partial-
coverage optical switching plane connecting to a subset of
the plurality of input links and a subset of the plurality of
output links.

[0024] In accordance with a further aspect of the present
invention there is provided an optical core node in a wave-
length division multiplexed network wherein links between
nodes carry wavelength channels. The optical core node
includes a plurality of demultiplexers, each of the plurality
of demultiplexers receiving at least one wavelength channel
on a corresponding input link, a plurality of multiplexers,
each of the plurality of multiplexers transmitting at least one
wavelength channel on a corresponding output link and a
plurality of optical switching planes including: at least one
full-coverage optical switching plane receiving at least one
wavelength channel from each of the plurality of demulti-
plexers and transmitting at least one wavelength channel to
each of the plurality of multiplexers; and at least one
partial-coverage optical switching plane receiving at least
one wavelength channel from fewer than all of the plurality
of demultiplexers and transmitting at least one wavelength
channel to fewer than all of the plurality of multiplexers.

[0025] In accordance with a still further aspect of the
present invention there is provided a method of connecting
a plurality of channels to a plurality of ports of a switching
node, the quantity of the plurality of channels not exceeding
the quantity of the plurality of ports, where the plurality of
channels are arranged into M groups, M>1, each of the M
groups having a specified number of channels, where the
plurality of ports are arranged in N rows, N>1, each of the
N rows having a specified number of ports and where each
of the plurality of ports connects to at most one of the
plurality of channels. The method includes sorting the M
groups in a descending order according to the specified
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number of channels, to give a plurality of sorted groups
indexed from 0 to (M-1), sorting the N rows in a descending
order according to the specified number of ports, to give a
plurality of sorted rows indexed from 0 to (N-1), consid-
ering each of the plurality of sorted groups in order from
most channels to least channels, where considering a given
group includes assigning a channel from the given group to
a selected port, where the selected port is an unassigned port
in the row having the lowest row index of the plurality of
sorted rows. The method further includes repeating the
considering until the row of index (N-1) has been reached,
examining the sorted groups sequentially starting with the
sorted group of index 0, scanning each of the plurality of
sorted rows in a cyclic discipline starting with the sorted row
of index (N-1) and progressing towards the sorted row of
index O and assigning one unassigned channel from each
group having at least one unassigned channel to an unas-
signed port until all channels of the groups are assigned.

[0026] In accordance with another further aspect of the
present invention there is provided a data structure for
determining port vacancy in an optical core node that
includes a plurality of optical switching planes. In an asym-
metrical core node, the content of the data structure for the
input side may differ from that of the output side. The data
structure includes a plurality of fields, where each field of
the plurality of fields corresponds to an input port (or an
output port) in one optical switching plane among the
plurality of optical switching planes, where the fields are
logically arranged into rows according to corresponding
optical switching plane and logically arranged into columns
according to an edge node from which the input port
receives optical signals (or to which the output port trans-
mits optical signals) and where the rows are logically
arranged by monotonically increasing coverage of corre-
sponding optical switching plane, where the coverage of a
given optical switching plane is a measure of a number of
input links on which the given optical switching plane
receives optical signals and a number of output links on
which the given optical switching plane transmits optical
signals.

[0027] In accordance with an even further aspect of the
present invention there is provided an optical core node
including a plurality of optical switching planes, a plurality
of demultiplexers, each of the plurality of demultiplexers
adapted to receive a signal on an input link from a source
edge node, demultiplex the signal into a plurality of wave-
length channels and send at least one of the plurality of
wavelength channels to at least one of the plurality of optical
switching planes and a core node controller adapted to
receive a connection request, where the connection request
specifies a source edge node, a sink edge node and a
requested capacity. The core node controller is operable to
identify a subset of optical switching planes, in the plurality
of optical switching planes, where each of the optical
switching planes in the subset has an unassigned path from
an input link originating from the source edge node to an
output link terminating on the sink edge node, select a
candidate optical switching plane, where the candidate opti-
cal switching plane has the least coverage index in the subset
of optical switching planes, where a coverage index of a
given optical switching plane is a measure of a number of
input links and output links with which the optical switching
plane communicates and indicate, to the source edge node,
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an identity of a wavelength channel corresponding to the
candidate optical switching plane.

[0028] In accordance with an even further aspect of the
present invention there is provided a method of selecting an
optical switching plane to satisfy a connection request
within an optical core node having a plurality of optical
switching planes connecting to a plurality of input links and
a plurality of output links, where the connection request
includes a specified input link, a specified output link and a
requested capacity. The method includes determining a
coverage index for each of the plurality of optical switching
planes, where a coverage index for a given optical switching
plane is a metric based on a number of input links having at
least one wavelength channel connected to the given optical
switching plane and a number of output links having at least
one wavelength channel connected to the given optical
switching plane, identifying a subset of optical switching
planes, in the plurality of optical switching planes, where
each optical switching plane in the subset is connected to the
specified input link and the specified output link, selecting a
candidate optical switching plane, where the candidate opti-
cal switching plane has the least coverage index in the subset
of optical switching planes and indicating to a source edge
node connected to the specified input link a wavelength
channel corresponding to the candidate optical switching
plane.

[0029] In accordance with an even further aspect of the
present invention there is provided a method of selecting a
candidate optical switching plane through which to route a
connection within an optical core node having a plurality of
optical switching planes, a plurality of input links, and a
plurality of output links, where the selecting is responsive to
receiving, at the optical core node, a connection request
specifying a specified source node, a specified sink node and
a required number of wavelength channels. The method
includes identifying a source input link, from the plurality of
input links, originating from the specified source node,
identifying a sink output link, from the plurality of output
links, terminating on the specified sink node, identifying a
subset of optical switching planes, in the plurality of optical
switching planes, where the subset includes those optical
switching planes that are connected to the source input link
and the sink output link, selecting the candidate optical
switching plane from the subset of optical switching planes,
such that the candidate optical switching plane has a least
coverage index among the subset of optical switching
planes, a coverage index of a given optical switching plane
being a metric based on a number of input links and a
number of output links to which the optical switching plane
connects, determining a number of available input ports, of
the candidate optical switching plane, connected to the
source input link, determining a number of available output
ports, of the candidate optical switching plane, connected to
the sink output link, determining a number of allocable paths
through the candidate optical switching plane as the least of
the number of available input ports, the number of available
output ports and the required number of wavelength chan-
nels and, where the number of allocable paths is equal to the
required number of wavelength channels, sending an accep-
tance indication to the specified source node indicating an
acceptance of the connection request, where the acceptance
indication includes an identification of wavelength channels
corresponding to the candidate optical switching plane.
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[0030] In accordance with an even further aspect of the
present invention there is provided an optical core node
receiving optical signals on a plurality of input links and
transmitting optical signals on a plurality of output links.
The optical core node includes a plurality of optical switch-
ing planes, wherein at least two of the plurality of optical
switching planes have a different coverage index, where a
coverage index of a given optical switching plane is a metric
based on a number of links, including input links from the
plurality of input links and output links from the plurality of
output links, in communication with the given optical
switching plane, a plurality of demultiplexers, each of the
plurality of demultiplexers adapted to receive an optical
signal from a source edge node on one of the plurality of
input links, demultiplex the optical signal into a plurality of
wavelength channels and transmit at least one of the plu-
rality of wavelength channels to at least one of the plurality
of optical switching planes, a plurality of multiplexers, each
of the plurality of multiplexers adapted to receive a plurality
of wavelength channels from at least one of the plurality of
optical switching planes, multiplex the plurality of wave-
length channels into an outgoing optical signal and transmit
the outgoing optical signal on one of the plurality of output
links to a sink edge node. The optical core node further
includes a core node controller adapted to receive a con-
nection request, where the connection request specifies a
specified source edge node, a specified sink edge node and
a requested number of wavelength channels, form a subset
of optical switching planes, where the subset includes all
optical switching planes, of the plurality of optical switching
planes, that receive at least one wavelength channel origi-
nating at the specified source edge node and transmit at least
one wavelength channel to terminate at the specified sink
edge node, select a candidate optical switching plane in the
subset of optical switching planes, where the candidate
optical switching plane has a least coverage index among the
optical switching planes in the subset, determine a number
of available input ports, of the candidate optical switching
plane, connected to the specified source edge node, deter-
mine a number of available output ports, of the candidate
optical switching plane, connected to the specified sink edge
node, determine an allocable number of paths as the least of
the number of available input ports, the number of available
output ports and the required number of wavelength chan-
nels and, where the allocable number of paths is equal to the
number of required paths, transmit an acceptance indication
to the specified source edge node indicating an acceptance of
the connection request, where the acceptance indication
includes an identity of wavelength channels corresponding
to the candidate optical switching plane.

[0031] In accordance with an even further aspect of the
present invention there is provided a method of generating
a schedule for a connection within an optical core node
having a plurality of optical switching planes, where the
generating is responsive to receiving, at the optical core
node, a connection request specifying a specified source
edge node, a specified sink edge node and a required number
of time slots in a time division multiplexed frame. The
method includes identifying a subset of the plurality of
optical switching planes, where the subset includes all
optical switching planes, of the plurality of optical switching
planes, that receive at least one wavelength channel from the
specified source edge node and transmit at least one wave-
length channel to the specified sink edge node, selecting a
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first candidate optical switching plane in the subset of
optical switching planes, such that the first candidate optical
switching plane has a minimum coverage index among the
optical switching planes in the subset, where a coverage
index of a given optical switching plane is a metric based on
a number of links, including input links and output links,
with which the given optical switching plane communicates.
The method further includes, for a first time slot in the time
division multiplexed frame and for the first candidate optical
switching plane, determining a number of available input
ports in communication with the specified source edge node,
determining a number of available output ports in commu-
nication with the specified sink edge node, determining an
allocable number of paths as the least of the number of
available input ports, the number of available output ports
and the required number of time slots and, where the
allocable number of paths is equal to the required number of
time slots, sending an acceptance indication to the specified
source edge node indicating an acceptance of the connection
request, where the acceptance indication includes a schedule
including an identity of the first time slot and an identity for
each wavelength channel corresponding to the available
input ports at the first candidate optical switching plane.

[0032] In accordance with an even further aspect of the
present invention there is provided an optical core node
including a plurality of optical switching planes, wherein at
least two of the plurality of optical switching planes have a
different coverage index, where a coverage index of a given
optical switching plane is a metric based on a number of
links, including input links from the plurality of input links
and output links from the plurality of output links, in
communication with the given optical switching plane, a
plurality of demultiplexers, each of the plurality of demul-
tiplexers adapted to receive an optical signal from a source
edge node on one of the plurality of input links, demultiplex
the optical signal into a plurality of wavelength channels and
transmit at least one of the plurality of wavelength channels
to at least one of the plurality of optical switching planes, a
plurality of multiplexers, each of the plurality of multiplex-
ers adapted to receive a plurality of wavelength channels
from at least one of the plurality of optical switching planes,
multiplex the plurality of wavelength channels into an
outgoing optical signal and transmit the outgoing optical
signal on one of the plurality of output links to a sink edge
node. The optical core node further includes a core node
controller adapted to receive a connection request, where the
connection request specifies a specified source edge node, a
specified sink edge node and a requested capacity, form a
subset of optical switching planes, where the subset includes
all optical switching planes, of the plurality of optical
switching planes, that receive at least one wavelength chan-
nel originating at the specified source edge node and trans-
mit at least one wavelength channel to terminate at the
specified sink edge node, select a candidate optical switch-
ing plane in the subset of optical switching planes, where the
candidate optical switching plane has a selected coverage
index among the optical switching planes in the subset,
determine whether an input port, of the candidate optical
switching plane, in communication with the specified source
edge node is available for a particular time slot in a time
division multiplexed frame and determine whether an output
port, of the candidate optical switching plane, in communi-
cation with the specified sink edge node is available for the
particular time slot.
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[0033] Other aspects and features of the present invention
will become apparent to those of ordinary skill in the art
upon review of the following description of specific embodi-
ments of the invention in conjunction with the accompany-
ing figures.

BRIEF DESCRIPTION OF THE DRAWINGS

[0034] In the figures which illustrate example embodi-
ments of this invention:

[0035] FIG. 1 illustrates a prior-art hierarchical network;

[0036] FIG. 2 illustrates a prior-art uniform composite-
star network including an optical core populated by optical
core nodes;

[0037] FIG. 3 illustrates an exemplary one of the optical
core nodes FIG. 2 using a single switching plane;

[0038] FIG. 4 illustrates an exemplary one of the optical
core nodes FIG. 2 using parallel switching planes;

[0039] FIG. 5 illustrates a non-uniform and incomplete
composite-star network according to an embodiment of the
present invention;

[0040] FIG. 6A illustrates, in chart form, the number and
the nature of the intermediate switching points for connec-
tions in the hierarchical network of FIG. 1;

[0041] FIG. 6B illustrates, in chart form, the number and
the nature of the intermediate switching points for connec-
tions in the non-uniform network of FIG. 5;

[0042] FIG. 7 illustrates a non-uniform and incomplete
composite-star network according to another embodiment of
the present invention;

[0043] FIG. 8 illustrates a non-uniform composite-star
network having edge nodes of different reach-indices and
core nodes of different coverage indices according to a
further embodiment of the present invention;

[0044] FIG. 9 provides a simplified illustration of a net-
work of the type of the network of FIG. §;

[0045] FIG. 10 illustrates a non-uniform optical core node
comprising switching planes of different coverage indices,
according to an embodiment of the present invention;

[0046] FIG. 11A illustrates the addition of wavelength
converters at the input side of an optical switching plane,
according to an embodiment of the present invention;

[0047] FIG. 11B illustrates the addition of wavelength
converters at the output side of an optical switching plane,
according to an embodiment of the present invention;

[0048] FIG. 12 illustrates an alternative arrangement for
the non-uniform optical core node of FIG. 10 according to
an embodiment of the present invention;

[0049] FIG. 13 is a plot showing a desirable frequency
distribution of connections between source edge nodes and
sink edge nodes among the multiple switching planes of an
exemplary optical core node;

[0050] FIG. 14 illustrates an exemplary input side con-
nectivity matrix for representing input side vacancy of the
non-uniform optical core node of FIG. 10 according to an
embodiment of the present invention;

Jan. 6, 2005

[0051] FIG. 15 illustrates an exemplary output side con-
nectivity matrix for representing output side vacancy of the
non-uniform optical core node of FIG. 10 according to an
embodiment of the present invention;

[0052] FIG. 16 illustrates an exemplary input side
vacancy data structure for representing input side vacancy of
the non-uniform optical core node of FIG. 12 according to
an embodiment of the present invention;

[0053] FIG. 17 illustrates an exemplary output side
vacancy data structure for representing output side vacancy
of the non-uniform optical core node of FIG. 12 according
to an embodiment of the present invention;

[0054] FIG. 18 illustrates a highest-index-plane data
structure to be used for connection setup in the non-uniform
optical core node of FIG. 10 according to an embodiment of
the present invention;

[0055] FIG. 19 illustrates a highest-index-plane data
structure to be used for connection setup in the non-uniform
optical core node of FIG. 12 according to an embodiment of
the present invention;

[0056] FIG. 20 illustrates an array of input link connec-
tivity in the optical node of FIG. 12 and an indexing table
to the array according to an embodiment of the present
invention;

[0057] FIG. 21 illustrates an array of output link connec-
tivity in the optical node of FIG. 12 and an indexing table
to the array according to an embodiment of the present
invention;

[0058] FIG. 22 illustrates steps in a connection-setup
procedure in the non-uniform optical core node of FIG. 12
according to an embodiment of the present invention;

[0059] FIG. 23 illustrates details of a channel-allocation
step in the connection-setup procedure of FIG. 22;

[0060] FIG. 24 illustrates a set of vacancy data structures
for use with a route selection method adapted from the
method presented in FIG. 22 according to an embodiment of
the present invention;

[0061] FIG. 25 illustrates steps in a connection-setup
procedure in the non-uniform optical core node of FIG. 12
according to an embodiment of the present invention that
uses Time Division Multiplexing and considers packing
connections in time then in space;

[0062] FIG. 26 illustrates details of a time-slot-allocation
step in the connection-setup procedure of FIG. 25;

[0063] FIG. 27 illustrates steps in a connection setup
procedure in the non-uniform optical core node of FIG. 12
according to an embodiment of the present invention that
uses Time Division Multiplexing and considers packing
connections in space then in time;

[0064] FIG. 28 illustrates details of a time-slot-allocation
step in the connection-setup procedure of FIG. 27;

[0065] FIG. 29 is a flow chart detailing the steps of a
method for assigning channels of input links (or output
links) of different sizes to input (or output) ports of a core
node having a plurality of switching planes according to an
embodiment of the present invention;



US 2005/0002603 A9

[0066] FIG. 30 illustrates an input-side connectivity
matrix for an exemplary parallel-plane core node according
to an embodiment of the present invention;

[0067] FIG. 31 illustrates an alternative input-side con-
nectivity matrix for an exemplary parallel-plane core node
according to an embodiment of the present invention;

[0068] FIG. 32 illustrates a prior-art two-dimensional,
uniform, composite-star network;

[0069] FIG. 33 illustrates a two-dimensional non-uni-
form, composite-star network according to an embodiment
of the present invention;

[0070] FIG. 34 illustrates connectivity of two edge nodes
in the network of FIG. 9;

[0071] FIG. 35 illustrates alternate trails through the net-
work of FIG. 33;

[0072] FIG. 36 illustrates possible tracks in the alternate
trails of FIG. 35 indicating the multiplicity of routes avail-
able for each trail segment;

[0073] FIG. 37 illustrates a trail through a two-dimen-
sional, non-uniform, composite-star network according to an
embodiment of the present invention;

[0074] FIG. 38 illustrates the computation of track merit
indices for alternate tracks of the trail of FIG. 37 according
to an embodiment of the present invention;

[0075] FIG. 39 tabulates the tracks in the trail illustrated
in FIG. 37; and

[0076] FIG. 40 is a track set within a single trail indicating
the merit index and vacancy of selected routes according to
an embodiment of the present invention.

DETAILED DESCRIPTION

[0077] A network has outer ports and inner ports. The
outer ports comprise input ports and output ports. Similarly,
the inner ports comprise input ports and output ports. The
outer ports are connected to traffic sources and traffic sinks,
and inner ports are connected to each other. The ports are
typically grouped into sets, each of which comprising an
edge node or a core node. An edge node includes outer ports
and inner ports while a core node includes only inner ports.
Within an edge node, outer input ports may communicate
directly with outer output ports. Outer ports of different edge
nodes communicate with each other through inner ports. The
term “outer capacity” relates to the total capacity of the outer
ports of a network and the term “inner capacity” relates to
the total capacity of the inner ports of a network. The outer
capacity is the capacity available to network users. In an
ideal network, the ratio of inner capacity to outer capacity is
close to one. A high ratio is generally indicative of an
inefficient network.

[0078] An edge node connected to traffic sources is called
a source edge node, or, for brevity, a source node. An edge
node connected to traffic sinks is called a sink edge node, or,
for brevity, a sink node. A link from a source edge node to
a core node is called an uplink and a link from a core node
to a sink edge node is called a downlink. A channel in an
uplink is called an upstream channel and a channel in a
downlink is called a downstream channel.
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[0079] The network may have a large number, possibly
several thousands, of edge nodes, with each edge node
comprising a source node, that receives traffic from data
sources, and a sink node, that delivers traffic to data sinks.
The source node and the sink node of an edge node share
memory and control. Where a distinction between the
source-node part and the sink-node part of an edge node is
not necessary, either may be referenced simply as an edge
node.

[0080] FIG. 1 illustrates a prior-art hierarchical network
100. In the hierarchical network 100, an optical core 160,
comprising several optical core nodes (not shown), is used
to interconnect high capacity electronic edge nodes 140.
Each high capacity (HC) electronic edge node 140 is shown
to serve a group of subtending low capacity (LC) electronic
edge nodes 120. High-capacity electronic edge nodes also
support directly connected traffic sources and traffic sinks.
Data exchanged between two low capacity electronic edge
nodes 120 in a group of LC edge nodes 120 served by the
same high capacity electronic edge node 140 is switched
through the high capacity electronic edge node 140 serving
that group. Data exchanged between two low capacity
electronic edge nodes 120 belonging to different groups (i.e.,
connecting to different high capacity electronic edge nodes
140) is switched at a first high capacity electronic edge node
140 to an optical core node (not shown) in the optical core
160 and is switched at the optical core to a second high
capacity electronic edge node 140 for sending to the desti-
nation low capacity electronic edge node 120. The number
of links connecting a node to other nodes is likely to increase
with increased node capacity.

[0081] The arrangement of the hierarchical network 100
allows the aggregation of traffic from low capacity elec-
tronic edge nodes into high capacity electronic edge nodes.
A network such as the hierarchical network 100 is typically
engineered according to spatial traffic distribution, which
may be predicted or estimated from measurements. Specifi-
cally, the links between the optical core nodes (not shown)
and the high capacity electronic edge nodes 140 are typically
sized to meet the demands of the traffic transiting through
the optical core 160. If the traffic for a group of low capacity
electronic edge nodes 120 remains local to the group, a link
from the corresponding high capacity electronic edge node
140 to the optical core 160 may have a relatively small
capacity, with corresponding cost savings. Hierarchical
structures may result in unnecessary increase of the number
of hops per connections.

[0082] FIG. 2 illustrates a prior-art uniform composite-
star network 200 where electronic edge nodes 220 of equal
capacity are connected by an optical core 260 comprising
several optical core nodes 250 of equal degree. The degree
of a given optical core node 250, having an equal number of
input and output ports, is the number of dual ports at the
given optical core node 250, which determines the maxi-
mum number of electronic edge nodes 220 that can be
directly connected to the given optical core node 250. A dual
port comprises an input port and an output port. Though not
all connections are shown, each of the electronic edge nodes
220 in FIG. 2 is connected to all of the optical core nodes
250. Consequently, each of the optical core nodes 250 is
connected to all of the electronic edge nodes 220 in FIG. 2.
The optical core nodes 250 are not connected to each other,
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this lack of connection between the optical core nodes 250
facilitates agility and capacity time-sharing.

[0083] Data exchanged between two electronic edge
nodes 220 in FIG. 2 traverses one optical core node 250, in
what may be called a single hop. In the uniform network 200
of FIG. 2, the capacities of the links connecting electronic
edge nodes 220 to a given optical core node 250 are equal.
The capacity of an electronic edge node 220 is defined as the
sum of the capacities of its links. Since each electronic edge
node 220 has the same number of links to the same optical
core nodes 250, and since all links to a particular optical core
node 250 are of equal capacity, it follows that all of the
electronic edge nodes 220 have the same capacity. The
arrangement of the uniform network 200 of FIG. 2 forms a
complete network, that is, a network where an electronic
edge node 220 can send all its traffic to another electronic
edge node 220, of the same or higher capacity. In contrast to
the hierarchical network 100, prior knowledge of traffic
distribution is not required to engineer the uniform network
200 of FIG. 2.

[0084] Inanincomplete network, the use of a tandem edge
node may be required when data from a first edge node is
destined for a second edge node that is not connected to any
of the optical core nodes to which the first edge node is
connected or when the first and second edge nodes connect
to the same optical core nodes but the available-paths’
capacity through the optical core nodes is insufficient to
handle the traffic load from the first edge node to the second
edge node. Instead of a single hop to the second edge node,
data is sent from the first edge node to a tandem edge node
that is connected to both an optical core node to which the
first edge node is connected and an optical core node to
which the second edge node is connected. Once having
reached the tandem edge node, the data may then be sent on
a single hop to the second edge node.

[0085] FIG. 3 illustrates an exemplary optical core node
250A of the optical core nodes 250 of FIG. 2. The exem-
plary optical core node 250A has a single switching plane
330 that connects an input side 320 of the exemplary optical
core node 250A to an output side 322 of the exemplary
optical core node 250A. The input side 320 connects to input
links, each input link carrying optical signals on multiple
wavelength channels. The numbers of wavelength channels
in the input links need not be equal. The optical signal of the
multi-channel input link is separated by demultiplexer (DE-
MUX) 324 into its constituent wavelength channels and
each wavelength channel is sent to an input port of the
switching plane 330. The switching plane 330 may switch
wavelength channels or bands wavelength channels. At the
output side 322, multiplexers (MUX) 326 receive the wave-
length channels output from output ports of the switching
plane 330 and combine the received wavelength channels, or
wavelength channel bands, onto output links destined for the
electronic edge nodes 220. The output links need not be of
equal capacity, each having an arbitrary number of wave-
length channels. Naturally; the combined number of wave-
length channels in the input links cannot exceed the number,
P1, of input ports, and the combined number of wavelength
channels in the output links cannot exceed the number, P2,
of output ports of the switching plane 330. The advantage of
the configuration of FIG. 3 is the ability to accommodate
input links and output links of arbitrary capacities. Wave-
length converters, placed at the input ports or the output
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ports of switch 330 enable any channel in an input link to be
multiplexed with other wavelength channels in any output
link. The main disadvantage of the configuration of FIG. 3
is the limited scalability, with the capacity of the entire
optical node 250A determined by the capacity of the single
switching plane 330. This limitation can be overcome using
the conventional configuration of FIG. 4

[0086] FIG. 4 illustrates an exemplary optical core node
250B of the optical core nodes 250 of FIG. 2. The exem-
plary optical core node 250B has a set of parallel switching
planes 430 that connect an input side 420 to an output side
422 of the exemplary optical core node 250B. The input side
420 connects to input links of equal capacity, each input link
carrying optical signals on multiple wavelength channels.
Specifically, each optical signal on a multi-channel input
link is received by a demultiplexer (DE-MUX) 424, which
divides the optical signal into its constituent wavelength
channels and sends each wavelength channel to a corre-
sponding one of the switching planes 430. The switching
planes 430 are of equal degree, where the degree of a given
switching plane 430 is the number of ports of the given
switching plane 430, hence the maximum number of elec-
tronic edge nodes 220 that may be connected to the given
switching plane 430. In the exemplary optical core node
2508, each of the switching planes 430 is an optical device
for switching wavelength channels of fixed capacity. A
switching plane 430 is a space switch switching wavelength
channels or bands of wavelength channels. At the output side
422, multiplexers (MUX) 426 receive the wavelength chan-
nels output from the switching planes 430 and combine the
received wavelength channels, or wavelength channel
bands, onto optical signals sent on output links of equal
capacity destined for the electronic edge nodes 220.

[0087] The text-book structure of a parallel-plane core
node of FIG. 4 can be implemented in at least two forms.

[0088] In a first form, each optical space switch 430
switches input optical signals of a respective wavelength
band. Recall that a modulated wavelength spreads into a
wavelength band which constitutes a wavelength channel.
For brevity, a wavelength band defining a channel (a wave-
length channel) may often be referenced as a channel or a
wavelength. The advantage of restricting each switching
plane to a wavelength band is that the combining of switched
wavelength channels at an output multiplexer requires no
wavelength conversion, because the wavelength bands
assigned to the different switching planes 430 are non-
overlapping, and generally well spaced.

[0089] In a second form, optical space switching is real-
ized using couplers. U.S. Pat. No. 5,889,600, issued Mar. 30,
1999 to McGuire discloses an alternative form of an optical
cross-connector configured for use at a node in a WDM
hierarchical telecommunication system that includes an
optical layer overlying various electronic layers. The optical
cross-connector comprises (1) a plurality of input means, to
which input optical fibers are connected, each for receiving
a respective group of input signals and deriving, in response
to each input signal of the group, an individual optical signal
of a respective given wavelength, (2) a plurality of output
means, to which output optical fibers are connected, each
including a plurality of receptors selectively responsive to
respective ones of the wavelengths of said optical signals to
provide an output signal for the output means, and (3) a
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plurality of coupling means each for coupling a respective
one of said optical signals, each of a different wavelength,
from each of the input means, to a respective receptor of
each of the output means. The plurality of coupling means
may comprise a plurality of star couplers, or a plurality of
optical bus lines to which the input and output means may
be selectively added and removed as modules. Tunable
filters are deployed at output to enable selecting input
signals and wavelength converters are included at output to
enable sharing a WDM output link. With a suitable selection
of the pass frequencies of a filter, selection of individual
signals can be achieved for each output fiber so that a
selective cross-connection can be achieved between the
input fibers and output fibers.

[0090] Before describing the embodiments of the present
invention, definitions of nodal and network connectivity
parameters are provided.

[0091] The degree of an optical switching plane is deter-
mined by its number of ports. An optical switching plane
having P input ports and P output ports has a degree, D,
equal to P. An asymmetrical switching plane having P1 input
ports and P2 output ports, where P2 is not equal to P1, can
be defined as the lesser of P1 and P2. Alternatively, the
degree of an asymmetrical switching plane can be defined as
the arithmetic mean of P1 and P2, i.e., D=(P1+P2)/2, or the
geometric mean of P1 and P2, ie., D=vV(P1xP2). Accord-
ingly, the degree can be a non-integer number.

[0092] The maximum number of simultaneous connec-
tions from the input ports to the output ports is the lesser of
P1 and P2 in unicast communications, or P2 in multi-cast
communications. Thus, in a TDM switching plane, the
maximum number of unicast switched data units is S times
the lesser of P1 and P2, where S is the number of time slots
per TDM frame.

[0093] The coverage of an optical switching plane is
determined according to the number of links that can be
accommodated. A coverage index of a given optical switch-
ing plane is defined herein as the number of links supported
by the given optical switching plane. In an asymmetrical
switching plane, the coverage index of the input side can
differ from that of the output side. A “full-coverage” switch-
ing plane is realized when each input port connects to a
single channel of an input link and each output port connects
to a single channel of an output link. Minimum coverage
results when all the channels of an input link connect to the
same switching plane and all the channels of an output link
connect to the same switching plane.

[0094] A switching plane having P input ports and P output
ports and connecting to input links and output links each
having W wavelength channels can accommodate |P/W |
input links and an equal number of output links where [r]|
denotes the integer part of a real number r. The coverage
index, G, is then G=|P/W]. An optical switching plane
having P1 input ports and P2 output ports can connect to a
maximum of P1 input links and a maximum of P2 output
links, each connection being limited to a single channel.
With J and K denoting the number of input links and the
number of output links, respectively, full coverage is real-
ized when J=P1 and K=P2, and the coverage index G may
then be defined as the lesser of J and K. Alternatively, the
coverage index can be defined as the arithmetic mean of J
and K, or the geometric mean of J and K.
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[0095] In a parallel-plane optical core node supporting J
multi-channel input links connecting to an input-side and K
multi-channel output links connecting to an output side,
where the multi-channel links may contain different num-
bers of channels, some of the switching planes may not
connect to all upstream channels (channels on the input
links) and all downstream channels (channels on the output
links). Such switching planes are called partial-coverage
switching planes. It is desirable, in a parallel-plane switch-
ing node, to select the input-side connectivity and output-
side connectivity so that the number of switching planes
providing full coverage is maximized. Full coverage allows
any input link to communicate with any output link. A
procedure for assigning the channels of input links to the
input ports of a parallel-plane optical core node, according
to an embodiment of the present invention, is described
below with reference to FIGS. 29, 30, and 31. The proce-
dure is equally valid for the assignment of channels of output
links to output ports.

[0096] The definition of degree and coverage index apply
to a single switching plane. For an optical core node having
several switching planes, a suitable connectivity parameter
is a reach index.

[0097] The reach index of a core node in a composite-star
network is defined herein as the number of edge nodes that
can exchange signals through the core node. The reach index
of a parallel-plane optical core node equals the coverage
index of the highest-coverage switching plane included
within the optical core node.

[0098] The reach index of an edge node in a composite-
star network is defined herein as the number of core nodes
that can be reached directly by the edge node.

[0099] In overview, to accommodate varying traffic
demands while attempting to minimize cost, it is desirable to
allow for edge nodes of different capacities (such as those in
FIG. 1) to connect to an optical core in a composite-star
network configuration (such as the network configuration of
FIG. 2). In a first approach proposed herein, this accom-
modation may be achieved by connecting some edge nodes
of a first capacity to only a subset of the optical core nodes
in an optical core, thereby reducing the number of links
required per edge node. In a second approach, non-uniform
edge node capacity is accommodated by allowing non-
uniform capacity of the links between edge nodes and
optical core nodes, the capacity of a link being determined
by the number of wavelength channels carried. In a third
approach, the first and second approaches are combined. All
of these approaches are made possible through the provision
of an optical core node that includes optical switching planes
of differing coverage indices and the provision of an optical
core including such optical core nodes, wherein the optical
core nodes have differing reach indices.

[0100] FIG. 5 illustrates a non-uniform (and incomplete)
network 500 that implements the first approach discussed
hereinbefore, wherein edge nodes of two distinctly different
capacities are interconnected by optical core nodes of equal
reach index. An optical core 560 comprises two optical core
nodes 550 of equal reach indices (reach index is five). Each
of a set of low capacity (LC) electronic edge nodes 520 is
connected to one (i.e., a subset) of the two optical core nodes
550. Each of a set of high capacity (HC) electronic edge
nodes 540 is connected to both (i.e., all) optical core nodes
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550. The high capacity electronic edge nodes 540 can
exchange data with each other and with the low capacity
electronic edge nodes 520 directly through any of the optical
core nodes 550. The low capacity electronic edge nodes 520
that are connected to the same optical core node 550 can
exchange data directly through that optical core node 550.
The low capacity electronic edge nodes 520 that are not
connected to the same optical core node 550 can exchange
data by using one of the high capacity electronic edge nodes
540 as a tandem node. Preferably, traffic-distribution esti-
mates are used to design such a network to realize network
economy. Even a coarse traffic-distribution estimate can be
useful.

[0101] In a well designed version of the non-uniform
network 500, wherein tandem traffic is kept to a minimal
level, a particular optical core node 550 interconnects those
low capacity electronic edge nodes 520 that are part of a
community of interest, that is, those low capacity electronic
edge nodes 520 with a relatively large quantity of mutual
traffic. The low capacity electronic edge nodes 520 that are
not interconnected directly with an optical core node 550
may be expected to have only a relatively small amount of
mutual traffic.

[0102] The switching stages for a connection in the opti-
cal-core hierarchical network 100 illustrated in FIG. 1 and
in the non-uniform optical-core composite-star network 500
illustrated in FIG. § are depicted in the two charts 610 and
630 of FIG. 6A and FIG. 6B, respectively. The edge nodes
are categorized in two types: a low-capacity (LC) type and
a high-capacity (HC) type. Each chart is divided into four
quadrants corresponding to connections from an LC edge
node to another L.C edge node, an LC edge node to a HC
edge node, a HC edge node to an L.C edge node, and a HC
edge node to another HC edge node. A quadrant may also be
divided into an outer cell and an inner cell, where an outer
cell relates to two nodes subtending to the same node, and
an inner cell relates to two nodes subtending to different
nodes.

[0103] Only intermediate switching stages are indicated in
FIG. 6A and FIG. 6B. The switching functions at the source
and sink edge nodes are similar in the two networks of FIG.
1 and FIG. 5.

[0104] The symbols in FIGS. 6A and 6B are interpreted
as follows: a hyphen (-) indicates a direct connection with no
intermediate switching stage, the symbol ‘O’ indicates an
intermediate optical-switching stage, the symbol ‘E’ indi-
cates an electronic intermediate-switching stage.

[0105] The notation ‘O-E’ indicates an intermediate opti-
cal switching stage followed by an intermediate electronic
switching stage. The notation ‘E-O’ indicates an intermedi-
ate electronic switching stage followed by an intermediate
optical switching stage. The notation ‘E-O-E’ indicates an
electronic, optical, then electronic intermediate switching
stages. The notation ‘O-E-O’ indicates an optical, electronic,
then optical intermediate switching stages. It is noted that an
intermediate electronic switching stage requires two addi-
tional steps of optical-to-electrical conversion and electrical-
to-optical conversion in addition to the switching stage ‘E’.

[0106] The switching stages in the hierarchical network of
FIG. 1 are described below.

[0107] (1) A connection from an LC edge node 120 to
another LC edge node 120, both subtending to the same
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HC edge node 140, requires one electronic-switching
stage as indicates in cell 612.

[0108] (2) A connection from an LC edge node 120 to
a HC edge node 140 to which the LC edge node 120
subtends is a direct connection as indicated in cell 614.

[0109] (3) A connection from a source HC edge node
140 to a sink HC edge node requires only optical
switching within the optical core 160, as indicated in
quadrant 616.

[0110] (4) A connection from a HC edge node 140 to a
subtending L.C edge node 120 is a direct connection as
indicated in cell 618.

[0111] (5) A connection from a source LC edge node
120 to a sink LC edge node 120 where the two edge
node subtend to different HC edge nodes requires
E-O-E intermediate switching, as indicated in quadrant
622, where an electronic-switching stage takes place at
the HC edge node 140 to which the source edge node
connects, an optical switching stage takes place within
the optical core 160 (and may require more than one
optical switching step), and an electronic switching
stage takes place at the HC edge node 140 that connects
to the sink L.C edge node 120.

[0112] (6) A connection from a source LC edge node
120 to a sink HC edge node 140 where the source and
sink edge nodes are not directly connected requires an
electronic switching stage at a HC edge node to which
the source LC edge node connects and an optical
switching stage within the optical core 160, as indi-
cated by the notation ‘E-O’ in cell 624.

[0113] (7) A connection from a source HC edge node
140 to a sink LC edge node 120 where the HC and L.C
edge nodes are not directly connected requires optical
switching within the optical core 160 followed by an
electronic switching stage at a HC edge node to which
the sink LC edge node connects, as indicated by the
notation ‘O-E’ in cell 628.

[0114] The switching stages in the non-uniform compos-
ite-star network of FIG. 5 are described below.

[0115] (1) A connection from a source LC edge node
520 to a sink edge node 520/540 (L.C or HC), where
both the source and sink edge nodes connect to the
same optical core node 550, requires one optical-
switching stage through the optical core node 550 as
indicates in cell 632 and quadrant 634.

[0116] (2) A connection from a source HC edge node
540 to a sink edge node 520/540 (L.C or HC), where
both the source and sink edge nodes connect to the
same optical core node 550, requires a single optical-
switching stage through the optical core node 550 as
indicates in quadrants 636, and 638.

[0117] (3) A connection from a source LC edge node
520 to a sink L.C edge node 520, where the source
and sink edge nodes do not connect to a common
optical core node, requires O-E-O intermediate
switching, as indicated in quadrant 642, where an
optical-switching stage takes place in a first core
node 550 to which the source edge node connects, an
optical switching stage takes place in a second core
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node to which the sink edge node connects, and an
electronic-switching stage takes place at a HC edge
node 540 that connects to both the first and second
optical core nodes.

[0118] Thus, the non-uniform optical-core composite-star
network illustrated in FIG. § requires less switching
resources, and less optical-to-electrical and electrical to
optical conversions, than the optical-core hierarchical net-
work illustrated in FIG. 1.

[0119] FIG. 7 illustrates a non-uniform network 700 that
implements the second approach, wherein non-uniform edge
node capacity is accommodated by allowing non-uniform
link capacity, i.e., number of wavelength channels in the
links between edge nodes and optical core nodes. In the
non-uniform network 700 of FIG. 7, high capacity (HC)
electronic edge nodes 740 are connected to an optical core
760, comprising several optical core nodes 750 of unequal
reach index, by high capacity links (solid lines), each
carrying 32 wavelength channels for example. Additionally,
low capacity electronic edge nodes 720 are connected to the
optical core nodes 750 of the optical core 760 by low
capacity links (dashed lines), each carrying eight wave-
length channels for example. The optical core nodes 750 are
adapted to be able to accommodate, the links of non-uniform
capacity, as will be described with reference to FIGS. 10
and 12.

[0120] As described earlier, the capacity of an optical core
node is the total data rate that can be switched from the input
ports to the output ports of the optical core node. The
capacity of a link is the sum of the capacities of its
constituent channels. For example, a link comprising 32
channels, with each channel modulated at 10 Gb/s, has a link
capacity of 320 Gb/s.

[0121] Each edge node has input ports, hereinafter called
source ports (outer input ports), that receive data traffic from
traffic sources, output ports, hereinafter called sink ports
(outer output ports), that deliver data traffic to traffic sinks,
input ports, hereinafter called receiving ports (inner input
ports), that receive signals from optical core nodes, and
output ports, hereinafter called sending ports (inner output
ports), that send signals to optical core nodes. A number of
sending ports can multiplex their signals onto a WDM
uplink that comprises signals of several wavelength chan-
nels. A WDM downlink may have several wavelength
channels which are demultiplexed and, and after optical-to-
electrical conversion, connected to receiving ports of an
edge node. A symmetrical edge node has a number of
receiving ports that equals the number of sending ports, and
each of its uplinks has a counterpart downlink of equal
capacity, with all input ports and output ports operating at
the same bit rate. An uplink and its downlink counterpart in
a symmetrical edge node is called a dual link.

[0122] FIG. 8 illustrates a non-uniform, composite-star
network 800 wherein electronic edge nodes of diverse
capacities are connected by an optical core 860 comprising
several optical core nodes of different reach indices, and
generally having diverse capacities. In particular, the optical
core 860 includes high reach index (HRI) optical core nodes
850V, 850X (referred to herein collectively or individually
as 850) and low reach index (LRI) optical core nodes 855U,
855W, 855Y, 855Z (referred to herein collectively or indi-
vidually as 855). The electronic edge nodes of diverse
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capacities include high capacity (HC) electronic edge nodes
840E, 840F (referenced herein collectively or individually
as 840) and low capacity (LC) electronic edge nodes 8204,
820B, 820C, 820D (referenced herein collectively or indi-
vidually as 820). Each of the low reach index optical core
nodes 855 connects to a small number of high capacity
electronic edge nodes 840. A high reach index optical core
node 850 connects to a large number of electronic edge
nodes 820, 840.

[0123] As in the non-uniform network 500 of FIG. 5,
some electronic edge nodes 820 connect to a subset of the
optical core nodes 850V, 850X in the optical core 860, while
other electronic edge nodes 840 connect to all of the optical
core nodes 850, 855 in the optical core 860. Additionally, as
in the non-uniform network 500 of FIG. 5, those ¢lectronic
edge nodes 820, 840 that are connected to the same optical
core node 850, 855 can exchange data directly, while elec-
tronic edge nodes 820, 840 that are not connected to the
same optical core node 850, 855 must exchange data through
a tandem electronic edge node 840, twice traversing the
optical core 860.

[0124] In the networks of FIGS. 2, 5, 7 and 8, a link from
a source edge node to a core node is called an uplink and a
link from a core node to a sink edge node is called a
downlink. A channel in an uplink is called an upstream
channel and a channel in a downlink is called a downstream
channel as described earlier.

[0125] FIG. 9 illustrates a non-uniform network 900 of
the same type as the network 800 of FIG. 8, presented in a
simplified form. FIG. 9 illustrates an array of edge nodes
920-1, 920-2, 920-3, 920-4, 920-5, 920-6, 920-7, 920-8,
920-9, 920-10, 920-11, 920-12, 920-13, 920-14, 920-15,
920-16, 920-17, 920-18, 920-19, 920-20 (referred to collec-
tively or individually as 920) of different capacities and
reach indices, and an array of optical core nodes 950-1,
950-2, 950-3, 950-4, 950-5 (referred to collectively or
individually as 950) forming an optical core 960. The edge
nodes 920 are arranged according to reach, with those of
high reach appearing on the left side. When several edge
nodes 920 are of the same reach index, they are arranged
consecutively. The arrangement of FIG. 9 is a logical
representation of the non-uniform composite star network
900 which clearly illustrates the connectivity of the edge
nodes 920 to the optical core nodes 950. It is understood that
each line connecting an edge node to a core node represents
two links, an uplink and a downlink, which can be of
different capacities. With each link carrying multiple wave-
length channels, and with each channel having the same
capacity, 10 Gb/s for example, it follows that a high capacity
link carries a larger number of wavelength channels. The
connectivity of network 800 of FIG. 8 ensures that at least
one core node has a full-reach, i.e., its reach index equals the
number of edge nodes.

[0126] This connectivity pattern, when complemented
with a method of selecting an optical core node, and
switching planes within a selected optical core node, for a
particular connection, increases the throughput of a non-
uniform optical-core network. When the optical core nodes
950 are operated in a TDM mode, the use of temporal-
packing procedures, described below with reference to
FIGS. 25 to 28, in assigning time slots for a connection
further enhances the throughput and performance of the
non-uniform network 900.
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[0127] In the network of FIG. 9, preferably at least one
core node is configured as a full-reach core node which
receives at least one input channel from each edge node and
originates at least one channel to each edge node as
described above. The geographical location of a full-reach
optical core node terminating J input links and originating K
output links is preferably selected to minimize the aggregate
product of link capacity and propagation delay, the aggre-
gate product being defined by the objective function:

J-1 K-1
F= [ZO L;D; +; AkAk]
= -

[0128] where L; is the number of channels in input
link j, D; is the propagation delay along input link j,
0=j=J, A, is the number of channels in output link
k, A, is the propagation delay along output link j,
0=k<K.

[0129] Numerical methods for minimizing the above
objective function are known in the field of system optimi-
zation.

[0130] Routing

[0131] To transfer data from a source edge node (i.e., an
edge node connected to a source of data traffic) to a sink
edge node (i.e., an edge node connected to a sink of data
traffic) in a network such as the non-uniform, composite-star
network 800 of FIG. 8, it is desirable that the source node
select the optical core node 850, 855 with the least reach
index to which it connects. As will be appreciated by a
person skilled in the art, a typical edge node includes both
a source node and an associated sink node. Additionally, it
will be understood that a single-line representation of a link
connecting an electronic edge node to an optical core node
in FIGS. 2, 5, 7, 8 and 9 may be representative of both an
uplink and a downlink, which may carry multiple wave-
length channels each. Through the selection, by the source
edge nodes, of the least reach index optical core node 850,
855, ports on high reach index optical core nodes 850 tend
to remain free for the use of those electronic edge nodes that
are not connected to low reach index optical core nodes 855,
and therefore have fewer candidate paths to other electronic
edge nodes.

[0132] Each route from a source edge node to a sink edge
node may be classified according to a composite metric that
is based on two factors. The first factor is the reach index of
the optical core node 850, 855 that is used to connect the
source edge node to the sink edge node. The second factor
is the propagation delay of the uplink from the source edge
node to the optical core node 850, 855 added to the propa-
gation delay of the downlink from the optical core node 850,
855 to the sink edge node to give a propagation delay for the
route. Alternatively, the composite metric may be based on
different combinations of factors, for instance, available
capacity and propagation delay.

[0133] As mentioned hereinbefore, the second approach to
allow non-uniform capacity of edge nodes implies using
non-uniform capacity of the links, i.e., unequal numbers of
wavelength channels, between a given optical core node and
the edge nodes connected to the given optical core node.
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FIG. 10 represents a non-uniform optical core node 1000
having an exemplary set of switching planes 1030N, 1030P,
1030Q, 1030R, 1030S, 1030T (referred to collectively or
individually as 1030) of different coverage indices con-
nected to edge nodes of different capacities over multi-
channel links of different capacities. Notably, switching
plane 1030P is asymmetrical, having two input ports and
four output ports.

[0134] The capacity of a WDM link, whether it is an
uplink or a downlink is determined according to the bit rate
of the WDM wavelength channels carried. With each wave-
length channel modulated at the same rate, 10 Gb/s for
example, the capacity of a WDM link is simply determined
by the number of wavelength channels carried.

[0135] In FIG. 10, the non-uniform optical core node
1000 receives optical signals on high capacity input links
1042A, 10428 at corresponding high capacity demultiplex-
ers 1041A, 1041B and low capacity input links 1022G,
1022H at corresponding low capacity demultiplexers
1021G, 1021H. The non-uniform optical core node 1000
also receives optical signals on medium capacity input links
1032C, 1032D, 1032E, 1032F, at corresponding medium
capacity demultiplexers (not shown). The demultiplexers
1041A, 1041B, . . . , 1021G, 1021H demultiplex optical
signals received on corresponding input links 1042A,
10428, . . ., 1022G, 1022H into constituent wavelength
channels, which are subsequently transmitted to the switch-
ing planes 1030.

[0136] The exemplary set of switching planes 1030 of
different coverage includes one 2x2 switching plane 1030N,
one 2x4 switching plane 1030P, two 4x4 switching planes
1030Q, 1030R and two 8x8 switching planes 1030S, 1030T.
The switching planes 1030 are under control of a core node
controller 1070. Relatively small sizes of the switching
planes 1030 are used in the example of FIG. 10 for clarity.
In a typical network, the size of an optical switching plane
1030 would be of the order of 128x128.

[0137] Aswill be apparent to a person skilled in the art, the
switching planes 1030 represented in FIG. 10 need not be
symmetrical, i.e., have equal numbers of input and output
ports. In any switching plane, the number of input ports may
not equal the number of output ports. This asymmetry is
particularly needed for handling multicast where data from
a single input port may be sent to various destination edge
nodes through two or more output ports of the optical
switching plane. It is contemplated, for example, that there
could be switching planes having five input ports and eight
output ports or 12 input ports and 14 output ports.

[0138] The non-uniform optical core node 1000 transmits
optical signals on high capacity output links 1044A, 1044B
from corresponding high capacity multiplexers 1043A,
1043B and on low capacity output links 1024G, 1024H from
corresponding low capacity multiplexers 1023G, 1023H.
The non-uniform optical core node 1000 also transmits
optical signals on medium capacity output links 1034C,
1034D, 1034E, 1034F from corresponding medium capacity
multiplexers (not shown). The multiplexers 1043A,
10438, . . ., 1023G, 1023H multiplex wavelength channels
received from the switching planes 1030 into optical signal
transmitted on corresponding output links 1044A,
10448, . . ., 1024G, 1024H.

[0139] The input side of the non-uniform optical core node
1000 connects to the parallel switching planes 1030 through
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internal input links 1056, each carrying a single wavelength
channel, and the parallel optical switching planes connect to
the output side of the non-uniform optical core node 1000
through internal output links 1076, each carrying a single
wavelength channel. According to an aspect of the present
invention, at least one of the optical switching planes 1030
provides full-coverage, in that at least one wavelength
channel from any input link may be switched to any output
link.

[0140] Network Coverage

[0141] In an optical core node comprising a single switch-
ing plane, the wavelength channels of each input link are
connected to input ports and the wavelength channels of
each output link are connected to output ports of the same
switching plane. In an optical core node comprising multiple
switching planes, the upstream/downstream wavelength
channels of each uplink/downlink are connected to input/
output ports in different optical switching planes. With each
fiber link having W channels, excluding a signaling channel,
and with IT denoting the maximum number of input ports or
output ports of a symmetrical switching plane, the maximum
number, L, of links per core node is L=|II/W] in the
single-switching-plane core node, where [r| denotes the
integer part of a real number r. In a core node using W
parallel switching planes (i.c., as many parallel switching
planes as there are channels in a link), a maximum of IT links
(L=II) can be supported. Thus, with TI=128, and W=32, a
single-switching-plane core node supports only four dual
links (a dual link refers to an input link and a output link),
while the multiple-switching-plane core node supports 128
dual links. It is noted that an input link to a core node is an
uplink from an edge node to the core node and an output link
from a core node is a downlink from the core node to an edge
node.

[0142] The low capacity input link 1022H, originating
from a low capacity source edge node, and the correspond-
ing low capacity output link 1024H, destined to a low
capacity sink edge node, connect only to the full coverage
switching planes 1030S, 1030T. The high capacity input link
1042A, originating from a high capacity source edge node,
and the corresponding high capacity output link 1044A,
connect to the full coverage switching planes 1030S, 1030T
and the partial coverage switching planes 1030N, 1030P,
1030Q, 1030R, i.e., all switching planes 1030. In FIG. 10,
a single channel connects a source edge node to a switching
plane 1030 and a single channel connects switching plane
1030 to a sink edge node. FIG. 10 is a logical representation
and, therefore, omits aspects of the non-uniform optical core
node 1000 that are understood to be present.

[0143] To establish a route through a core node in a
composite star network, such as the network 200 of FIG. 2,
an edge node sends a connection request to the core node.
Such a connection request would identify a source edge
node, a sink edge node and a required capacity for the
connection between the edge nodes. The core node, in
response to such a connection request, selects a route
through a particular switching plane, or through a plurality
of switching planes, to satisfy the request and sends an
acceptance indication back to the source edge node accept-
ing the connection request. Where the core node does not
have the available capacity to satisfy the connection request,
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the core node sends a refusal indication to the source edge
node and any resources reserved during the connection setup
attempt are released.

[0144] In a non-uniform network with optical core nodes
having switching planes of different coverage indices, an
exemplary one of which (the non-uniform optical core node
1000) is illustrated in FIG. 10, it is desirable that the route
selected to satisfy a connection request use the switching
plane(s) 1030 of smallest coverage index that can provide
paths for the connection.

[0145] In general, the number of channels in an uplink
from a given edge node to a core node may differ from the
number of channels in a downlink from the core node to the
same edge node. This may occur due to traffic asymmetry. In
an example of such traffic asymmetry, an edge node may
receive substantially more that than it transmits, or vice
versa.

[0146] The core node controller 1070 includes a processor
(not illustrated) with a connection to a memory, which may
be used to store data structures described herein. The pro-
cessor also has interfaces to the switching planes (not
illustrated) used for bi-directional communication with the
switching planes 1030 (FIG. 10). Controller 1070
exchanges control data with the edge nodes through either
dedicated control channels (not illustrated) when channel-
switching is used or through time slots in a TDM frame
when TDM switching is used. Details of control data
exchange between a core node comprising parallel switching
planes and electronic edge nodes are described in Appli-
cant’s copending U.S. patent application Ser. No. 10/054,
509, filed on Nov. 13, 2001 and titled “Time-Coordination in
a Burst-Switching Network”. If each of switching planes
1030 receives one channel of the same wavelength (wave-
length band) from each input link, then the non-uniform
optical core node 1000 does not require wavelength con-
version at any of the input or output ports of any switching
plane. It may be desirable, however, to allow an input link
to connect to a given switching plane through two or more
wavelength channels, and/or to allow an output link to
connect to the given switching plane through two or more
wavelength channels. Since each input link carries channels
of different wavelengths (wavelength bands), then connect-
ing two or more channels to a switching plane results in two
or more input ports receiving optical signals of different
wavelengths. Each output link carries optical signals of
different wavelengths. If an output link connects to any
given switching plane by two or more channels, or if said
output link has only one channel to the given switching
plane but any two input ports of the given switching plane
connect to channels of different wavelengths (wavelength
bands), then wavelength conversion is required to enable
any input port to communicate with any output link carrying
non-overlapping wavelength channels.

[0147] FIG. 11A illustrates the use of wavelength conver-
sion in conjunction with a switching plane 1130 having eight
input ports (not shown) and eight output ports (not shown).
The eight input ports receive eight wavelength channels on
eight internal input links 1156-1, 1156-2, 1156-3, 1156-4,
1156-5, 1156-6, 1156-7, 1156-8 from six input links 1121-1,
1121-2, 1121-3, 1121-4, 1121-5, 1121-6. The eight output
ports transmit eight wavelength channels on eight internal
output links 1176-1, 1176-2, 1176-3, 1176-4, 1176-5, 1176-
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6, 1176-7, 1176-8 carried by output links 1191-1, 1191-2,
1191-3, 1191-4, and 1191-5. The eight internal output links
1176 become the five output links 1191 at a MUX stage.
Four of the input links 1121-1, 1121-2, 1121-3, 1121-4
provide one wavelength channel each to the switching plane
1130. Two of the input links 1121-5, 1121-6 provide two
wavelength channels each to the switching plane 1130.
Three of the output links 1191-1, 1191-2, 1191-3 receive one
wavelength channel each from the switching plane 1130.
One of the output links 1121-4 receives three wavelength
channels from the switching plane 1130 and one of the
output links 1121-5 receives two wavelength channels from
the switching plane 1130. It is noted that each input link
1121 and each output link 1191 may carry several wave-
length channels connecting to other switching planes 1130.

[0148] To enable any wavelength channel from any input
link 1121 to connect to any wavelength channel in any
output link 1191, input wavelength converters 1140 can be
provided, one for each in the internal input links 1156. The
input wavelength converters 1140 act to convert the wave-
length of the incoming wavelength channel to the required
wavelength of the corresponding outgoing wavelength chan-
nel, where the required outgoing wavelength channel is
determined through the switching instruction provided to the
switching plane 1130. In FIG. 11A, the required wavelength
for each of the links 1191-1, 1191-2, and 1191-3 is A4, the
required wavelengths for link 1191-4 are A4, A5, and A6, the
required wavelengths for link 1191-5 are A4 and A5. Thus,
if input link 1121-4 wishes to connect to output link 1191-5,
it can do so without wavelength conversion. However, if
input link 1121-2 wishes to connect to output link 1191-5, it
must shift its wavelength channel from A4 to A5 to access
link 1191-5 through internal link 1176-8.

[0149] If input link 1121-5, which provides two wave-
length channels A4 and A5 carried on internal links 1156-5
and 1156-6, wishes to connect to output links 1191-1 and,
1191-2, wavelength channel A5 carried on internal link
1156-6 must be shifted to A4.

[0150] Each of the output links 1191 can carry several
wavelength channels from several parallel switching planes
1130 and thee selection of the wavelength channels illus-
trated in FIG. 11A or 11B, is dictated by the requirement
that an output link carry non-overlapping wavelength chan-
nels.

[0151] Alternatively, wavelength converters may be pro-
vided at the output of a switching plane. In FIG. 11B, the
elements retain the reference numerals of FIG. 11A. How-
ever, the function provided by the input wavelength con-
verters 1140 in FIG. 11A is, instead, provided by output
wavelength converters 1150 one each in the internal output
links 1176 in FIG. 11B. As in the case of the input
wavelength converters 1140, the output wavelength convert-
ers 1150 convert to wavelengths based on switching instruc-
tions provided to the switching plane 1130.

[0152] Practically, it is preferable to deploy identical
switching planes in a given optical core node. In an optical
core node having N>1 optical switching planes, each having
P1 input ports and P2 output ports, with the optical core node
supporting input links of different wavelength channel
counts and output links of different wavelength channel
counts, the degrees of the N switching planes may be equal
but the coverage indices of the N switching planes may
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differ significantly depending on the distribution of the
number of channels in the input links and the output links.

[0153] FIG. 12 illustrates an alternative arrangement for
the non-uniform optical core node 1000 of FIG. 10. In a
non-uniform optical core node 1200 presented in FIG. 12,
those switching planes 1030N, 1030P, 1030Q, 1030R of
FIG. 10 having partial coverage and each carrying the same
wavelength-set may be replaced with replacement switching
planes 1230NP, 1230QR (referred to herein collectively or
individually as 1230) with the same total number of ports.
The input-output connectivity of the replacement switching
planes 1230 would resemble that of switching plane 1130, of
FIG. 11A or FIG. 11B. A core node controller 1270 over-
sees the operation of the switching planes 1230, 1030.
Furthermore, the non-uniform optical core node 1200 retains
the multiplexers 1021, 1041 and demultiplexers 1023, 1043
of the non-uniform optical core node 1000 of FIG. 10.
Controller 1270 exchanges control data with the edge nodes
through either dedicated control channels (not illustrated)
when channel-switching is used or through time slots in a
TDM frame when TDM switching is used. The basic dif-
ference between the original switching planes 1030 and the
replacement switching planes 1230 is that each switching
plane 1030 has single wavelength channel connections to
subtending demultiplexers while a switching plane 1230
may connect to a subtending demultiplexer by more than
one wavelength channel.

[0154] Selected wavelength channels from high capacity
source nodes, included in the input links 1042, are grouped
on the replacement switching planes 1230. For example, the
2x2 switching plane 1030N and the 2x4 switching 1030P are
replaced with a single 4x6 switching plane 1230NP. Two
wavelength channels from the high capacity input link
1042A are grouped on the 4x4 switching plane 1230NP. In
this arrangement, high capacity demultiplexer 1041 may
have two or more wavelength channels connecting to a
replacement switching plane 1230. Without wavelength
converters at selected input ports or output ports of the
replacement switching planes 1230, switching from input to
output is restricted to channels of the same wavelength.
Consequently, although the number of ports per switching
plane on the replacement switching planes 1230 is higher
than on the replaced switching planes 1030, the coverage of
the replacement switching plane 1230 and the total coverage
of the replaced switching planes 1030 are the same.

[0155] If wavelength converters are employed, at the
output ports, for example, of the replacement switching
planes 1230, then an upstream channel of any wavelength
can switch to a downstream channel of any wavelength. This
flexibility increases the probability of matching a free
upstream channel of an input link 1022, 1032, 1042 to a free
downstream channel of an output link 1024, 1034, 1044, due
to the removal of the same-wavelength restriction. The
probability of mismatch blocking is therefore reduced.

[0156] In review, the input and output sides of the non-
uniform optical core node 1200 of FIG. 12 are identical to
the corresponding sides in the non-uniform optical core node
1000 of FIG. 10. The non-uniform optical core node 1200,
however, has fewer optical switching planes 1030/1230,
and, consequently, a high capacity input link 1042 must
connect to at least one of the optical switching planes 1230
through two or more single-channel internal links 1056.
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Likewise, a high capacity output link may connect to an
optical switching plane 1230 through two or more single-
channel internal links 1076. An internal input link 1258 and
an internal output link 1278 are illustrated, in FIG. 12, by
thick lines to represent internal links including two or more
single-channel internal links 1056, 1076. The connectivity in
the configuration of the non-uniform optical core node 1200
of FIG. 12 is preferably devised in a manner that maximizes
the number of full-coverage switching planes.

[0157] FIG. 13 is a plot 1300 showing a desirable fre-
quency distribution of connections among the multiple
switching planes of an exemplary optical core node. The
switching planes are sorted logically by increasing coverage
index along the horizontal axis. It is indeed desirable that a
source node S and a sink edge node D try to connect on the
switching plane with the lowest coverage index that has an
available path, leaving ports on high coverage index switch-
ing planes free for the edge nodes that are not connected to
low coverage index switching planes. A path selection
method, for use within a core node to achieve the desired
distribution of FIG. 13, is described below in conjunction
with FIGS. 22 to 28.

[0158] FIG. 14 illustrates an exemplary input-side
vacancy data structure 1400 for representing input-side
vacancy of the optical core node 1000, to be used for
connection setup in the optical core node 1000. Such an
input-side vacancy data structure 1400 may be maintained at
each optical core node. An element of the input-side vacancy
data structure 1400 is denoted u(q,j), where q is a switching
plane index and j is an input-port index and. Each entry in
data structure 1400 has a value of O or 1 (not illustrated) to
indicate whether a corresponding input port is free or
already assigned to a channel from an input link. The entries
shown indicate the input link indices and are provided in the
figure for illustration only. It is noted also that the structure
1400 can be used only for optical core nodes of the type of
the non-uniform optical core node 1000 of FIG. 10, wherein
each switching plane 1030 receives only one channel from
any input link. A data structure that can be used for either the
optical core node 1000 of FIG. 10 or the optical core node
1200 of FIG. 12 is described below with reference to FIGS.
20 and 21.

[0159] The exemplary input-side vacancy data structure
1400 relates to the non-uniform optical core node 1000 of
FIG. 10, which comprises six parallel switching planes
1030. In FIG. 14, the six parallel switching planes 1030 are
sorted logically by coverage index and indexed on the
vertical axis. The optical core node 1000 receives data from
eight source edge nodes through input links 1022, 1032,
1042 of various capacities. The input ports of the six parallel
switching planes 1030 are indexed from O to 7 on the
horizontal axis. It is assumed, in this example, that each
channel in a given input link 1022, 1032, 1042 connects to
the same source edge node and that a distinct source edge
node connects to each input link. It is possible, however, to
have several input links connecting to the same source edge
node. On the input side of the optical core node 1000, the
2x2 switching plane 1030N and the 2x4 switching plane
1030P are connected to the two high capacity input links
1042, the two 4x4 switching planes 1030Q, 1030R are
connected to four input links 1042, 1032 and the two 8x8
switching planes 1030S, 1030T are connected to eight input
links 1022, 1032, 1042.
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[0160] Each entry in the input-side vacancy data structure
1400 corresponds to an input port on a switching plane 1030.
The value of the entry indicates whether the port is used for
a connection. For instance, the value of an entry may be 1
if the port is vacant and O if the port is occupied. Each row
in the input side vacancy data structure 1400 contains
information about the connections to the switching plane
1030 having the switching-plane index associated with that
row. Likewise, each column in the input side vacancy data
structure 1400 contains information about the input link
1022, 1032, 1042 having the input-port index associated
with that column.

[0161] FIG. 15 illustrates an exemplary output-side
vacancy data structure 1500 for representing the output side
vacancy of the non-uniform optical core node 1000 whose
input-side vacancy is represented in FIG. 14. The output-
side vacancy data structure 1500 may be used for connection
setup in the non-uniform optical core node 1000. Such an
output-side vacancy data structure 1500 may be maintained
at each optical core node. An element in output side vacancy
data structure 1500 is denoted v(q,k), where q is a switching
plane index and k is an output-port index.

[0162] On the output side of the optical core node, the 2x2
switching plane 1030N is connected to the two high capacity
output links 1044, the 2x4 switching 1030P and the two 4x4
switching planes 1030Q, 1030R are connected to four output
links 1044, 1034 and the two 8x8 switching planes 1030S,
1030T are connected to eight output links 1024, 1034, 1044.

[0163] An input port is identified by its switching-plane
index, and input-port index within its switching plane.
Likewise, an output port is identified by its switching-plane
index, and output-port index within its switching plane.

[0164] FIG. 16 illustrates an alternative connectivity
where the input-side connectivity of the configuration of the
optical core node 1000 of FIG. 10 is replaced by the
input-side connectivity of the configuration of the optical
core node 1200 of FIG. 12. FIG. 16 is derived from FIG.
14 by replacing the connections to input ports (4, 0), (5, 0),
(4, 1) and (5, 1) with connections to input ports (3, 4), (2, 4),
(3, 5), and (2, 5) respectively.

[0165] FIG. 17 illustrates an alternative connectivity
where the output-side connectivity of configuration 1000 is
replaced by the output-side connectivity of configuration
1200. FIG. 17 is derived from FIG. 15 by replacing the
connections to output ports (4, 0), (5, 0), (4, 1), (5, 1), (4, 2),
and (4, 3) with connections to output ports (3, 4), (2, 4), (3,
5), (2, 5), (3, 6) and (2, 6), respectively.

[0166] FIG. 18 illustrates a highest-index-plane data
structure 1800 to be used for connection setup in the
non-uniform optical core node 1000 of FIG. 10. Such a
highest-index-plane data structure 1800 may be maintained
at each optical core node. The highest-index-plane data
structure 1800 contains information about the presence of
input links to the switching planes 1030. Each column
indicates the index of the highest-index switching plane
1030 to which an input link 1022, 1032, 1042 or an output
link 1024, 1034, 1044 connects. The switching plane index
is the index associated with the switching planes in FIG. 14
and FIG. 15. Input links 1022, 1032, 1042 and output links
1024, 1034, 1044 are indexed from 0 to 7 on the horizontal
axis. The highest-index plane of each input link 1022, 1032,
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1042 is listed in a top row 1802 of the highest-index-plane
data structure 1800 while the highest-index-plane of each
output link 1024, 1034, 1044 is listed in a bottom row 1804
of the highest-index-plane data structure 1800. An element
in the top row 1802 of the highest-index-plane data structure
1800 is denoted P(j), where j is an input link index. An
element in the bottom row 1804 of the highest-index-plane
data structure 1800 is denoted Q(k), where k is a sink node
index.

[0167] With reference to FIG. 10, input link G 1022G
(input port index=6) connects to the 8x8 switching planes
10308S, 1030T. With reference to FIG. 14, one 8x8 switching
plane 1030S has a switching-plane index of 1 and while the
other 8x8 switching plane 1030T has a switching-plane
index of 0. Therefore, the highest-index switching plane to
which input link G 1022G connects is the switching plane
1030S having index of 1. This result can be read directly
from FIG. 14. The highest-index switching plane 1030
connecting from the source node G 1022G (which has an
input port index of 6) has a switching-plane index of 1, so
P(6)=1. Similarly, the highest-index switching plane 1030
connecting to output link 1044B (output port index=1) has
a switching-plane index of 5, so Q(1)=5.

[0168] FIG. 19 illustrates a highest-index-plane data
structure 1900, similar to that of structure 1800, to be used
for connection setup in the non-uniform optical core node
1200 of FIG. 12.

[0169] FIG. 20 illustrates an input-side connectivity
description. A connectivity matrix 2000 has N rows, each
corresponding to a switching plane and (J+1) columns, J
being the number of input links. An array 2020 contains
identifiers of the P1 input ports. An input-port identifier is
preferably an input-port number, O to P1-1. An entry &(m, j)
of input-side connectivity matrix 2000 points to the identi-
fier, in the array 2020, of the first input-port in switching
plane m to which input link j connects. The number of input
ports in a switching plane connecting to channels of an input
link j is determined as n1=E(m, j+1)-E(m, j), 0=j<J, and the
identifiers of the nl input ports, when nl is greater than zero,
are found in the array 2020 at indices §(m, j) to §(m, j+1)-1.

[0170] For example, input link 1, which has six channels,
has one channel connected to switching plane 0, one channel
connected to switching plane 1, two channels connecting to
switching plane 2 and two channels connecting to switching-
plane 3 as indicated in FIG. 17. These can be determined
from the connectivity matrix 2000 by noting that, for switch-
ing plane 0, §(0, 1)=21, £(0, 2)=22 and 22-21=1. Addition-
ally, for switching plane 1, §(1, 1)=13, §(1, 2)=14 and
14-13=1. For switching plane 2, £(2, 1)=8, &(2, 2)=10 and
10-8=2. For switching plane 3, §(3, 1)=2, 86 (3, 2)=4 and
4-2=2. The connecting input port for switching plane O is
identified in the array 2020 at index 4(0, 1)=21 as 1. The
connecting input port for switching plane 1 is identified in
the array 2020 at §(1, 1)=13 as 1. The two connecting input
ports for switching plane 2 are identified in the array 2020
starting at (2, 1)=8 as 1 and 5. The two connecting input
ports for switching plane 3 are identified in the array 2020
starting at §(3, 1)=2 as 1 and 5. These can be verified from
FIG. 16.

[0171] FIG. 21 illustrates an output-side connectivity
description. A connectivity matrix 2100 has N rows, each
corresponding to a switching plane and (K+1) columns, K
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being the number of output links. An array 2120 contains
identifiers of the P2 output ports. An output-port identifier is
preferably an output-port number, O to P2-1. An entry (m, k)
of output-side connectivity matrix 2100 points to the iden-
tifier, in the array 2120, of the first output port in switching
plane m connecting to output link k. The number of output
ports in a switching plane connecting to channels of an
output link k is determined as n2=n(m, k+1)-n(m, k),
0<k<K, and the identifiers of the n2 input ports, when n2 is
greater than zero, are found in array 2120 at indices n(m, k)
to n(m, k+1)-1.

[0172] For example, where output link 2, which has five
channels, has one channel connecting to output port 2 of
switching plane 0, one channel connecting to output port 2
of switching plane 1, one channel connecting to output port
2 of switching plane 2, and two channels connecting to
output ports 2 and 6 of switching plane 3. This connectivity
can be determined directly from the matrix 2100 and the
array 2120 of FIG. 21. For example, 1(3, 2)=4, n(3, 3)=06,
indicating that output link 2 connects to two (6—4=2) output
ports identified in entries 4 and 5 in array 2120. Entries 4 and
5 indicate that the output-port identifiers are 2 and 6. This
result can be read from matrix 1700 of FIG. 17.

[0173] The connectivity of each input link and each output
link are clearly illustrated in the data structures of FIG. 16
and FIG. 17, respectively. However, for hardware or soft-
ware mechanization, the structures of FIG. 20 and FIG. 21
may be used. Within a switching plane m, 0=m<N, a
connection from input link j to output link k, 0=j<J, and
0=k<K, may be established from any of the nl input ports
indexed in array 2020 from §(m, j) to E(m, j+1)-1 to any of
the n2 output ports indexed in array 2120 from 86 (m, k) to
(m, k+1)-1.

[0174] FIG. 22 is a flow chart of the connection setup
procedure 2200 in the non-uniform optical core node 1200
of FIG. 12. The method illustrated in FIG. 22 may be
executed by the core node controller 1270 of the non-
uniform optical core node 1200 and makes use of the data
structures of FIGS. 16 to 21. The procedure is activated upon
reception of a connection request from a source edge node
(step 2202) through an input link 1022, 1032, 1042 of index
j. The index, k, of the output link 1024, 1034, 1044 and an
indication, Y, of a requested number of channels for the
requested connection are determined from the information
provided in the connection request. The connection request
may specify, for example, a bit rate for the connection rather
than the number of channels. The bit rate is then converted
into a number, Y, of channels.

[0175] The vacancy, i.e., available capacity in terms of the
number of unassigned channels, of the output link 1024,
1034, 1044, to a sink edge node may be maintained in an
array (not shown) in the core node controller 1270 and an
element of the array is denoted Q(k). In step 2204, this array
is consulted to determine the vacancy of the output link(s)
1024, 1034, 1044 to the sink edge node specified in the
connection request. It is then determined whether the
vacancy, Q(k), of the output links 1024, 1034, 1044 to the
specified sink edge node equals or exceeds the requested
capacity, Y (step 2206). A rejection message is produced
(step 2218) and sent to the requesting source edge node
when it is determined that the requested capacity exceeds the
vacancy of the output link 1024, 1034, 1044 (step 2206).
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[0176] If the vacancy equals or exceeds the requested
capacity, an initial value for a switching plane index, g, may
then be determined as the lower of P(j) and Q(k) (step 2208),
given the received j and k. Recall that P(j) is read from array
1802 of FIG. 19 and Q(k) is read from array 1804 of FIG.
19, and that an entry u(., .) or v(,, .) in vacancy data
structures 1600 or 1700 (and an entry in data structure 2400)
contains either a ‘O’ or a ‘1’ to indicate whether a corre-
sponding input port or output port is free or occupied. The
switching plane having index q may be called a “candidate”
switching plane. Specifically, values u(q, j) and v(g, k) are
retrieved, where u(q, j) is the entry in the input side vacancy
data structure 1600 corresponding to the input port, of the
candidate switching plane, that is connected to the output
link 1022, 1034, 1042 having index j and v(q, k) is the entry
in the output side vacancy data structure 1700 corresponding
to the output port, of the candidate switching plane, that is
connected to the output link 1024, 1034, 1044 having index
k.

[0177] Subsequently, in step 2210, a procedure for allo-
cating Y channels through switching planes indexed from q
to 0 is executed. The procedure determines a number of
allocable channels not exceeding the requested number Y. If
it is determined (step 2212) that the procedure of step 2210
has successfully found Y allocable channels for the
requested connection, then the corresponding element Q(k)
and elements u(m, j), v(m, j), over the selected switching
planes, m, are updated (step 2214). A message is then sent
to the requesting source node (step 2216) indicating that the
connection request is accepted and indicating the allocable
channels corresponding to the selected switching planes. If
the procedure of step 2210 fails to allocate the required Y
channels, it is determined that a route is not available and a
rejection message is produced (step 2218) and sent to the
source edge node. Upon connection termination, respective
elements u(,), v(,), and €( ), must be reset to indicate
vacancy states.

[0178] FIG. 23 details the channel-allocation process of
step 2210 of FIG. 22. The number of requested channels for
the connection request is denoted Y. A variable @ denoting
the remaining number of channels to be allocated is initial-
ized in step 2312 to be equal to Y. In step 2314, the switching
plane of index q, determined in step 2208 is selected, by
setting an intermediate switching-plane index m to be equal
to q. In step 2320, the number, N1, of input-side free ports
in switching plane m is determined and the N1 free input
ports are identified using the data structure of FIG. 20.
Likewise, in step 2324, the number, N2, of output-side free
ports in switching plane m is determined and the N2 free
input ports are identified using the data structure of FIG. 21.
In step 2328, the least of N1, N2, and ® is determined. The
resulting number of allocable channels is denoted n. In step
2330, the remaining number of channels, @, is reduced by
the value of n. In step 2334, if the value of @ is zero, the
channel-assignment process is successful and the identities
of the allocated input ports and output ports are reported for
the benefit of step 2214 (FIG. 22). Process control is then
returned to the process of FIG. 22.

[0179] If the value of @ is greater than zero, the switching-
plane index m is examined. If the index, m, is determined
(step 2338) to be greater than zero, the index is reduced by
one so that the next switching plane may be selected and the
procedure starting with step 2320 may be repeated. Where
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the index, m, which is the index of the last switching plane
considered, is determined to be zero (step 2338), it is
determined that there is insufficient vacancy in all the
switching planes 0 to q. Subsequent to the consideration that
there is insufficient vacancy, the channel-allocation process
is reported as unsuccessful (step 2342) and process control
is returned to the process of FIG. 22.

[0180] In an alternative procedure, the cumulative number
of available free channels in all the considered switching
planes is determined first before actually identifying the
respective input ports and output ports. However, in a
properly provisioned network, the probability of connection-
request rejection would be minute and it would be more
expedient to actually allocate ports while they are counted.

[0181] It is noted that, even when step 2206 indicates the
availability of a sufficient number of free channels in respec-
tive output link, connection blocking can still occur due to
spatial mismatch of the channels between the input side and
the output side. The availability of a sufficient number of
free channels in the respective input link is ascertained by
the requesting source edge node before a connection request
is made. When step 2218 is reached, entries in ®(.), u(.,.),
and v(.,.) corresponding to a blocked connection attempt
must be reset to their vacancy states.

[0182] In the non-uniform optical core node 1200 of FIG.
12, the smallest connection-capacity that can be established
between two edge nodes is an entire channel. Where an input
link 1022, 1032, 1042 to the non-uniform optical core node
1200 is an optical fiber link, a channel could be, for example,
a single wavelength modulated at 10 Gb/s. With spatial
traffic imbalance, some connections may require a capacity
of more than one channel while others would require a
capacity that is a small fraction of the capacity of a channel.
Thus, a connection setup between a given input link 1022,
1032, 1042 and a given output link 1024, 1034, 1044 where
the connection requires significantly less than the capacity of
an entire channel would either be allocated a full channel or
sent to an intermediate edge node where it would be aggre-
gated with other connections towards the desired sink edge
node. It is desirable to allow a finer allocation of capacity
through the non-uniform optical core node 1200. Such a
finer allocation of capacity may increase the reach of source
edge nodes, permitting connections of minute capacity to
some sink edge nodes and connections of large capacity to
other sink edge nodes simultaneously. This finer allocation
of bandwidth can be achieved with Time Division Multi-
plexing (TDM).

[0183] If low switching-latency can be realized in the
switching fabric, a time-sharing scheme, such as TDM can
be used, and control signals sent by subtending edge nodes
can be carried “in-band”, occupying pre-assigned time slots
in a TDM frame. In-band signaling in a network deploying
fast optical switches in the core is described in Copending
U.S. patent application Ser. No. 10/054,509, referenced
hereinbefore.

[0184] In Time Division Multiplexing, a TDM frame
having a fixed duration is divided into a number of time
slots. For example, a TDM frame having one millisecond
duration may be divided into 256 time slots of 4 microsec-
onds duration each. Connections in a switching plane 1030/
1230 can be re-arranged in every time slot in a TDM frame
according to a schedule. For example, an input port in a
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switching plane that receives from a source node “A” may
be connected to an output port in the switching plane that
sends to a sink node “B” for the duration of one time slot and
may be connected to an output port in the switching plane
that sends to a sink node “E” in the next sequential time slot
in the TDM frame. The schedule may be modified to
increase or decrease the number of time slots allocated to a
connection between a source node and a sink node to reflect
a requested capacity. Each source node can then reach
thousands of sink nodes with vastly different capacity allo-
cations. If a link has 32 wavelength channels, for example,
with each channel divided into 256 time slots, then the total
number of time slots is 8,192. These time slots can be routed
independently to an arbitrary number of sink nodes.

[0185] The duration of a time slot in a TDM frame is
constrained by the switching latency of the optical switch.
Low switching latency permits a short time-slot duration.
The number of time slots per TDM frame is constrained by
an upper bound of the period of the TDM frame. A large
period, of 10 milliseconds for example, may result in an
unacceptable waiting time at a source edge node. A reason-
able frame period would be one millisecond.

[0186] The use of TDM in a network having bufferless
optical core nodes requires precise time coordination
between the edge nodes and the optical core nodes. TDM
frames must be aligned in time, within a certain degree of
accuracy, at the optical core node so that data in specific time
slots in upstream channels can be switched appropriately to
intended time slots in downstream channels. This alignment
can easily be achieved between electronic nodes having
buffers. However, it is impractical to time align a succession
of adjacent bufferless optical nodes. Where the non-uniform
network 500 of FIG. 5 is adapted for use of TDM, edge-
to-edge connections only encounter a single intermediate
optical core node between two electronic nodes. The use of
single intermediate optical node makes time locking, and
therefore TDM in a bufferless path, feasible. TDM also
requires fast-switching optical core nodes. A fast-switching
optical core node can allocate time slots that are sufficiently
short to enable the use of a TDM frame of a relatively short
period and avoid undue delay at the source nodes. A switch-
ing latency of 100 nanoseconds, for example, permits the
use of time slots of one microsecond duration each and a
TDM frame of one millisecond would contain 1,000 time
slots.

[0187] It should be noted that, where at least one of the
8x8 switching planes 1030S, 1030T operates in TDM
switching mode, the TDM-operated switching plane may
handle signaling and control messages exchanged between
edge nodes and the core node controller 1270 in addition to
switching payload data from input ports to output ports.

[0188] FIG. 24 illustrates a set 2400 of S vacancy data
structures 2402-0, 2402-1, . . ., 2402-S-1, 2402-(S-1) for use
with a route selection method adapted from the method
presented in FIG. 22. It should be understood that sets of
input side vacancy data structures and sets of output side
vacancy data structures will have a similar logical represen-
tation. The sets may, however, be asymmetrical when the
switching planes are asymmetrical. Each vacancy data struc-
ture 2402 of the set 2400 corresponds to a single time slot
in a TDM frame. The route selection method of FIG. 22 and
FIG. 23 may be adapted to be applied to successive time
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slots. This approach realizes a method of route selection that
packs connections both in time and in space. Specifically,
connections are packed in time by attempting to first allocate
available time slots early in the TDM frame. Connections
can be packed in space by considering switching planes in
a given order. In a non-uniform core node 1200, switching
planes of low coverage index for available connections
before switching planes of high coverage index, as discussed
hereinbefore.

[0189] 1t is noted that the two-dimensional packing pro-
cess, in time and space, is beneficial for both uniform and
non-uniform parallel-plane core nodes. Two-dimensional
packing, however, is more crucial in non-uniform core nodes
where switching planes of low coverage index are consid-
ered first. The throughput and performance of non-uniform
networks are sensitive to temporal and spatial traffic varia-
tions and; therefore, benefit more from the packing proce-
dure of FIG. 23. In a uniform parallel-plane core node,
spatial packing is realized simply by considering, in a
connection setup, the switching planes in a prescribed order.

[0190] FIG. 25 is a flow chart of the connection setup
procedure 2500 where the non-uniform optical core node
1200 uses TDM and it is decided to pack connections in time
then in space. The method illustrated in FIG. 25 may be
executed by the core node controller 1270 at the non-
uniform optical core node 1200 and makes use of the data
structures corresponding to the data structures of FIGS. 16
and 17 but having the format illustrated in FIG. 24. Data
structure 2400 of FIG. 24 is derived from data structure
1600 of FIG. 16 which applies to the input side of a core
node 1200. The same structure 2400 is applied to the output
side of the core node 1200 by using an output-side vacancy
table 1700 for each time slot in a TDM frame. Notably, the
data structures of FIGS. 18 to 21 are unchanged with the use
of TDM. The procedure is activated upon reception of a
connection request from a source edge node (step 2502)
through an input link 1022, 1032, 1042. The index, j, of the
of the input link 1022, 1032, 1042 is noted and an index, k,
of an output link 1024, 1034, 1044 leading to the desired
sink edge node is also noted. An indication of a requested
capacity for the requested connection is used to determine
the number, W, of requested time slots per TDM frame.

[0191] The available capacity, i.e., vacancy, of an output
link 1024, 1034, 1044 to a sink edge node may be main-
tained in a data structure in the memory of the core node
controller 1270. An element of the data structure is denoted
W(K). In step 2504, the element W(K) is retrieved to deter-
mine the vacancy of the output link 1024, 1034, 1044 to the
sink edge node specified in the connection request. It is then
determined whether the vacancy, W(k), equals or exceeds
the requested capacity, ¥ (step 2506), where W is expressed
as a number of time slots per TDM frame. Where vacancy
equals or exceeds the requested capacity, a time slot index,
t, is initialized (step 2508). An initial value for the switching
plane index, g, may then be determined as the lower of P(j)
and Q(k) (step 2514), given the received j and k. P(j) is the
highest-index switching plane for input link j and Q(k) is the
highest index switching plane for output link k as deter-
mined from arrays 1802 and 1804 of FIG. 29. The switching
plane having index q is the first candidate switching plane.

[0192] A variable ® denoting the remaining number of
time slots to be allocated is initialized to be equal to ¥ (step
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2516). Ports in the switching planes q to O that are available
for the time slot, t, under consideration, are then allocated
(step 2520). Step 2520 determines a number of allocable
paths during a given time slot in the TDM frame and is
detailed in FIG. 26. The ports allocated in step 2520 are then
used to form route descriptions (step 2522) for the time slot,
t, under consideration. Where the remaining number, ® of
time slots to be allocated is determined to be zero (step
2524), an acceptance message is sent to the source edge
node (step 2526). Such an acceptance message identifies
time slots and wavelength channels, of the input links,
corresponding to the input ports allocated to satisfy the
connection request.

[0193] Where the remaining number, @, of time slots to be
allocated is determined to be greater than zero (step 2524),
the index t of the time slot under consideration is increased
(step 2528) and, in step 2534, if t=S, where S is the number
of time slots per TDM frame (the time slots of a TDM frame
are numbered 0 to S-1), it is determined that there are no
more time slots to consider and a rejection message may be
produced and sent (step 2532) to the source edge node.

[0194] A rejection message is produced and sent (step
2532) to the source edge node when it is determined that the
output link to sink edge node does not have the capacity to
meet the request (step 2506) or, later on, if it is determined
that fewer matching time slots than the requested number of
time slots are available for allocation (step 2520) after all
time slots have been considered (step 2534). If all time slots
have not been considered, the port allocation procedure of
step 2520 is repeated for the next time slot. When step 2532
is reached, any allocated ports are released by updating the
vacancy structure 2400.

[0195] FIG. 26 details the time-slot assignment process of
step 2520. The procedure is quite similar to that of FIG. 23.
The main difference is that the requested capacity is
expressed as a number of time slots per TDM frame and,
because it cannot be determined whether a requested number
W of time slots can be accommodated before repeating
procedure 2520 of FIG. 26 for all the time slots of a TDM
frame, an acceptance, or otherwise, of a connection
requested is determined in step 2534 in the parent procedure
2500.

[0196] The integer variable @, used to denote the number
of time slots still to be allocated, is an input to procedure
2520 of FIG. 26. In step 2516, this number is initialized to
equal the required number W of time slots per TDM frame.
In step 2614, the switching plane q is selected, by setting the
index m equal to g. In steps 2620 and 2624, the N1
input-side ports and N2 output-side ports are identified
(these are analogous to steps 2320 and 2324). In step 2628,
the minimum (n) of N1, N2 and ® is determined as the
number of allocable paths within a current switching plane
m and in step 2630, the integer variable @ is reduced by the
result, n. In step 2634, the procedure is terminated success-
fully if ®=0, indicating that the requested number of time
slots for the requested connection has been found. If the
remaining number of time slots to be allocated, @, is
determined to be greater than zero (step 2634), it is then
determined whether the last switching plane considered was
the last switching plane available for consideration, i.c.,
whether m=0 (step 2638). If there remain switching planes
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to consider, the switching plane index, m, is reduced by one
(step 2640) and the procedure starting with step 2620 is
repeated.

[0197] The identities of ports allocated to the connection
request, if any, are reported (step 2650) whether the report-
ing step is reached when port allocation has completed
successfully (step 2634) or unsuccessfully (from step 2638).
Note that the parent procedure 2500 is aware of the index of
the time slot for which procedure 2520 is executed.

[0198] It is noted that, even when step 2506 indicates the
availability of a sufficient number of free time slots per TDM
frame in the channels of the respective output link, connec-
tion blocking can still occur due to spatial and temporal
mismatch of the available time slots between the input side
and the output side of the non-uniform optical core node
1200 (FIG. 12). The availability of a sufficient number of
free time slots in the respective input link is of course
ascertained by the requesting source edge node before a
connection request is made.

[0199] FIG. 27 is a flow chart of the connection setup
procedure 2700 where the non-uniform optical core node
1200 uses TDM and it is decided to pack connections in
space then in time, in contrast to packing connections in time
then in space as illustrated in FIG. 25. The procedure is
activated upon reception of a connection request from a
source edge node through an input link 1022, 1032, 1042
(step 2702). The index, j, of the input link 1022, 1032, 1042,
and an index, k, of an output link 1024, 1034, 1044 arc
associated with the request. A required number, ¥, of time
slots per TDM frame is deduced from an indication of
required capacity for the requested connection.

[0200] The vacancy of the output links 1024, 1034, 1044
to sink node specified in the connection request is then
determined (step 2704). It is then determined whether the
vacancy, W(k), of the specified output link 1024, 1034, 1044
equals or exceeds the requested capacity, W (step 2706). If
the vacancy is lower than the required number of time slots
W, a rejection message is sent to the source edge node (step
2732) and the procedure 2700 is complete.

[0201] Tt is noted that, even when step 2706 indicates the
availability of a sufficient number of free time slots per TDM
frame in the channels of the respective output link, connec-
tion blocking can still occur due to spatial and temporal
mismatch of the free time slots between the input side and
the output side. The availability of a sufficient number of
free time slots in the respective input link is of course
ascertained by the requesting source edge node before a
connection request is made.

[0202] If the vacancy of the requested output link is
greater than the required number of time slots W, an initial
value for the switching plane index, g, may then be deter-
mined as the lower of P(j) and Q(k) (step 2710), given the
received input-link index j and output-link index k. The
switching plane having index q is the first candidate switch-
ing plane. An integer variable, @, is used to denote the
number of time slots still to be assigned for the requested
connection. In step 2712, this integer variable & is initialized
to equal W. Step 2720 is detailed in the procedure of FIG.
28, which is executed to find a number of allocable ports
(hence allocable paths), in the switching plan under consid-
eration. The procedure 2720 of FIG. 28 returns to step 2722
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the identities of allocated ports in particular time slots, if
any, in switching plane m and the remaining number, @, of
time slots to be allocated. If it is determined that there are no
more time slots to be allocated (step 2724), an acceptance
message is sent to the source edge node (step 2726). The
acceptance message may include identities for the assigned
time slots and the wavelength channels associated with
respective allocated input and output ports.

[0203] If it is determined that there are more time slots to
be allocated (from step 2724), i.e., if @ is not yet zero, then
it is determined whether the most recent switching plane
considered was the switching plane with the least index (step
2716). If all the switching planes are exhausted without
accumulating the required number of time slots for the
requested connection, i.c., m=0 (step 2716), a rejection
message is sent to the source edge node (step 2732) and the
procedure 2700 is complete. However, if there are switching
planes left to consider, the switching plane index is reduced
by one (step 2718) and the port allocation procedure (step
2720) is repeated for the switching plane of the new index.
Step 2732 also includes a process of updating vacancy
arrays 2400 if any ports have been allocated.

[0204] In FIG. 28, the port allocation procedure begins
with the initialization of a time slot index, t, to zero (step
2814). The input ports of the switching plane under consid-
eration are determined for the time slot, t (step 2820).
Additionally, the output ports of the switching plane under
consideration are determined for the time slot, t (step 2824).
In step 2828, the minimum (n) of N1, N2 and @ is deter-
mined as the number of allocable paths during a current time
slot ‘t’ of the TDM frame. The remaining number of time
slots, @, is then reduced by this minimum (step 2830). It is
then determined whether the remaining number of time
slots, @, has been reduced to zero (2834). If @ has been
reduced to zero, the allocated ports and time slots are
reported (step 2850) and process control returns to the
procedure of FIG. 27. If @ is greater than zero, the time slot
index is increased (step 2838). If, in step 2840, it is deter-
mined that the new time-slot index t is less than S, port
allocation is considered for this time slot (step 2820),
otherwise, the allocated ports and time slots are reported
(step 2850) and process control returns to the procedure of
FIG. 27.

[0205] In review, the method represented by FIG. 25 is
used when it is considered more desirable to pack connec-
tions in time then in space. The same time slot is tested for
availability in successive switching planes before consider-
ing the next time slot. In contrast, the method represented by
FIG. 27 is used when it is considered more desirable to pack
connections in space then in time. Successive time slots in
the same switching plane are tested for availability before
considering the next switching plane.

[0206] Input-Side and Output-Side Connectivity

[0207] FIG.29 is a flow chart of a procedure for assigning
the channels of input links to the input ports of an optical
core node having parallel switching planes. The same pro-
cedure can be applied for assigning the channels of output
links to the output ports of the parallel switching planes.

[0208] In its general form, the method of assignment of
channels to ports, in accordance with the present invention,
applies to the assignment of channels arranged in M>1
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channel groups to ports arranged into N>1 rows, where each
row has a specified number of ports and each port is assigned
only one channel.

[0209] In a node comprising parallel switching planes, the
N rows can represent N switching planes. The ports of a
given switching plane can be further divided into input ports
and output ports, and the number of input ports may differ
from the number of output ports. Each of the M channel
groups can be separated into J input groups and (M-J) output
groups, where 0<J<M. Each of the J input groups can
represent an input link comprising a number of channels,
and each of the (M-J) output groups can represent an output
link comprising a number of channels. A link is preferably
a fiber-optic link carrying wavelength channels.

[0210] For ease of presentation, the switching planes are
considered to be identical, each having P1 input ports and P2
output ports. The number of input links is denoted J and the
number of output links is denoted K. The number of
channels in input link j, 0=j<J, is denoted L(j), and the
number of channels in output link k, 0=k<K, is denoted u(k).

[0211] In step 2910, the input links are sorted, in a
descending order, according to the number of channels per
input link, so that L(j)ZL(j+1), 02j<J. The input links are,
therefore, numbered accordingly. In step 2912, the required
number of switching plane is determined. The number, N1,
of switching planes required to accommodate the input links
is determined as the sum of L(j), 0=j<J, divided by the
number P1 of input ports per switching plane. The number,
N2, of switching planes required to accommodate the output
links is determined as the sum of u(k), 0=k<K, divided by
the number P2 of output ports per switching plane. Thus:

1 J-1 1 K-1
NI = ﬁ; L(j), and N2 = ﬁé Alk),

[0212] where L(j), 0=j<]J is the number of channels in an
input link j, and k), 0=k<K is the number of channels in
an output link k.

[0213] The number, N, of switching planes to be used is
determined (step 2912) to be an integer at least equal to the
larger of N1 and N2. The N switching planes are numbered
0 to (N-1). A switching plane index, m, is then initialized to
zero (step 2914).

[0214] An allocation matrix G is used to maintain a record
of allocations of channels of input links to input ports. An
element g(p, m), of matrix G, 0= p<P1, 0=m<N, contains an
identifier of an input link that has a channel connected to
input port p of switching plane m in a core node having N
switching planes with each plane having P1 input ports.

[0215] An allocation matrix I" is used to keep a record of
allocations of channels of output links to output ports. An
element y(rt, m), of matrix I', 0=7<P2, 0=m<N, contains an
identifier of an input link that has a channel connected to
input port 7t of switching plane m in a core node having N
switching planes with each plane having P2 output ports.
Both allocation matrices, G and I', are initialized by assign-
ing a null entry to each element.

[0216] The steps collectively referenced as 2920, includ-
ing steps 2922 to 2934, are used to assign upstream channels
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to any selected switching plane. An array L(.), initially
indicates the number of channels for each of the J input
links. The array 1(.) is gradually updated to indicate the
number of unassigned channels for each of the input links.
In step 2922, the link index, j, is initialized to zero so that
the first of the J sorted input links may be considered. In step
2924, it is determined whether there are unassigned channels
in input link j. If L(j) is greater than zero, a channel from
input link j is allocated to the input port number p=j of
switching plane m (step 2926).

[0217] Thus, when a channel from input link j is allocated
to an input port of switching plane m, the corresponding
element of Matrix G, i.e., element g(p, m), p=j, is set equal
to j and L(j) is reduced by one. Note that the P1 input ports
of any switching plane are numbered O to (P1-1).

[0218] In step 2928, the link index, j, is increased. In step
2930, it is determined whether increasing the link index has
caused j to equal the value J, indicating that all input links
have been considered regarding channel-assignment to
switching plane m. If j=J, then step 2932 is selected. Where
it is determined that j is not equal to J, it is determined
whether the input link corresponding to the new link index
has channels left to allocate to input ports (step 2924).

[0219] An array o(m), 0=m<N, points to the lowest index
input port in switching plane m that is not yet assigned.
Thus, initially a(m) is set equal to zero for 0=m<N.

[0220] If, in step 2924, it is determined that no more
channels are left to be allocated for the input link j, i.e., L(j)
is not greater than zero, or, in step 2930, it is determined that
there are no more input links to consider, i.e., j is equal to J,
then o(m) is set equal to the last known value of j, which is
one more than the last used value of j (step 2932). The
maximum value of a(m) is, therefore, P1, because the
number, J, of input links is limited to be less than or equal
P1. Thus, a(m) points to the lowest index input port in
switching plane m that is not yet assigned.

[0221] In step 2940, the index, m, of the last considered
switching plane is examined. If it is determined that m
corresponds to the last switching plane, N-1, the initial
assignment process of collective step 2920 is determined to
be complete and a subsequent assignment process is initi-
ated. Where the initial assignment process of collective step
2920 is determined to be incomplete, i.e., m is less than N-1,
the switching plane index is increased (step 2934) and the
initial assignment process is repeated for a new switching
plane.

[0222] In the subsequent assignment process, the unas-
signed channels in a subset of the input links are distributed
among the switching planes, starting with switching plane
(N-1), in a manner that attempts to increase connectivity.
Since the unassigned channels are to be found in a subset of
input links having consecutive numbers starting with j=0,
the link index, j, is re-initialized to zero (step 2970). In step
2972, the number of unassigned channels in input link j,
L(j), is considered. If the number of unassigned channels in
input link j is positive, the value of a variable ‘a’is set to the
value of a(m) (step 2974). It is then determined whether the
variable ‘a’ is equal to the number of input ports, P1 (step
2976). If all the input ports switching plane m are assigned,
i.e., a =a(m)=P1, the switching plane index is set equal to
the highest switching-plane index (N-1) (step 2986) and the
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value of the variable ‘a’ is set to the value of a(m) (step
2974) for the new switching plane m. If some of the input
ports of switching plane m are unassigned, i.e., a =a(m)<P1,
the entry g(a, m) is updated (step 2978), replacing a null
entry with the input link index, j, the number of unassigned
channels L(j) is reduced by one and the input port pointer
a(m) is increased by one. If the last processed switching
plane is determined to be the bottom switching plane (m=0)
(step 2980), then the switching plane index is set to the
number of switching planes, N (step 2984). In step 2982, the
switching plane index is reduced by one and the link index
is increased by one, modulo J. Subsequently, the number of
unassigned channels in the new input link j, L(j), is consid-
ered (step 2972). Step 2982 may also be reached when it is
determined that the last processed switching plane is other
than the bottom switching plane (step 2980).

[0223] In step 2988, if it is found that the input link that
has all its channels assigned is not input link number 0 (j=0),
then the link index is re-initialized (step 2970). Where the
input link that has all its channels assigned is the input link
number 0, the channel-assignment procedure is considered
to be complete because input link number O has the highest
number of channels and the assignment process described
above ensured that input link number O is the last input link
to be exhausted.

[0224] The procedure of FIG. 29 is described herein as the
assignment of wavelength channels in input links to input
ports of switching planes. The procedure for the assignment
of wavelength channels in output links to output ports of
switching planes is identical, with array L(.) replaced by
array A(.), and the number of input ports P1 replaced by the
number of output ports P2.

[0225] FIG. 30 illustrates an input-side connectivity
matrix G 3000 for an exemplary parallel-plane core node
with P1=16, J=16, 1(0)=L(1)=8, L(2)=L(3)=7, L(H)=L(5)=
L(6)=L(7)=6, 1(8)=L(9)=1(10)=L(11)=4, and L(12)=
L(13)=L(14)=L(15) 2. The required number N1 of switching
planes to accommodate the input links is determined as

1 15 )
NI = E; L(j) = 4.875.

[0226] The required number N2 of switching planes
required to accommodate the output links is determined
likewise, and the number N of switching planes is selected
to be an integer at least equal to the higher of N1 and N2.
The example of FIG. 30 is based N=5. The matrix 3000 of
FIG. 30 is largely the result of the initial assignment process
of collective step 2920 in FIG. 29 if the number, N, of
switching planes is selected to be equal to the largest number
of channels per link, leading to the configuration of FIG. 10.
At step 2972 in FIG. 29 it would have been found that the
input link O has all its channels assigned, thus terminating
the subsequent assignment process. Link indices 3020 are
shown as elements of the matrix 3000.

[0227] FIG. 31 illustrates the input-side connectivity
matrix 3100 for the exemplary parallel-plane core node used
in the example of FIG. 30. The main difference is that the
number, N, of switching planes is determined as the larger
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of N1 and N2 as described earlier with reference to FIG. 29,
step 2912. In contrast to the exemplary eight parallel-plane
core node related to the matrix 3000 of FIG. 30, the
exemplary five parallel-plane core node related to the matrix
of 3100 of FIG. 31 has three fewer switching planes. As
such, at the end of the initial assignment process of collec-
tive step 2920 in FIG. 29, there are still 14 more wavelength
channels in eight input links to be assigned. The values of
array o(m), 0=m<5, after the initial assignment process
would be a(0)=c(1)=16, o(2)=c(3)=12, and c(4)=8, and the
number of unassigned channels in the 16 input links are
L(0)=L(1)=3, L(2)=L(3)=2, L(4)=L(5)=L(6)=L(7)=1, and
L(8)=L(9)=1(10)=1(11)=L(12)=L(13)=1(14)=L(15)=0.

[0228] As in the matrix 3000 of FIG. 30, link indices 3120
are shown as elements of the matrix 3100 (i.e., matrix G) of
FIG. 31. For emphasis, particular link indices, an exemplary
one of which is indicated as link index 3122, whose assign-
ment was a result of the subsequent assignment process, are
shown in bold face type.

[0229] FIG. 32 illustrates an exemplary two-dimensional
uniform composite-star network 3200 that includes 28 edge
nodes 3220. The exemplary two-dimensional uniform com-
posite-star network 3200 is logically arranged into a plural-
ity of “horizontal” composite-star networks 3210, each
having seven edge nodes 3220 interconnected by a respec-
tive horizontal optical core 3260H. As there are four hori-
zontal composite-star networks 3210, there are four hori-
zontal optical cores 3260H, only one of which is illustrated.
Each of the horizontal composite-star networks 3210 is of
the type of composite-star network as described earlier with
reference to FIG. 2.

[0230] Sets of four edge nodes 3220, each belonging to a
different horizontal composite-star network 3210, are
formed and the edge nodes 3220 of each set are intercon-
nected through a respective optical core 3260L to form
seven “lateral” composite-star networks 3215. As there are
seven lateral composite-star networks 32185, there are seven
lateral optical cores 3260L, only one of which is illustrated.

[0231] Thus, each edge node 3220 is a member of two
composite-star networks 3210, 3215. The selection of edge
nodes 3220 to be associated with a composite-star network
3210, 3215 can be based on expected mutual traffic among
the edge nodes. The exemplary two-dimensional uniform
composite-star network 3200 is described as a two-dimen-
sional network because each edge node 3220 is a member of
two composite-star networks 3210, 3215. This requires that
each edge node 3220 have a sufficient number of links. Each
edge node 3220 has outer links, which connect to traffic
sources and traffic sinks, and inner links, which connect to
optical core nodes included in the horizontal optical core
3260H and the lateral optical core 3260L.

[0232] The logical structure of the exemplary two-dimen-
sional uniform composite-star network 3200 greatly simpli-
fies the routing function and other control functions. In
addition, this structure ensures that the vast majority of
connections from a source edge node 3220 to a sink edge
node 3220 will traverse at most one cross-point (intermedi-
ate) edge node 3220. This, however, requires that all edge
nodes 3220 be of the same, or comparable, capacities and
that each composite-star network 3210, 3215 be uniform,
hence complete. In order to permit the use of edge nodes of
widely-varying capacities, and core nodes of widely-varying
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capacities, incomplete composite-star networks, such as the
network 900 of FIG. 9, may be deployed.

[0233] FIG. 33 illustrates an exemplary two-dimensional
irregular (non-uniform) composite star network 3300. The
exemplary two-dimensional irregular composite star net-
work 3300 includes high capacity edge nodes 3320 and low
capacity edge nodes 3325. The edge nodes 3320, 3325 are
logically arranged in four non-uniform horizontal compos-
ite-star networks 3310, similar to network 900 of FIG. 9,
each having several edge nodes 3320, 3325 interconnected
by an optical core 3360H, only one of which is illustrated.
Three sets of high capacity edge nodes 3320 are formed and
the high capacity edge nodes 3320 of each set are then
interconnected through a lateral optical core 3360L, thus
forming three lateral composite-star networks 3315. Each of
the illustrated edge nodes has one of two distinctly-different
capacities, with an edge node referenced as 3320 having a
relatively high capacity, hence a sufficient number of links to
enable interconnection with two optical cores 3360H,
3360L. If the edge nodes 3320 of a set are of equal, or
comparable, capacity, then the formed lateral composite-star
networks 3315 can be uniform, hence complete, networks.
The illustrated lateral composite star networks 3315 are
uniform.

[0234] In the exemplary two-dimensional irregular com-
posite star network 3300, each high capacity edge node 3320
is a member of two composite-star networks 3310, 3315. As
in the network of FIG. 32, the selection of edge nodes to be
associated with a composite-star network 3310, 3315 can be
based on expected mutual traffic among the edge nodes.

[0235] Each low capacity edge node 3325 belongs only to
one of the horizontal non-uniform composite-star networks
3310 and has links to and from one of the horizontal optical
cores 3360H. A high capacity edge node 3320 belongs to
both one of the horizontal non-uniform composite-star net-
works 3310 and one of the lateral uniform composite-star
networks 3315 and has links to and from one of the
horizontal optical cores 3360H and one of the lateral optical
cores 3360L. Each composite-star network 3310, 3315 may
be viewed as an autonomous network. The lattice structure
interconnecting the plurality of horizontal non-uniform
composite-star networks 3210 enables a higher-scalability
than the use of a traditional full mesh to interconnect
autonomous networks.

[0236] Consider a non-uniform composite-star network
similar to the network 900 of FIG. 9 but having 120
symmetrical edge nodes where 16 edge nodes have nine dual
links each, a dual link comprising an uplink and a downlink,
with each uplink and each downlink having 32 wavelength
channels, each channel carrying an optical signal modulated
at 10 GB/s. Each of the remaining 104 edge nodes has seven
dual links, with each uplink and each downlink having eight
channels of 10 Gb/s capacity each.

[0237] The 16 edge nodes serve as high capacity edge
nodes. Allocating four dual links per high-capacity edge
node (i.e., 128 source ports and 128 sink ports) to traffic
sources and sinks and five dual links to connect to the
non-uniform optical core 3360H allows an internal expan-
sion (5:4) that virtually eliminates internal blocking. Internal
blocking, by definition, is the unavailability of a path
between a free source port in any edge node and a free sink
port in any other edge node. With respect to the 104 lower
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capacity edge nodes, allocating three dual links per lower-
capacity edge node (i.e., 24 source ports and 24 sink ports)
to traffic sources and sinks and four dual links to connect to
the non-uniform optical core allows an internal expansion
(4:3).

[0238] The-core nodes in the non-uniform core can have
different reach indices. A core node in which at least one
input link originates from each edge node and at least one
output link terminates in each edge node is a full-reach core
node, as described earlier. To avoid, or significantly reduce,
tandem switching through a cross-point edge node within a
non-uniform composite-star network 3310, at least one of
the core nodes in the network 3310 under consideration must
be a full-reach core node. Consequently, a full-reach core
node must have at least one switching plane of 120x120
connectivity. As described earlier with reference to FIG. 29,
the required number of switching planes is determined as:
(16x32+104x8)/120=11.2, which must be rounded up to 12.
Thus, 12 switch planes, of which eight switching planes are
full-coverage planes and four switching planes are partial
coverage planes, may be used. The assignment of channels
from input links to the input ports of the switching planes,
and the assignment of output ports of the switching planes
to channels of output links can be determined according to
the algorithm described hereinbefore with reference to FIG.
29.

[0239] The number of core nodes may be limited to four,
and the fourth core node would connect to two dual links
from each of the 16 high capacity edge nodes. The number
of switching planes would then be: (2x16x32+104x8)/120=
15.47, which must be rounded up to 16 switching planes,
each having a connectivity of 120x120.

[0240] Alternatively, five core nodes may be used, of
which three are full-reach core nodes, each having 12
switching planes as described above. The 104 low-capacity
edge nodes are divided into two groups of 52 edge nodes
each. Each of the remaining two core nodes is a partial-reach
core node having a 32-channel input link from each of the
16 high capacity edge nodes, a 32-channel output link to
each of the 16 high capacity edge nodes, an eight-channel
input link from each of 52 low-capacity edge nodes, and an
eight-channel output link to each of 52 low-capacity edge
nodes. The number of ports per partial-reach switching plane
is then 68 (16 ports receiving channels from the 16 high-
capacity edge nodes and 52 ports receiving channels from 52
low-capacity edge nodes). The number of switching planes
per partial-reach core node is determined as: (16x32+52x
8)/68=13.64, which must be rounded up to 14 switching
planes. An advantage of using a larger number of core nodes
is a reduced fiber-distance to and from the edge nodes. A
disadvantage of using a larger number of core nodes is that
it can necessitate the use of partial-reach core nodes and,
hence, reduced core-node connectivity. This may force a
proportion of traffic to resort to tandem switching where an
intermediate edge node may be used for a connection.

[0241] Where the structure of the exemplary two-dimen-
sional irregular composite star network 3300 is applied to
the parameters described above, each high capacity edge
node connects to a horizontal non-uniform core and to a
lateral uniform core of a lateral composite-star network.
With a high-capacity edge node having 9 uplinks and 9
downlinks, each link having 32 channels, a suitable arrange-
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ment would lead to allocating 96 source ports, 96 sink ports
to connect to traffic sources and traffic sinks, four uplinks
and four downlinks of 32 channels each to connect to the
horizontal non-uniform core and two uplinks and two down-
links of 32 channels each to connect to the lateral uniform
core of a respective lateral network. The 104 lower capacity
edge nodes per non-uniform network 3310 connect only to
a non-uniform optical core 3360H and, as described above,
three dual links per lower-capacity edge node (i.e., 24 source
ports and 24 sink ports) are allocated to traffic sources and
sinks and four dual links connect to the non-uniform optical
core 3360H.

[0242] The horizontal non-uniform core may now have
four identical optical core nodes, each having 12 switching
planes of connectivity 120x120 (input portsxoutput ports).
Each of the four identical optical core nodes is arranged to
support 16 input links of 32 channels each, 104 input links
of eight channels each, 16 output links of 32 channels each
and 104 output links of eight channels each. Although the
four optical core nodes are identical, the optical core is still
termed non-uniform because at least two of the switching
planes of each of the optical core nodes have a different
coverage index.

[0243] A two-dimensional network having 64 non-uni-
form composite-star networks, with the parameters above
(16 edge nodes with 96 source/sink ports each and 104 edge
nodes with 24 source/sink ports each), would have a total
number of source/sink ports of 258,048, and with each
source or sink port operating at 10 Gb/s, the total access
capacity is about 2.58 petabits per second.

[0244] The selection of geographic locations for the edge
nodes, and the grouping of high capacity edge nodes to form
lateral networks are inter-related. This is a combinatorial-
optimization problem that may be solved using heuristics.

[0245] Routing

[0246] 1t is common practice to facilitate routing of data
from a source edge node to a sink edge node through a given
network by providing, at the source edge node, a routing
table. Such a routing table preferably includes a route set
associated with each sink edge node reachable by the source
edge node through the given network. The route set is a
listing of selected routes from the source edge node to the
sink edge node. A source edge node and a sink edge node
define a “node-pair” and a route set is associated with each
node pair.

[0247] 1In a single-dimensional, non-uniform, composite-
star network, the number of direct routes in a route set
associated with a particular source edge node and a particu-
lar sink edge node is equal to the number of optical core
nodes in the optical core to which the source edge node and
the sink node connect. Additional, indirect routes, through
tandem edge nodes, may also be included in the route set.
Where the number of optical core nodes is relatively small,
the number of routes per route set may be manageable.
However, in a two-dimensional, non-uniform, composite-
star network, the routing table at a source edge node may
contain routes to sink edge nodes that are not connected to
the source edge node directly through an optical core. The
number of routes for a node-pair can be very large and,
therefore, it may not be beneficial to list all the possible
routes, between the edge nodes forming the node-pair, in the
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routing table. The derivation of route sets in a two-dimen-
sional non-uniform, composite-star network is described
below with reference to FIGS. 34 to 40.

[0248] For a given node-pair, a subset of selected routes
may be listed in the associated route set in the routing table
at the source edge node of the node-pair. The subset can be
calculated according to certain route metrics. Route metrics
can be based on factors such as administration constraints,
link capacity, distance, cost and reliability. In a network
having a relatively small number of edge nodes, route sets
can be calculated by a network controller and distributed to
controllers of the edge nodes. In a wide-coverage network
having a large number of edge nodes, route set derivation
may be a concerted effort of edge node controllers. Route
sets need not be calculated frequently, for instance, only
when the topology of the network is modified, i.e., when
links and nodes are added or removed. Routes in each route
set may be ordered according to a composite metric based on
the aforementioned factors. A routing procedure at a par-
ticular source edge node can be used to select routes based
on the ordered list of routes.

[0249] Route Set Formation

[0250] In review, in order to facilitate the process of
finding a route having a sufficient free capacity to accom-
modate a connection request, a route set for each edge-node
pair is created and sorted according to a prescribed criterion.
The derivation of the route set is an “off-line” process that
need only be executed whenever relevant topological
changes take place. The routes in a route set are sorted
according to some route merit index.

[0251] In the non-uniform composite-star network 900 of
FIG. 9, a direct route is defined by a core node and the
preferred route merit index is a function of the reach of the
core node and the propagation delay along the route from the
source edge node to the sink edge node for which the route
set is created. A simple function to determine route merit
index would be the product of reach and propagation delay.
Thus, a first route having a reach of eight and a propagation
delay of ten milliseconds and a second route having a reach
of 32 and a propagation delay of 2.5 milliseconds, would
have the same route merit index of 80. When two or more
routes have equal route merit indices, each may be selected
at random or according to a cyclic discipline.

[0252] FIG. 34 illustrates the connectivity of two edge
nodes in the network 900 of FIG. 9. In particular, the
connectivity is shown for a source edge node 920-5 and a
sink edge node 920-12. The source edge node 920-5 can
reach four core nodes 950-2, 950-3, 950-4, 950-5 while the
sink edge node 920-12 can be reached only from two core
nodes, namely, the fourth core node 950-4 and the fifth core
node 950-5. Consequently, the route set contains only two
routes, one through each of the core nodes 950-4, 950-5 that
connect to both the source edge node 920-5 and the sink
edge node 920-12. The fourth core node 950-4 can reach 12
edge nodes, as indicated in FIG. 34, while the fifth core node
950-5 can reach 20 edge nodes. Thus the reach indices of the
two core nodes 950-4, 950-5 are 12 and 20, respectively.
Where a route through the fourth core node 950-4 has a
propagation delay of five milliseconds and a route through
the fifth core node 950-5 has a propagation delay of 3.5
milliseconds, the route merit indices of the routes are 60 and
70, respectively (12 times 5 and 20 times 3.5). The route
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through the fourth core node 950-4 is therefore preferable,
as the route has a lower route merit index, and would be
selected if the route can accommodate the capacity specified
in a connection request. In the network 900 of FIG. 34, a
route set is defined by a subset of core nodes 950. A route
set from a first edge node to a second edge node is not
necessarily defined by the same core nodes defining the
route set from the second edge node to the first edge node.

[0253] In the exemplary two-dimensional irregular com-
posite star network 3300 of FIG. 33, the routes from an edge
node 3320, 3325 within a non-uniform composite-star net-
work 3310 to another edge node 3320, 3325 within the same
non-uniform composite-star network 3310, are preferably
confined to that non-uniform composite-star network. A
route from a source high capacity edge node 3320 in a first
non-uniform composite-star network 3310 to a sink high
capacity edge node 3320 in a second non-uniform compos-
ite-star network 3310 is either direct, through the uniform
core 3360L, or has two hops, either one hop through the first
non-uniform composite-star network 3310 and another hop
through a lateral composite-star network 3315 or one hop
through the lateral composite-star network 3315 to which
the source high capacity edge node 3320 belongs and
another hop through the second non-uniform composite-star
network 3310.

[0254] A route from a low capacity edge node 3325 in a
first non-uniform composite-star network 3310 to a low
capacity edge node 3325 in a second non-uniform compos-
ite-star network 3310 includes three hops. Two alternative
three-hop routes are indicated in FIG. 35 for a connection
between a source low capacity edge node 3325X and a sink
low capacity edge node 3325Y. The first of the alternative
routes begins with a hop through the first non-uniform
composite-star network 3310 to a first cross-point high
capacity edge node 3320P, continues with a hop through a
lateral composite-star network 3315 to a second cross-point
high capacity edge node 3320Q and finishes with a hop
through the second non-uniform composite-star network
3310 to the sink low capacity edge node 3325Y. The second
of the alternative routes begins with a hop through the first
non-uniform composite-star network 3310 to a third cross-
point high capacity edge node 3320A, continues with a hop
through a lateral composite-star network 3315 to a fourth
cross-point high capacity edge node 3320B and finishes with
a hop through the second non-uniform composite-star net-
work 3316 to the sink low capacity edge node 3325Y.

[0255] A core node in a given composite-star network has
a controller which is aware of the originating edge node of
each input link of the core node and the terminating edge
node of each output link of the core node. The core node
controller can, therefore, determine the edge-node pairs that
can exchange signals through the core node. The core node
controller may then inform a controller of each edge node of
the other edge nodes that can be reached through the core
node.

[0256] A composite-star network has a plurality of core
nodes, with each core node controller providing to a con-
troller of each edge node information about the other edge
nodes that can be reached through said each core node. Each
edge node controller can then construct a route set from the
edge node to each other edge node in the composite-star
network.
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[0257] Each edge node can also estimate the one-way
propagation delay along each route in each of its route sets.
If a route from an edge node X to an edge node Y and a route
from edge node Y to edge node X follow the same physical
path, the propagation delays in the opposite directions would
have a negligible difference. The one-way propagation delay
is then conveniently determined by measuring a round-trip
propagation delay and dividing the measurement by two. If
the physical paths in the opposite directions have signifi-
cantly different lengths, then other means for determining
the one-way propagation delay would be needed. Tech-
niques for measurement of propagation delay are known in
the art and are not discussed herein.

[0258] Insummary, within each composite-star network, a
controller of each edge node can determine a route set to
each other edge node, with each route set including a
plurality of routes, each route being defined by a core node.
The controller of each edge node also has an estimate of the
propagation delay along each route in each route set. A
descriptor of each route in a route set from a first edge node
to a second edge node within the same composite-star
network would include five fields: an identifier of a first edge
node, an identifier of a core node, an identifier of a second
edge node, a core-node reach index and an estimate of the
propagation delay along the route from the first edge node to
the second edge node through the core node.

[0259] Route Set in a Two-Dimensional Network

[0260] The exemplary two-dimensional irregular compos-
ite star network 3300 of FIG. 33 has n>1 independent
non-uniform composite-star networks 3310 and m=1 lateral
composite-star networks 3315. Each non-uniform compos-
ite-star network 3310 includes both high capacity edge
nodes 3320 and low capacity edge nodes 3325 and each
lateral composite-star network 3315 includes only high
capacity edge nodes 3320, each of which also belongs to an
independent non-uniform composite-star network 3310. A
route set from one edge node 3320, 3325 to each other edge
node 3320, 3325 within a non-uniform composite-star net-
work 3310 is hereinafter called a principal route set and a
route set from a high capacity edge node 3320 to each other
high capacity edge node 3320 within a lateral composite-star
network 3315 is hereinafter called a lateral route set. A
controller of a low capacity edge node 3325 stores principal
route sets of the low capacity edge node 3325 within the
non-uniform composite-star network 3310 to which it
belongs. In addition to principal route sets, the controller of
a high capacity edge node 3320, which is the intersection
point of two composite-star networks 3310, 3315 stores
lateral route sets for the high capacity edge node 3320 within
the lateral composite-star network 3315 to which it belongs.

[0261] In order to enable each edge node to compute a
route-description list (see list 4000 of FIG. 40), each high
capacity edge node 3320 at the intersection of a non-uniform
composite-star network 3310 and a lateral composite-star
network 3315 communicates a description of all the princi-
pal route sets within the non-uniform composite-star net-
work 3310 to each other high capacity edge node 3320 in the
lateral composite-star network 3315. Thus each high capac-
ity edge node 3320 in a lateral composite-star network 3315
has knowledge of each principal route set from each other
high capacity edge node 3320 in the lateral composite-star
network 3315.

Jan. 6, 2005

[0262] Routing in a Non-Uniform Two-Dimensional Net-
work

[0263] The methods, of route selection in the exemplary
two-dimensional irregular composite star network 3300 of
FIG. 33, in accordance with the present invention, include:
coarse route selection, fine route selection and adaptive
coarse route selection.

[0264] Coarse Route Selection

[0265] A trail is defined herein by a source edge node, a
sink edge node and traversed cross-point edge nodes, if any.
A coarse route set for any edge-node pair comprises at least
one trail. A trail comprises one or more segments and each
segment comprises parallel routes between two edge nodes
through optical core nodes. A track from a source edge node
to a sink edge node is a concatenation of routes, one from
each segment. The trails in a coarse route set can be sorted
according to a merit criterion that combines propagation
delay along the shortest route between successive edge
nodes and the reach index of each traversed edge node,
where the reach index of a given edge node is the number of
core nodes to which the given edge node connects. The
sorted routes are examined sequentially with each connec-
tion request. The process of route selection based on trails
and the tracks within a trail will be further illustrated with
reference to FIG. 36.

[0266] Fine Route Selection

[0267] In this method, the route set includes all the tracks
corresponding to each trail. The tracks are sorted according
to a merit criterion that combines the propagation delay
along each track and the reach index of cross-point edge
nodes traversed. The routes are examined sequentially. This
method requires storage of a relatively-large route-descrip-
tion data and can be time-consuming, resulting in a reduced
connection-request processing rate. It is noted that routes in
consecutive entries in the table of sorted routes may belong
to different trails.

[0268] Adaptive Coarse Route Selection

[0269] This method is adapted from a selective routing
method described in U.S. Pat. No. 5,629,930, issued to
Beshai et al. and titled “Call routing in an ATM switching
network”. In the adaptive coarse route selection method, the
trails in a coarse route set are presorted according to a merit
criterion. To select a route, the trails are examined sequen-
tially, until a track having a sufficient unassigned capacity is
found, for connection requests specifying a capacity require-
ment not exceeding a prescribed threshold, 10 megabits per
second, for example. For capacity requirements exceeding
the threshold, two trails, selected according to a merit
criterion, are examined simultaneously. A routing message is
sent along each of the selected two trails, and each edge node
indicates, in a respective field in the message, the propaga-
tion delay along the selected paths. The routing message is
returned to the source node by the destination node. If only
one of the trails can accommodate the connection, that one
trail is selected. If the two trails can accommodate the
connection request, the source edge node may then select the
trail offering a track of lower propagation delay. The selec-
tion may be made on the basis of more elaborate criteria,
such as a function of propagation delay and reach-indices of
traversed core nodes. If neither of the trails can accommo-
date the connection, a subsequent trail is attempted.
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[0270] An edge node 3320, 3325 in the non-uniform
composite-star network 3310 views each other non-uniform
composite-star network 3310 as a foreign network.

[0271] Selection of Route Set Generation Method

[0272] As described earlier, there are two approaches to
defining a route set. The first is based on specifying trails,
thus a route set reduces to a “trail set” and the second is
based on specifying tracks, thus a route set becomes a “track
set”. The decision to adopt a routing discipline based on trail
sets or a routing discipline based on track sets is heavily
dependent on the number of nodes in the network. The
routing discipline based on track sets requires storing a
detailed data record for each track, as illustrated in FIG. 40,
and may not be suitable for a network having a very large
number of nodes, exceeding 10,000 for example, due to both
the storage requirement and the signaling overhead. A
threshold number of nodes, below which the use of the
routing discipline based on track sets is preferred, is a design
choice. Further details on the derivation of trail sets and
track sets are given below.

[0273] The Trail Set Method

[0274] A first edge node has a single trail to a second edge
node if the first edge node and the second edge node belong
to the same non-uniform composite-star network 3310 (see
FIG. 33) or the same lateral composite-star network 3315.
This single trail includes only one segment. As defined
carlier, a segment comprises parallel paths between two
edge nodes through optical core nodes.

[0275] If the second edge node belongs to a foreign
non-uniform network, a trail from the first edge node to the
second edge node may be fully defined by a single high
capacity edge node. The trails in a trail set are determined as
follows:

[0276] (a) In a local non-uniform network 3310 hav-
ing m=1 high capacity edge nodes, a low capacity
edge node 3325 has a trail set describing m trails,
each trail having three segments. The low capacity
edge node 3325 need only include, in its trail set to
each low capacity edge node belonging to a foreign
network, m identifiers, one identifier corresponding
to each of the m high capacity edge nodes in the local
non-uniform network 3310. Although the trails from
edge nodes in the local non-uniform network to each
of the edge nodes in a foreign non-uniform network
have the same m identifiers, each of the trails can
have a different trail merit index, which is included
in the description of respective trail sets. The trail
merit indices can be different because each trail has
three segments and any two trails intersect in at most
two segments.

[0277] (b) The above low capacity edge node has one
trail, which comprises two segments, to each high
capacity edge node in the foreign non-uniform net-
work. The low capacity edge node need only include,
in its trail set to each high capacity edge node in the
foreign non-uniform network, a single identifier. The
identifier identifies a high capacity edge node that is
in the local non-uniform network and in a lateral
network through which the high capacity edge node
that is in the local non-uniform network connects to
the high capacity edge node that is in the foreign
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non-uniform network. As defined earlier, the high
capacity edge node in the local non-uniform network
is called the “cross-point edge node” of the local
non-uniform network and the lateral network.

[0278] (c) A high capacity edge node belonging to a
local non-uniform network and a lateral network has
one trail, which comprises two segments, to each
edge node in a foreign non-uniform network that
does not belong to the lateral network.

[0279] The Track Set Method

[0280] Consider a two-dimensional non-uniform compos-
ite star network having H>1 non-uniform networks, each
non-uniform network having m=1 high capacity edge
nodes, resulting in m lateral networks. The j*™ non-uniform
network, 1=j=H, has y(j) low capacity edge nodes 3325, m
high capacity edge nodes and a(j) optical core nodes. The k'™
lateral network, 1=k=m, has b(k) optical core nodes. A
track may be identified by a data record. A track set is
determined as follows:

[0281] (a) Only one trail is allocated from a given
low capacity edge node in the h™ non-uniform net-
work to another (high capacity or low capacity) edge
node in the h™ non-uniform network. The trail
includes a(h) tracks, each defined by one of the a(h)
optical core nodes in the h™ non-uniform network.
There are (y(h)-1+m) other edge nodes in the h™
non-uniform network. The corresponding number of
data records to be stored at the given low capacity
edge node is then:

a(h)x(x(h)-1+m) ®

[0282] (b) There are m high capacity edge nodes in
each of the H non-uniform networks. A given low
capacity edge node in the h™ non-uniform network
can reach a given high capacity edge node in a j™
foreign (j=h) non-uniform network through m trails,
with the k™ trail, 1=k=m, having a number of
permuted tracks equal to: a(h)xb(k). It is noted,
however, that although there may be numerous per-
muted tracks available, the number of tracks that can
be used simultaneously is the lesser of a(h) and b(k).
The corresponding number of data records to be
stored at the given low capacity edge node to cover
all high capacity edge nodes in foreign non-uniform
networks is then:

m (2)
(H = Dyxa(h) xZ k)

k=1

[0283] (c) There are m trails from a given low
capacity edge node in the h™ non-uniform network to
each low capacity edge node in the j* foreign non-
uniform network (j=h). Each of the m trails is defined
by one of the m lateral networks. The k' trail
through the k™ lateral network, 1=k=m, comprises
three segments the first segment having a(h) paths,
the second segment having b(k) paths and the third
segment having a(j) paths. Thus, the number of
permuted tracks in the k™ trail is: a(h)xb(k)xa(j). The
total number of data records to be stored at the given
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low capacity edge node to cover all low capacity
edge nodes in the (H-1) foreign non-uniform net-
works is then:

n H 3)

Zb(k) x > atxi.

J=1,j#h

a(h) x

k=1

[0284] (d) The total number of tracks from given
low capacity edge node in the h™ non-uniform net-
work is then determined from the expression:

H

H-1+ ) a()x()

AL jh

“)
a(h)

YW +m—1+ {Z b(k)}x
k=1

[0285] Consider a two-dimensional non-uniform compos-
ite star network having 16 non-uniform networks and four
lateral networks, where each non-uniform network has four
core nodes, four high capacity edge nodes and 28 low
capacity edge nodes and each lateral network has three core
nodes. The number of tracks from a given low capacity edge
node to the remaining edge nodes in the two-dimensional
non-uniform composite star network can be determined
from expression (4) as 81,484 (with H=16, m=4, ¥(j)=28,
a(j)=4, 1=j=H and b(k)=3, 1=k=m).

[0286] The total number of single-hop paths can then be
determined as 243,484. With a nominal record length per
single-hop path of 16 bytes, the total storage requirement at
the given low capacity edge node is 3.896 megabytes.

[0287] In a network with H=64, m=8, %(j)=120, a)=4,
1Zj<H, and b(k)=3, 1=k=m, the number of tracks may be
determined to be 2,909,596 and the number of single-hop
paths to be 8,721,724. With a nominal record length of 16
bytes per single-hop path, the storage requirement at the
given low capacity edge node would be about 139.5 mega-
bytes.

[0288] FIG. 36 illustrates routes from a source edge node
3325X to a sink edge node 3325Y in the exemplary two-
dimensional irregular composite star network 3300 of FIG.
33, which includes low capacity edge nodes 3325, each
connecting only to a non-uniform core 3360H and high
capacity edge nodes 3320, each connecting to a non-uniform
core 3360H as well as a uniform core 3360L. FIG. 36
illustrates that there are two trails from the source edge node
3325X to the sink edge node 3325Y, where each trail is
defined by a sequence of edge nodes including the source
edge node 3325X, the sink edge node 3325Y and two
cross-point edge nodes. Each trail comprises a chain of
segments, where a segment is defined by two edge nodes
3320, 3325 connecting through an optical core which may
comprise several core nodes. A segment may have two or
more parallel paths, each path being defined by a core node.
Each trail in this example comprises three segments. There
are four parallel paths (3611, 3612, 3613 and 3614) in the
segment between the source edge node 3325X and the first
cross-point high capacity edge node 3320P, two paths (3515,
3516) in the segment between the first cross-point high
capacity edge node 3320P and the second cross-point high
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capacity edge node 3320Q, and four paths (3617, 3618,
3619, 3620) in the segment between the second cross-point
high capacity edge node 3320Q and the sink edge node
3325Y. The optical core nodes defining the paths are omitted
in FIG. 36 for clarity.

[0289] In review, a route description can be coarse, indi-
cating only the edge nodes traversed, or fine, indicating the
specific paths used. In a coarse route description, only the
traversed edge nodes are indicated and, when the coarse
route description is used, one of the parallel paths from a first
edge node to a second edge node is selected by the edge node
at the origin of each segment. Thus, to use the coarse route
description is [3325X, 3320P, 3320Q, 3325Y], the source
edge node 3325X may select one of paths (3611, 3612, 3613
and 3614), the first cross-point high capacity edge node,
3320P may select either of paths 3615 and 3616 and the
second cross-point high capacity edge node 3320Q may
select one of the four paths (3617, 3618, 3619, and 3620).

[0290] A fine route description for the trail described by
the coarse route description [3325X, 3320P, 33200Q, 3325Y]
provides all 32 possible tracks, including [{3611, 3615,
3617}, {3611, 3615, 3618}, . . ., {3614, 3616, 3620} ].

[0291] Careful review of the exemplary two-dimensional
irregular composite star network 3300, as illustrated in FIG.
36, should lead to the conclusion that there exist two trails
from the source edge node 3325X to the sink edge node
3325Y. The two trails may be referred to by the coarse route
descriptions [3325X, 3320P, 3320Q, 3325Y] and [3325X,
3320A, 3320B, 3325Y]. Furthermore, in the fine route
description of the two trails there will be a total of 40
possible tracks (4x2x4+2x2x2).

[0292] In a network having 16 high capacity edge nodes
per non-uniform composite-star network, with four core
nodes per non-uniform composite-star network and two core
nodes per lateral uniform composite-star network, the num-
ber of trails between two low capacity edge nodes belonging
to different networks 3310 is 16 and the corresponding
number of tracks is 16x4x2x4=512.

[0293] Each non-uniform composite-star network may be
prearranged to cover a specific geographical area or repre-
sent a single administrative domain. Preferably, the high
capacity edge nodes 3320 that are connected to two optical
cores will be the edge nodes of higher capacity, relative to
other edge nodes in the same non-uniform composite-star
network.

[0294] The partition of a network into geographical areas
and administrative domains is facilitated by the use of the
two-dimensional, non-uniform, composite-star network
architecture. A single-dimensional, non-uniform, composite-
star network can cover a smaller geographical area or be
under the control of a single administrative domain. For
example, a horizontal single-dimensional, non-uniform,
composite-star network 3310 formed by the edge nodes
3320, 3325 connected to the optical core 3360H may cover
the state of California. The lateral single-dimensional, uni-
form, composite-star network 3315 formed by the high
capacity edge nodes 3320 connected to the lateral optical
core 33601 may be a transcontinental backbone of a first
network provider, interconnecting single-dimensional, non-
uniform, composite-star networks 3310 from various areas.
It is desirable that most traffic be exchanged through direct
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optical connections, with a small proportion of the traffic
transferred to destination sink nodes through cross-point
edge nodes.

[0295] Advantageously, the use of single optical hops
provided by two-dimensional, composite-star networks
allows the use of TDM in the optical domain, increasing the
effective reach of the edge nodes. As well, confining a
single-dimensional, non-uniform composite-star network to
a small geographic area keeps fiber distances short and
propagation delays low.

[0296] FIG. 37 illustrates a trail 3700 in a two-dimen-
sional network, comprising three segments, from a source
edge node 3720A to a sink edge node 3720D through a first
cross-point edge node 3720B and a second cross-point edge
node 3720C. The first segment is defined by the source edge
node 3720A and the first cross-point edge node 3720B, and
has four parallel paths defined by core nodes 3740p, 3740q,
3740r and 3740s. The second segment is defined by the first
cross-point edge node 3720B and the second cross-point
edge node 3720C and comprises two parallel paths defined
by core nodes 3740¢ and 3740u. The third segment is defined
by the second cross-point edge node 3720C and the sink
edge node 3720D and has three parallel paths defined by
core nodes 3740v, 3740w and 3740x.

[0297] The propagation delays along each path in FIG. 37
and the reach indices of the associated core nodes are
indicated in a table 3800 in FIG. 38 which illustrates a part
of a routing decision table for one trail between the source
edge node 3720A and the sink edge node 3720D. Each
element of a first column 3810 of table 3800 of FIG. 38
identifies a segment of the trail. Elements of a second
column 3820 define the parallel paths for each segment by
a core node reference letter. A third column 3830 lists the
reach index of each of the optical core nodes referenced in
the second column 3820. A fourth column 3840 indicates the
one-way propagation delay for each route defined by the
core node referenced in the second column 3820. A fifth
column 3850 indicates the route merit index of each route,
the route merit index being defined, in this example, as the
product of a reach index of a core node defining a route and
the propagation delay along the route. A sixth column 3860
is the only column to hold state-dependent information. The
sixth column 3860 indicates the available free capacity
along each route. This entry is only computed when needed.
The capacity may be defined in terms of wavelength chan-
nels, in a channel-switching network, or may be defined in
terms of available time slots per TDM frame in a TDM
switching network.

[0298] A table 3900 illustrated in FIG. 39 lists the 24
possible tracks between the source edge node 3720A and the
sink edge node 3720D through the single trail 3700 of FIG.
37. A first column 3910 defines each track according to all
the nodes, edge or core, that the track traverses. A second
column 3920 illustrates the calculation of a track merit index
for each track.

[0299] A track set 4000 illustrated in FIG. 40 lists the
tracks from the table 3900 of FIG. 39 sorted in an ascending
order according to the track merit index. The vacancy along
each track, determined by the single-hop path that has the
least vacancy, is also indicated. The vacancy in this example
is given as a number of unassigned time slots. If a connec-
tion request arrives at the source edge node 3720A requiring
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12 time slots, a review of the first rows of the track set 4000
of FIG. 40 yields the information that neither of the first two
tracks, A-q-B-t-C-v-D or A-q-B-t-C-x-D, can accommodate
the connection request, as each track has only eight free time
slots. The third track, having a vacancy of 34 time slots,
would then be selected, by the source edge node 3720A, to
accommodate the connection request.

[0300] When a master track set, made up of the contents
of multiple track sets such as the track set 4000 illustrated in
FIG. 40, is too large to maintain, routing decisions may be
made based on a trail set. As discussed hereinbefore, the trail
set includes a trail merit index associated with each trail and
each trail is associated with a plurality of tracks from the
source edge node to the sink edge node. The trail having the
optimum trail merit index may be selected as a candidate
trail to satisfy a connection request. A trail merit index for
a given ftrail is based on the track merit indices of the
plurality of tracks associated with the given trail. Once a
candidate trail has been selected, a candidate track may be
selected having the optimum track merit index among the
tracks associated with the candidate trail. The vacancy of the
candidate track is then determined and, where the vacancy
equals or exceeds the required capacity specified in the
connection request, an acceptance indication indicating an
acceptance of the connection request may be transmitted to
the origin of the connection request.

[0301] The trail merit index for a given trail may be
determined in a number of different ways. For instance, the
trail merit index for a given trail may be determined as an
optimum track merit index among the track merit indices of
the plurality of tracks associated with the given trail. Alter-
natively, the trail merit index for a given trail may be
determined as an average of track merit indices of each of
the plurality of tracks associated with the given trail. Addi-
tionally, the trail merit index for a given trail may be
determined as a weighted average of track merit indices of
each of the plurality of tracks associated with the given trail.

[0302] Advantageously, the use of an optical core network
having diverse nodal capacities allows for the use of edge
nodes of diverse nodal capacities and the deployment of a
partial, non-uniform, composite-star network long before a
need develops for a complete, uniform, composite-star net-
work.

[0303] The use of network routes traversing consecutive
optical core nodes leads to a rigid inefficient network.
Uniform complete networks using composite-star structures
provide agility, high performance and high efficiency. The
structure enables the use of fine granularity of capacity
allocation. However, there is further room for optimizing the
overall length of optical links if the network is incomplete,
utilizing edge nodes of dissimilar capacity and reach and
core nodes of different capacity and reach.

[0304] Other modifications will be apparent to those
skilled in the art and, therefore, the invention is defined in
the claims.

We claim:
1. An optical core node comprising:
a plurality of optical switching planes;

said optical core node interfacing, at an input side, with a
plurality of input links, each of said plurality of input
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links carrying at least one wavelength channel, and
interfacing, at an output side, with a plurality of output
links, each of said plurality of output links carrying at
least one wavelength channel, wherein at least two of
said plurality of input links carry different numbers of
wavelength channels and at least two of said plurality
of output links carry different numbers of wavelength
channels;

where said wavelength channels of said input links are
connected to said input side and said wavelength chan-
nels of said output links are connected to said output
side so that:

at least one of said plurality of optical switching planes
is a full-coverage optical switching plane connected
to each of said plurality of input links by at least one
wavelength channel and connected to each of said
plurality of output links by at least one wavelength
channel; and

at least one of said plurality of optical switching planes
is a partial-coverage optical switching plane con-
necting to a subset of said plurality of input links and
a subset of said plurality of output links.
2. An optical core node in a wavelength division multi-
plexed network wherein links between nodes carry wave-
length channels, said optical core node comprising:

a plurality of demultiplexers, each of said plurality of
demultiplexers receiving at least two wavelength chan-
nels on a corresponding input link;

a plurality of multiplexers, each of said plurality of
multiplexers transmitting at least two wavelength chan-
nels on a corresponding output link;

a plurality of optical switching planes including:

at least one full-coverage optical switching plane
receiving at least one wavelength channel from each
of said plurality of demultiplexers and transmitting at
least one wavelength channel to each of said plural-
ity of multiplexers; and

at least one partial-coverage optical switching plane
receiving at least one wavelength channel from
fewer than all of said plurality of demultiplexers and
transmitting at least one wavelength channel to fewer
than all of said plurality of multiplexers.

3. The optical core node of claim 2 wherein each of said
plurality of optical switching planes switch entire wave-
length channels.

4. The optical core node of claim 2 wherein each of said
plurality of optical switching planes switch time slots orga-
nized in a time division multiplexed frame.

5. The optical core node of claim 2 wherein:

said full-coverage optical switching plane receives optical
signals in a particular wavelength channel; and

said partial-coverage optical switching plane receives

optical signals in a first wavelength channel and optical

signals in a second wavelength channel, where said first

wavelength channel is distinct from said second wave-
length channel.

6. The optical core node of claim 5 wherein each of said

plurality of optical switching planes includes a plurality of
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input ports, where each of said plurality of input ports is
adapted to receive one of said optical signals in one of said
wavelength channels.

7. The optical core node of claim 6 further comprising a
wavelength converter, in optical communication with a
given input port of said plurality of input ports of one of said
plurality of optical switching planes, adapted to:

receive an optical signal in a wavelength channel;

alter the wavelength of said optical signal to give a
wavelength-altered optical signal; and

transmit said wavelength-altered optical signal to said

given input port.

8. The optical core node of claim 2 wherein said full-
coverage optical switching plane switches an optical signal
in a wavelength channel from any of said plurality of
demultiplexers to any of said plurality of multiplexers.

9. The optical core node of claim 2 wherein at least one
of said plurality of optical switching planes has a number of
input ports that differs from the number of input ports at
another of said plurality of optical switching planes.

10. A method of connecting a plurality of channels to a
plurality of ports of a switching node, the quantity of said
plurality of channels not exceeding the quantity of said
plurality of ports, where said plurality of channels are
arranged into M groups, M>1, each of said M groups having
a specified number of channels, where said plurality of ports
are arranged in N rows, N>1, each of said N rows having a
specified number of ports and where each of said plurality of
ports connects to at most one of said plurality of channels,
said method comprising:

sorting said M groups in a descending order according to
said specified number of channels, to give a plurality of
sorted groups indexed from 0 to (M-1);

sorting said N rows in a descending order according to
said specified number of ports, to give a plurality of
sorted rows indexed from 0 to (N-1);

considering each of said plurality of sorted groups in
order from most channels to least channels, where
considering a given group includes assigning a channel
from said given group to a selected port, where said
selected port is an unassigned port in the row having the
lowest row index of said plurality of sorted rows;

repeating said considering until the row of index (N-1)
has been reached; examining said sorted groups
sequentially starting with the sorted group of index 0;

scanning each of said plurality of sorted rows in a cyclic
discipline starting with the sorted row of index (N-1)
and progressing towards the sorted row of index 0; and

assigning one unassigned channel from each group having
at least one unassigned channel to an unassigned port
until all channels of said groups are assigned.

11. The method of claim 10 wherein said switching node
comprises a plurality of parallel switching planes and each
of said N rows corresponds to one of said plurality of
parallel switching planes.

12. The method of claim 11 wherein said ports in said
plurality of rows are separated into input ports and output
ports.
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13. The method of claim 12 wherein each of said plurality
of rows has the same number, P1, of input ports and the same
number, P2, of output ports.

14. The method of claim 13 wherein said M groups are
separated into J input groups and (M-J) output groups.

15. The method of claim 14 wherein said channels in each
of said J input groups and said (M-J) output groups are
optical wavelength channels carried by a fiber optic link.

16. The method of claim 15 wherein said number N of
said N rows is determined as the higher of N1 and N2, where
N1 and N2 are determined as:

1 J-1 1 K-1
NI = ﬁ; L(j), and N2 = ﬁé A,

where 1(j), 0=j<J, is the number of channels in input
group j;

uk), 0=k<K, is the number of channels in output group
k;

J is the number of said input groups; and

K is the number of output groups.

17. The method of claim 16 wherein said number, J, of
said J input links does not exceed said number, P1, of said
input ports and said number, K, of said K output links does
not exceed said number, P2, of said output ports.

18. A data structure for determining port vacancy in an
optical core node that includes a plurality of optical switch-
ing planes, said data structure comprising:

a plurality of fields, where each field of said plurality of
fields corresponds to a port in one optical switching
plane among said plurality of optical switching planes;

where said fields are logically arranged into rows accord-
ing to corresponding optical switching plane and logi-
cally arranged into columns according to an edge node
from which said port receives optical signals; and

where said rows are logically arranged by monotonically
increasing coverage of corresponding optical switching
plane, where said coverage of a given optical switching
plane is a measure of a number of input links on which
said given optical switching plane receives optical
signals and a number of output links on which said
given optical switching plane transmits optical signals.
19. The data structure of claim 18 wherein said port is an
input port of said one optical switching plane.
20. The data structure of claim 18 wherein said port is an
output port of said one optical switching plane.
21. An optical core node comprising:

a plurality of optical switching planes;

a plurality of demultiplexers, each of said plurality of
demultiplexers adapted to receive a signal on an input
link from a source edge node, demultiplex said signal
into a plurality of wavelength channels and send at least
one of said plurality of wavelength channels to at least
one of said plurality of optical switching planes; and

a core node controller adapted to receive a connection
request, where said connection request specifies a
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source edge node, a sink edge node and a requested
capacity, said core node controller operable to:

identify a subset of optical switching planes, in said
plurality of optical switching planes, where each of
said optical switching planes in said subset has an
unassigned path from an input link originating from
said source edge node to an output link terminating
on said sink edge node;

select a candidate optical switching plane, where said
candidate optical switching plane has the least cov-
erage index in said subset of optical switching
planes, where a coverage index of a given optical
switching plane is a measure of a number of input
links and output links with which said optical switch-
ing plane communicates; and

indicate, to said source edge node, an identity of a
wavelength channel corresponding to said candidate
optical switching plane.

22. The optical core node of claim 21 wherein at least one
of said optical switching planes has a number of input ports
that differs from a number of output ports.

23. The optical core node of claim 22 wherein at least two
of said demultiplexers output a different number of wave-
length channels.

24. The optical node of claim 22 wherein at least two of
said multiplexers receive a different number of wavelength
channels.

25. A method of selecting an optical switching plane to
satisfy a connection request within an optical core node
having a plurality of optical switching planes connecting to
a plurality of input links and a plurality of output links,
where said connection request includes a specified input
link, a specified output link and a requested capacity, said
method comprising:

determining a coverage index for each of said plurality of
optical switching planes, where a coverage index for a
given optical switching plane is a metric based on a
number of input links having at least one wavelength
channel connected to said given optical switching plane
and a number of output links having at least one
wavelength channel connected to said given optical
switching plane;

identifying a subset of optical switching planes, in said
plurality of optical switching planes, where each opti-
cal switching plane in said subset is connected to said
specified input link and said specified output link;

selecting a candidate optical switching plane, where said
candidate optical switching plane has the least coverage
index in said subset of optical switching planes; and

indicating to a source edge node connected to said speci-
fied input link a wavelength channel corresponding to
said candidate optical switching plane.

26. The method of claim 25 wherein at least one of said
plurality of optical switching planes has a number of input
ports that differs from a number of output ports.

27. The method of claim 25 wherein said coverage index
is determined as the lesser of said number of input links and
said number of output links.

28. The method of claim 25 wherein said coverage index
is determined as the arithmetic mean of said number of input
links and said number of output links.
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29. The method of claim 25 wherein said coverage index
is determined as the geometric mean of said number of input
links and said number of output links.

30. The method of claim 25 wherein at least one of said
optical switching planes connects to all said input links and
all said output links.

31. A method of selecting a candidate optical switching
plane through which to route a connection within an optical
core node having a plurality of optical switching planes, a
plurality of input links, and a plurality of output links, where
said selecting is responsive to receiving, at said optical core
node, a connection request specifying a specified source
node, a specified sink node and a required number of
wavelength channels, said method comprising:

identifying a source input link, from said plurality of input
links, originating from said specified source node;

identifying a sink output link, from said plurality of output
links, terminating on said specified sink node;

identifying a subset of optical switching planes, in said
plurality of optical switching planes, where said subset
includes those optical switching planes that are con-
nected to said source input link and said sink output
link;

selecting said candidate optical switching plane from said
subset of optical switching planes, such that said can-
didate optical switching plane has a least coverage
index among said subset of optical switching planes, a
coverage index of a given optical switching plane being
a metric based on a number of input links and a number
of output links to which said optical switching plane
connects;

determining a number of available input ports, of said
candidate optical switching plane, connected to said
source input link;

determining a number of available output ports, of said
candidate optical switching plane, connected to said
sink output link;

determining a number of allocable paths through said
candidate optical switching plane as the least of said
number of available input ports, said number of avail-
able output ports and said required number of wave-
length channels; and

where said number of allocable paths is equal to said
required number of wavelength channels, sending an
acceptance indication to said specified source node
indicating an acceptance of said connection request,
where said acceptance indication includes an identifi-
cation of wavelength channels corresponding to said
candidate optical switching plane.
32. The method of claim 31 wherein said number of
allocable paths is less than said required number of channels,
further comprising:

determining a remaining number of required wavelength
channels by reducing said number of required channels
by said number of allocable channels;

selecting a second candidate optical switching plane from
said subset of optical switching planes, such that said
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second candidate optical switching plane has a second
least coverage index among said subset of optical
switching planes;

determining a second number of available input ports, of
said second candidate optical switching plane, con-
nected to said source input link;

determining a second number of available output ports, of
said second candidate optical switching plane, con-
nected to said sink output link;

determining a second number of allocable paths through
said second candidate optical switching plane as the
least of said second number of available input ports,
said second number of available output ports and said
remaining number of required wavelength channels;

where said second number of allocable paths is equal to
said remaining number of required wavelength chan-
nels, sending an acceptance indication to said specified
source node indicating an acceptance of said connec-
tion request, where said acceptance indication includes
an identification of said wavelength channels corre-
sponding to said candidate optical switching plane and
wavelength channels corresponding to said second can-
didate optical switching plane.

33. The method of claim 31 wherein said plurality of input
links and output links are connected to said switching planes
according to a discipline such that said subset of optical
switching planes comprises optical switching planes that are
consecutive in a coverage index-based ranking of said
plurality of optical switching planes.

34. An optical core node receiving optical signals on a
plurality of input links and transmitting optical signals on a
plurality of output links, said optical core node comprising:

a plurality of optical switching planes, wherein at least
two of said plurality of optical switching planes have a
different coverage index, where a coverage index of a
given optical switching plane is a metric based on a
number of links, including input links from said plu-
rality of input links and output links from said plurality
of output links, in communication with said given
optical switching plane;

a plurality of demultiplexers, each of said plurality of
demultiplexers adapted to receive an optical signal
from a source edge node on one of said plurality of
input links, demultiplex said optical signal into a plu-
rality of wavelength channels and transmit at least one
of said plurality of wavelength channels to at least one
of said plurality of optical switching planes;

a plurality of multiplexers, each of said plurality of
multiplexers adapted to receive a plurality of wave-
length channels from at least one of said plurality of
optical switching planes, multiplex said plurality of
wavelength channels into an outgoing optical signal
and transmit said outgoing optical signal on one of said
plurality of output links to a sink edge node; and

a core node controller adapted to:

receive a connection request, where said connection
request specifies a specified source edge node, a
specified sink edge node and a requested number of
wavelength channels;
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form a subset of optical switching planes, where said
subset includes all optical switching planes, of said
plurality of optical switching planes, that receive at
least one wavelength channel originating at said
specified source edge node and transmit at least one
wavelength channel to terminate at said specified
sink edge node;

select a candidate optical switching plane in said subset
of optical switching planes, where said candidate
optical switching plane has a least coverage index
among said optical switching planes in said subset;

determine a number of available input ports, of said
candidate optical switching plane, connected to said
specified source edge node, determine a number of
available output ports, of said candidate optical
switching plane, connected to said specified sink
edge node;

determine an allocable number of paths as the least of
said number of available input ports, said number of
available output ports and said required number of
wavelength channels; and

where said allocable number of paths is equal to said
number of required paths, transmit an acceptance
indication to said specified source edge node indi-
cating an acceptance of said connection request,
where said acceptance indication includes an identity
of wavelength channels corresponding to said can-
didate optical switching plane.

35. The optical core node of claim 34 wherein said
coverage index of each of said plurality of optical switching
planes is equal to a degree of said each of said plurality of
optical switching planes, where a degree of a given optical
switching plane is a metric based on a number of ports
associated with said given optical switching plane, including
input ports and output ports.

36. A method of generating a schedule for a connection
within an optical core node having a plurality of optical
switching planes, where said generating is responsive to
receiving, at said optical core node, a connection request
specifying a specified source edge node, a specified sink
edge node and a required number of time slots in a time
division multiplexed frame, said method comprising:

identifying a subset of said plurality of optical switching
planes, where said subset includes all optical switching
planes, of said plurality of optical switching planes, that
receive at least one wavelength channel from said
specified source edge node and transmit at least one
wavelength channel to said specified sink edge node;

selecting a first candidate optical switching plane in said
subset of optical switching planes, such that said first
candidate optical switching plane has a minimum cov-
erage index among said optical switching planes in said
subset, where a coverage index of a given optical
switching plane is a metric based on a number of links,
including input links and output links, with which said
given optical switching plane communicates;

for a first time slot in said time division multiplexed frame
and for said first candidate optical switching plane:

determining a number of available input ports in com-
munication with said specified source edge node;

31
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determining a number of available output ports in
communication with said specified sink edge node;

determining an allocable number of paths as the least of
said number of available input ports, said number of
available output ports and said required number of
time slots; and

where said allocable number of paths is equal to said

required number of time slots, sending an acceptance

indication to said specified source edge node indi-

cating an acceptance of said connection request,

where said acceptance indication includes a schedule

including an identity of said first time slot and an

identity for each wavelength channel corresponding

to said available input ports at said first candidate
optical switching plane.

37. The method of claim 36 where said allocable number

of paths is less than said required number of time slots,

further comprising:

reducing said required number of time slots by said
number of allocable paths to give a remaining number
of required time slots; and

selecting a second candidate optical switching plane in
said subset of optical switching planes, such that said
second candidate optical switching plane has a second
least coverage index among said optical switching
planes in said subset;

for said first time slot and for said second candidate
optical switching plane:

determining a second number of available input ports in
communication with said specified source edge
node,

determining a second number of available output ports
in communication with said specified sink edge
node;

determining a second allocable number of paths as the
least of said second number of available input ports,
said second number of available output ports and
said remaining number of required time slots;

where said second allocable number of paths is equal to
said remaining number of required time slots, send-
ing an acceptance indication to said specified source
edge node indicating an acceptance of said connec-
tion request, where said acceptance indication
includes an identity of said first time slot and an
identity for each wavelength channel corresponding
to said available input ports at said first candidate
optical switching plane and said available input ports

at said second candidate optical switching plane.
38. The method of claim 37 while said remaining number
of required time slots is greater than zero, further comprising
selecting candidate optical switching planes in said subset in
order from least coverage index to greatest, determining
allocable numbers of paths for candidate optical switching
planes and, once all said optical switching planes have been
selected, repeating said selecting for a time slot subsequent,
in said time division multiplexed frame, to said first time

slot.

39. The method of claim 38 wherein said plurality of
optical switching planes are logically arranged in a sorted
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order so that said subset comprises q optical switching
planes indexed consecutively as optical switching planes 1
through q.

40. The method of claim 36 where said allocable number
of paths is less than said required number of time slots,
further comprising:

reducing said required number of time slots by said
number of allocable paths to give a remaining number
of required time slots; and

selecting a second time slot in said time division multi-
plexed frame;

for said second time slot and for said first candidate
optical switching plane:

determining a second number of available input ports in
communication with said specified source edge
node;

determining a second number of available output ports
in communication with said specified sink edge
node;

determine a second allocable number of paths as the
least of said second number of available input ports,
said second number of available output ports and
said remaining number of required time slots;

where said second allocable number of paths is equal to
said remaining number of required time slots, send-
ing an acceptance indication to said specified source
edge node indicating an acceptance of said connec-
tion request, where said acceptance indication
includes identities of said first and second time slots,
and an identity for each wavelength channel corre-
sponding to said available input ports at said first
candidate optical switching plane.

41. The method of claim 40 further comprising, while said
remaining number of required time slots is greater than zero,
selecting subsequent time slots in said time division multi-
plexed frame, determining allocable numbers of paths for
said first candidate optical switching plane and, once all said
subsequent time slots in said time division multiplexed
frame have been selected, repeating said selecting for sub-
sequent optical switching planes in said subset in order from
least coverage index to greatest coverage index.

42. An optical core node comprising:

a plurality of optical switching planes, wherein at least
two of said plurality of optical switching planes have a
different coverage index, where a coverage index of a
given optical switching plane is a metric based on a
number of links, including input links from said plu-
rality of input links and output links from said plurality
of output links, in communication with said given
optical switching plane;
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a plurality of demultiplexers, each of said plurality of
demultiplexers adapted to receive an optical signal
from a source edge node on one of said plurality of
input links, demultiplex said optical signal into a plu-
rality of wavelength channels and transmit at least one
of said plurality of wavelength channels to at least one
of said plurality of optical switching planes;

a plurality of multiplexers, each of said plurality of
multiplexers adapted to receive a plurality of wave-
length channels from at least one of said plurality of
optical switching planes, multiplex said plurality of
wavelength channels into an outgoing optical signal
and transmit said outgoing optical signal on one of said
plurality of output links to a sink edge node; and

a core node controller adapted to:

receive a connection request, where said connection
request specifies a specified source edge node, a
specified sink edge node and a requested capacity;

form a subset of optical switching planes, where said
subset includes all optical switching planes, of said
plurality of optical switching planes, that receive at
least one wavelength channel originating at said
specified source edge node and transmit at least one
wavelength channel to terminate at said specified
sink edge node;

select a candidate optical switching plane in said subset
of optical switching planes, where said candidate
optical switching plane has a selected coverage index
among said optical switching planes in said subset;

determine whether an input port, of said candidate
optical switching plane, in communication with said
specified source edge node is available for a particu-
lar time slot in a time division multiplexed frame;
and

determine whether an output port, of said candidate
optical switching plane, in communication with said
specified sink edge node is available for said par-
ticular time slot.

43. The optical core node of claim 42 wherein said
coverage index of each of said plurality of optical switching
planes is equal to a degree of said each of said plurality of
optical switching planes, where a degree of a given optical
switching plane is a metric based on a number of ports
associated with said given optical switching plane, including
input ports and output ports.



