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FIG. 15
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FIG. 16
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1

AUDIO AND VIDEO DATA TRANSMITTING
APPARATUS, SYSTEM, AND METHOD
THEREOF

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an audio and/or video
data transmitting apparatus for transmitting digital audio
and/or video data via an asynchronous transfer mode (ATM)
communication line or the like and a system and method of
the same.

2. Description of the Related Art

Compression and coding systems such as the MPEG
(Moving Picture Experts Group) 2 system have come into
practical use for compressing and coding the audio data and
video data (audio and/or video data) of moving pictures such
as movies.

Further, as a system for transmitting extremely large
volumes of data, for example, audio data, the ATM system
has been proposed. Studies are now being made on trans-
mitting the audio and/or video data compressed and coded
by the MPEG2 system or the like via an ATM system or
other high speed digital communication lines.

When audio and/or video data compressed and coded by
the MPEG2 system (compressed audio and/or video data) is
transmitted via a communication line of the ATM system,
the compressing and coding apparatus on the transmission
side must control the amount of data of the generated
compressed audio and/or video data (code generation
amount control (rate control)) so that neither overflow nor
underflow occur in a video STD buffer (VBV (video buffer
verifier) buffer) and an audio STD buffer (ABV (audio buffer
verifier) on the reception side.

The compressing and coding apparatus on the transmis-
sion side has to perform the rate control while calculating the
remaining capacity of the STD buffers on the reception side.
However, the calculation of the remaining capacity of the
STD buffers on the reception side is complex and difficult.

Further, when the timing of the compression and coding
on the transmission side is poor, depending on the remaining
capacity, there is a possibility that the overflow and under-
flow (breakdown) will be caused in the STD buffers on the
reception side. Further, a multiplexing device performs
multiplexing for each elementary stream of the compressed
audio data and compressed video data to a predetermined
transport stream so as not to cause a breakdown in the STD
buffers. When the plan is inadequate, even if the rate control
of the elementary stream generated by the compressing and
coding apparatus is correct, a breakdown sometimes will
occur in the STD buffers.

SUMMARY OF THE INVENTION

An object of the present invention is to provide an audio
and/or video data transmitting apparatus capable of simpli-
fying and facilitating the calculation of the remaining capac-
ity of the STD buffers on the reception side when the audio
and/or video data is compressed and coded by the MPEG2
system or the like on the transmission side and transmitted
via a high speed digital communication line such as an ATM
communication line and a system and method of the same.

Further, another object of the present invention is to
provide an audio and/or video data transmitting apparatus
not causing a breakdown such as overflow or underflow in
the STD buffers on the reception side even if the audio
and/or video data is compressed and coded by the MPEG2
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2

system or the like on the transmission side and transmitted
via a high speed digital communication line such as an ATM
communication line and a system and method of the same.

To attain the above objects, according to a first aspect of
the present invention, there is provided a transmitting appa-
ratus for multiplexing a video signal and an audio signal,
accommodating the video signal or audio signal in a trans-
port packet, and transmitting the same, wherein the amount
of data transmitted in a video frame cycle is a whole multiple
of the transport packet.

Preferably, the transmitting apparatus accommodates a
video signal and/or audio signal of a whole multiple of a size
of the transport packet in the video frame cycle minus a size
of the header of the transport packet.

Preferably, the transmitting apparatus has a video buffer
for receiving the video signal; an audio buffer for receiving
the audio signal; a means for selectively taking out the video
signal or audio signal from the video buffer or audio buffer;
an accommodating means for accommodating the taken out
video signal or audio signal in a payload area of the transport
packet; and a means for controlling the selective taking out
means and the accommodating means; the control means
controlling the selective taking out means and the accom-
modating means so that the amount of data output from the
transmitting apparatus in a video frame cycle becomes a
whole multiple of the transport packet.

Preferably, the control device supervises an empty size of
the video buffer and controls the selective taking out means
and the accommodating means so that the amount of the
video signal to be multiplexed in the video cycle is adjusted
in accordance with the detected empty size.

Preferably, the selective taking out means and the accom-
modating means take out the audio signal from the audio
buffer and accommodate the same so that the audio signal
from the audio buffer is accommodated in the transport
packet of a period determined in advance in the video frame
cycle.

Preferably, the selective taking out means and the accom-
modating means take out the video signal from the video
buffer and accommodate the same so that the video signal is
accommodated in a payload part of the transport packet in
which the audio signal is not accommodated.

According to another aspect of the present invention,
there is provided a transmitting system having a video
encoder for encoding the video signal; an audio encoder for
encoding the audio signal; a video buffer for receiving the
encoded video signal; an audio buffer for receiving the
encoded audio signal; a means for selectively taking out the
video signal or audio signal from the video buffer or audio
buffer; an accommodating means for accommodating the
taken out video signal or audio signal in a payload area of
the transport packet; and a means for controlling the selec-
tive taking out means and the accommodating means;
wherein the control means controls the selective taking out
means and the accommodating means so that the amount of
data output from the transmitting system in the video frame
cycle becomes a whole multiple of the transport packet.

According to still another aspect of the invention, there is
provided a transmitting method for multiplexing a video
signal and an audio signal, accommodating the video signal
or audio signal in a transport packet, and transmitting the
same, wherein the amount of data transmitted in a video
frame cycle is a whole multiple of the transport packet.

BRIEF DESCRIPTION OF THE DRAWINGS

These and other objects and features of the present
invention will become clearer from the following descrip-
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tion of the preferred embodiments given with reference to
the attached drawings, in which:

FIG. 1 is a view of the configuration of an audio and/or
video data transmitting apparatus according to the present
invention;

FIG. 2 is a view of the configuration of an audio and/or
video data receiving apparatus according to the present
invention;

FIG. 3 is a view of the configuration of a packetized
elementary stream (PES) packet of the MPEG2 system;

FIG. 4 is a view of the configuration of a transport packet
of the MPEG2 system;

FIGS. 5A and 5B are views of the change in the amount
of occupation by data in the case of a video STD buffer and
an audio STD buffer shown in FIG. 2 performing ideal
operations;

FIGS. 6A and 6B are views of the amount of occupied
data of the video STD buffer and the audio STD buffer where
compressed video data and compressed audio data demul-
tiplexed from a transport packet which was multiplexed and
transmitted by the audio and/or video data transmitting
apparatus (FIG. 1) are respectively buffered,

FIG. 7A shows the change of the amount of occupied data
of the video STD buffer of the audio and/or video data
receiving apparatus (FIG. 2) in the computation in the video
data compression and coding unit of the audio and/or video
data transmitting apparatus (FIG. 1); and FIG. 7B is a view
of the change of the amount of occupation by data of an
actual video STD buffer where a scheduling circuit performs
scheduling;

FIGS. 8A to 8E are views of the scheduling by the
scheduling circuit (FIG. 1);

FIG. 9 is a view of the relationship of a transport stream
and a transport packet shown in FIGS. 8A to 8E;

FIGS. 10A to 10C are views of a processing for adding a
PES header to elementary streams of the compressed video
data and the compressed audio data, multiplexing the same,
and further adding a transport packet header to this;

FIG. 11 is a view of a boundary of a frame cycle on the
transport stream transmitted by the audio and/or video data
transmitting apparatus (FIG. 1) to the audio and/or video
data receiving apparatus (FIG. 2);

FIGS. 12A to 12C are views of the condition of a valid
multiplexing space in the first part of the frame cycle;

FIG. 13 is a view of the transport stream in which the
boundary of the frame cycle and the boundary of the
transport packet are made to coincide;

FIG. 14 is a flowchart of a multiplexing scheduling
processing by the scheduling circuit (FIG. 2) where the
amount of data of the compressed video data which can be
multiplexed in the transport packet for every frame cycle is
limited to a multiple of the capacity of the payload part of
the transport packet [every (188 bytes)—(transport—packet
header size)];

FIG. 15 is a flowchart of the multiplexing scheduling
processing by the scheduling circuit (FIG. 2) where the
amount of data of the compressed video data which can be
multiplexed in the transport packet for every frame cycle
may be arbitrarily set; and

FIG. 16 is a flowchart of the processing for avoiding an
accumulation of an error ¢ due to a difference of an ATM
communication line and the audio and/or video data.
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4

DESCRIPTION OF THE PREFERRED
EMBODIMENTS
First Embodiment

Below, an explanation will be made of a first embodiment
of the present invention.

FIG. 1 is a view of the configuration of an audio and/or
video data transmitting apparatus 1 according to the present
invention.

FIG. 2 is a view of the configuration of an audio and/or
video data receiving apparatus 2 according to the present
invention.

As shown in FIG. 1, the audio and/or video data trans-
mitting apparatus 1 is constituted by a compression and
coding unit 10, a multiplexing unit (multiplexer) 12, and a
control use computer 14.

The compression and coding unit 10 is constituted by a
video data compressing and coding unit (video encoder) 100
and an audio data compressing and coding unit (audio
encoder) 102.

The multiplexing unit 12 is constituted by a video buffer
120, an audio buffer 122, a switch circuit (switcher) 124, a
packetizing circuit (packetizer) 126, and a scheduling circuit
(scheduler) 128.

The audio and/or video data transmitting apparatus 1
compresses and codes the audio data and video data (audio
and/or video data) of the moving picture of a movie or the
like being input by these constituent parts according to for
example the MPEG2 system, multiplexes the same, gener-
ates a transport stream, and transmits this to the audio and/or
video data receiving apparatus 2 (FIG. 2) via a communi-
cation line of for example an ATM system (ATM commu-
nication line).

As shown in FIG. 2, the audio and/or video data receiving
apparatus 2 is connected to the audio and/or video data
transmitting apparatus 1 via for example the ATM commu-
nication line and is constituted by a demultiplexing unit
(demultiplexer) 20, a video STD buffer 220, a video expan-
sion decoder (video decoder) 222, a memory 224 for delay,
a switch circuit 226, an audio STD buffer 228, and an audio
expansion decoder (audio decoder) 230.

The demultiplexing unit 20 is constituted by a depack-
etizing circuit (depacketizer) 202 and a switch circuit 204.

The audio and/or video data receiving apparatus 2
receives the compressed audio and/or video data transmitted
from the audio and/or video data transmitting apparatus 1
(FIG. 1) via the ATM communication line by these constitu-
ent parts, demultiplexes the same to the compressed audio
data and the compressed video data, expands and decodes
the compressed audio data and the compressed video data,
and outputs the audio data and the video data.

Note that, below, for simplification of the explanation, an
explanation will be made of the case where only audio data
and video data (audio and/or video data) are transmitted
between the audio and/or video data transmitting apparatus
1 (FIG. 1) and the audio and/or video data receiving appa-
ratus 2 (FIG. 2).

In the audio and/or video data transmitting apparatus 1
(FIG. 1), the control use computer (PC computer) 14 is a
computer for example for control and controls the operation
of the constituent parts of the audio and/or video data
transmitting apparatus 1.

The video encoder 100 compresses and codes the video
data input from an outside apparatus such as an editing
apparatus or a VIR apparatus by for example the MPEG2
system and outputs the same as the compressed video data
(video elementary stream) to the video buffer 120. Further,
the video encoder 100 outputs the amount of data of the
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generated compressed video data (access unit (AU) size
corresponding to one frame’s worth of compressed video
data) for every frame period of the input audio and/or video
data to the scheduling circuit 128.

The audio encoder 102 compresses and codes the audio
data input from the external apparatus by for example the
MPEG?2 system in the same way as the video encoder 100
and outputs the same as the compressed audio data (audio
elementary stream) to the audio buffer 122. Further, the
audio encoder 102 outputs the AU size of the generated
compressed audio data (for example, a layer I and 348
samples and layer II and 1152 samples in the MPEG2
system, where the AU size of the compressed audio data
changes according to the sampling frequency) for every
frame period of the input audio and/or video data to the
scheduling circuit 128.

The video buffer 120 buffers the compressed video data
input from the video encoder 100 and outputs the same to an
input terminal a of the switch circuit 124.

The audio buffer 122 buffers the compressed audio data
input from the audio encoder 102 and outputs the same to an
input terminal b of the switch circuit 124.

The scheduling circuit 128 performs a predetermined
calculation based on the AU size information input from the
video encoder 100 and the audio encoder 102, performs the
scheduling of the multiplexing, and controls the connection
between the input terminal and the output terminal of the
switch circuit 124. Further, the scheduling circuit 128 con-
trols the PES packetizing processing in the packetizing
circuit 126. Further, the scheduling circuit 128 generates the
transport packet (padding packet) of the MPEG2 system
accommodating zero data having no meaning in the payload
part according to need, outputs the same to the switch circuit
124, and makes the switch circuit 124 output this in place of
the compressed video data and the compressed audio data.

FIG. 3 is a view of the configuration of a PES packet of
the MPEG2 system.

FIG. 4 is a view of the configuration of the transport
packet of the MPEG2 system.

The switch circuit 124 selects the compressed video data
or the compressed audio data respectively input to the input
terminals a and b under the control of the scheduling circuit
128, multiplexes these data to generate the multiplexed data
stream, and outputs the same from the output terminal to the
packetizing circuit 126.

The packetizing circuit 126 performs the PES packetizing
for the compressed video data and the compressed audio
data multiplexed by the switch circuit 124 by giving a PES
packet header (FIG. 3) and further accommodates this in the
payload part of the transport packet by giving the header of
the transport packet of the MPEG2 system (FIG. 4)
(transport packetizing) to generate the transport stream and
transmits this via the ATM communication line to the audio
and/or video data receiving apparatus 2 (FIG. 2).

In the audio and/or video data receiving apparatus 2 (FIG.
2), the depacketizing circuit 202 of the demultiplexing unit
20 demultiplexes the transport packet header from the
transport stream received from the audio and/or video data
transmitting apparatus 1 via the ATM communication line
and further removes the padding packet (Null packet) and
reproduces the PES packet and further removes the PES
packet header from the reproduced PES packet and outputs
the same to the input terminal of the switch circuit 204.
Further, the depacketizing circuit 202 controls the connec-
tion between the input terminal and output terminal of the
switch circuit 204.

The switch circuit 204 outputs the compressed video data
from the output terminal a to the video STD buffer 220 and
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outputs the compressed audio data from the output terminal
b to the audio STD buffer 228 under the control of the
depacketizing circuit 202 and demultiplexes the compressed
video data and the compressed audio data.

The video STD buffer 220 buffers the compressed video
data input from the switch circuit 204 and supplies the same
to the video expansion decoder 222.

The audio STD buffer 228 buffers the compressed audio
data input from the switch circuit 204 and supplies the same
to the audio expansion decoder 230.

The video expansion decoder 222 temporarily reads one
AU worth of the compressed video data from the video STD
buffer 220 at a predetermined timing, expands and decodes
the same by the MPEG2 system corresponding to the video
encoder 100 of the audio and/or video data transmitting
apparatus 1, and outputs the video data obtained as a result
of the expansion and decoding to the memory 224 for delay
and the input terminal b of the switch circuit 226. Further,
the video expansion decoder 222 controls the connection
between the input terminal and the output terminal of the
switch circuit 226.

The delay use memory 224 stores the P frame of the
compressed video data for correcting the frames changed in
order for forward/backward prediction coding to an original
order (display order) in the video encoder 100 and outputs
the same to the input terminal a of the switch circuit 226.

The switch circuit 226 selects either of the video data
input from the video expansion decoder 222 or the video
data output from the delay use memory 224 and corrects the
order of the video data to the order of display.

The audio expansion decoder 230 temporarily reads one
AU worth of the compressed audio data from the audio STD
buffer 228 at a predetermined timing, expands and decodes
the same by the MPEG2 system corresponding to the audio
encoder 102 of the audio and/or video data transmitting
apparatus 1, and outputs the audio data (audio signal)
obtained as a result of the expansion and decoding to the
outside.

Below, an explanation will be made of the operation of the
audio and/or video data transmitting apparatus 1 (FIG. 1)
and the audio and/or video data receiving apparatus 2.

The video encoder 100 of the audio and/or video data
transmitting apparatus 1 compresses and codes the input
video data while performing code generation amount control
(rate control) so as to allow neither overflow nor underflow
in the video STD buffer 220 of the audio and/or video data
receiving apparatus 2. The audio encoder 102 compresses
and codes the input audio data. Below, the rate control of the
video encoder 100 will be explained by referring to FIGS.
5A and 5SB.

FIGS. 5A and 5B are views of the changes in the amount
of occupation by data when the video STD buffer 220 and
the audio STD buffer 228 shown in FIG. 2 perform an ideal
operation. Note that, the abscissas of the graphs shown in
FIGS. 5A and 5B indicate the time, and the ordinates
indicate the amounts of the occupied data of the compressed
video data and the compressed audio data in the video STD
buffer 220 and the audio STD buffer 228, respectively.

Further, the sawtooth-like solid lines of FIGS. 5A and 5B
indicate the amounts of the occupied data in the video STD
buffer 220 and the audio STD buffer 228, the lower side
from the solid line indicates the amount of occupied data,
and the upper side from the solid line indicates the empty
capacities (remaining buffer spaces) of the video STD buffer
220 and the audio STD buffer 228. Further, in the sawtooth-
like solid lines shown in FIGS. 5(A) and 5(B), the hatched
parts indicate the periods for which the data to the video
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STD buffer 220 and the audio STD buffer 228 are input, and
the vertical parts indicate timings for reading the access unit
(AU) from the video STD buffer 220 and the audio STD
buffer 228 for the expansion-decoding processing by the
video expansion decoder 222 and the audio expansion
decoder 230, respectively.

As shown in FIGS. 5A and 5B, in the MPEG2 system, as
the ideal operation, it is prescribed that the video expansion
decoder 222 and the audio expansion decoder 230 instan-
taneously read the access unit (AU) from the video STD
buffer 220 and the audio STD buffer 228 and perform the
expansion-decoding processing. Coding is carried out by
considering virtual buffers (VBV buffer and ABV buffer)
supposing these video STD buffer 220 and audio STD buffer
228 and the scheduling of multiplexing is carried out. The
AU size of the compressed audio data buffered in the audio
STD buffer 228 is fixed, so there is no change along with
time in the sawtooth-like solid line as shown in FIG. 5B.

On the other hand, the compressed video data buffered in
the video STD buffer 220 has a different AU size for every
picture due to the principles of compression and coding by
the MPEG2 system. For this reason, the amount of occupa-
tion by data of the video STD buffer 220 fluctuates for every
picture and the length of the vertical part of the sawtooth-
like solid line shown in FIG. 5A fluctuates. Further, the AU
size of the compressed video data greatly differs depending
on the picture coding type. That is, the AU size becomes a
very different value according to whether the picture of the
compressed video data is an I picture (intra-coded picture),
a P picture (predictive coded picture), or a B picture (bi-
directionally coded picture).

Accordingly, so as to prevent the compressed video data
from overflowing from the video STD buffer 220 of the
audio and/or video data receiving apparatus 2 and prevent
the compressed video data buffered in the video STD buffer
220 from underflowing at the reading from the video expan-
sion decoder 222, the video encoder 100 of the audio and/or
video data transmitting apparatus 1 generates the com-
pressed video data while performing the control, that is, the
rate control, with respect to the amount of the generated
compressed video data as shown in FIG. 5A.

The video buffer 120 buffers the compressed video data
generated by the video encoder 100, while the audio buffer
122 buffers the compressed audio data generated by the
audio encoder 102.

The switch circuit 124 multiplexes the compressed video
data and the compressed audio data under the control of the
scheduling circuit 128 and generates a multiplexed data
stream. Here, for easy understanding, the switch circuit 124
was shown, but in actuality, the switching is carried out by
selectively controlling the reading of the buffers 120 and
222.

The packetizing circuit 126 performs the PES packetizing
for the multiplexed data stream and further performs the
transport packetizing to generate the transport stream and
transmits the same to the ATM communication line.

Below, an explanation will be made of the scheduling by
the scheduling circuit 128 by referring to FIGS. 6A and 6B.

FIGS. 6A and 6B are views showing the amount of
occupation of data of the video STD buffer 220 and the
audio STD buffer 228 where the compressed video data and
the compressed audio data demultiplexed from the transport
packet multiplexed and transmitted by the audio and/or
video data transmitting apparatus 1 are respectively buft-
ered.

In the same way as in FIG. 5A and FIG. 5B, in FIGS. 6A
and 6B as well, the part of hatching of the sawtooth-like
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solid line indicates a range where the compressed video data
(video data stream) and compressed audio data (audio data
stream) are supplied to the video STD buffer 220 and the
audio STD buffer 228, respectively, and a vertical part of the
sawtooth-like solid line indicates the timings when the
access units (AU) of the compressed video data and the
compressed audio data are respectively read from the video
STD buffer 220 and the audio STD buffer 228. In FIGS. 6A
and 6B, however, as the bit rate of the data supplied to the
video STD buffer 220 (supply bit rate), a value obtained by
adding the bit rate of the compressed video data and the bit
rate of the compressed audio data is shown.

Here, when the bit rate of the compressed video data input
to the video STD buffer 220 is defined as Rv, the bit rate of
the compressed audio data input to the audio STD buffer 228
is defined as Ra, and the data rate (multiplexing bit rate) of
the multiplexed data stream obtained by multiplexing these
data is defined as Rm, the relationship can be represented by
Equation 1 shown below:

Rm=Rv+Ra @

In actuality, however, the value of the multiplexing bit
rate Rm is set to a large value with sufficient margin as
shown in the following Equation 2:

Rm=Rv+Ra+a

@

In FIGS. 6A and 6B, the horizontal part of the solid line
indicates the period where the input of the compressed video
data and the compressed audio data to the video STD buffer
220 and the audio STD buffer 228 is stopped.

As shown in FIGS. 6A and 6B, the supplying of the
elementary streams (compressed video data and compressed
audio data) from the multiplexed data streams to the video
STD buffer 220 and the audio STD buffer 228 are alternately
carried out by the switching of the switch circuit 204.

Accordingly, the transition of the amounts of occupation
by data of the video STD buffer 220 and the audio STD
buffer 228 where the elementary streams are multiplexed
and demultiplexed and the transition of the amounts of
occupation by data of the video STD buffer 220 (VBV
buffer) and audio STD buffer 228 (ABV buffer) calculated at
the video encoder 100 and the audio encoder 102 become
different.

That is, as shown in Equation 1, even if the video encoder
100 and the audio encoder 102 set the multiplexing bit rate
to a value obtained by simply adding the bit rate of the
compressed video data and the bit rate of the compressed
audio data and performs the rate control, where the amounts
of occupation of data of the video STD buffer 220 and the
audio STD buffer 228 are the values immediately before the
overflow and underflow, it is not guaranteed that the break-
down will not occur in the video STD buffer 220 and the
audio STD buffer 228.

Further, where the transmission is performed to an ATM
communication line, a PES header of a fluctuating amount
of data (due to the fact that the conditions of adding
PTS/DTS are different according to the picture coding type)
and the transport packet header of a fluctuating amount of
data due to the supply of the PCR are added to the multi-
plexed data stream. Further, for the alignment of the trans-
port packet header and the PES header, the required stuffing
bytes (I) are placed in the stuffing byte area of the transport
packet header. Therefore the value of the bit rate (transport
rate) of the transport stream output by the packetizing circuit
126 must be set to a larger value with a sufficient margin
than a simple added value of the bit rate of the compressed
video data and the bit rate of the compressed audio data.
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In this way, when the value of the transport rate is set to
be a larger value than the added value of the bit rate of the
compressed video data and the bit rate of the compressed
audio data, it is necessary not only to simply change the
compressed video data and the compressed audio data by the
switch circuit 124 for the connection, but also necessary to
insert a padding packet (all 0) according to need and adjust
the supply of the data to the video STD buffer 220 and the
audio STD buffer 228. The scheduling circuit 128 appropri-
ately inserts the padding data into the multiplexed data
stream 1in this way and performs the scheduling.

The compressed video data and the compressed audio
data which are compressed and coded as described above
and transmitted from the audio and/or video data transmit-
ting apparatus 1 via the ATM communication line to the
audio and/or video data receiving apparatus 2 (FIG. 2) are
demultiplexed by the depacketizing circuit 202 of the
demultiplexing unit 20 and buffered in the video STD buffer
220 and the audio STD buffer 228, respectively by the
switch circuit 204.

The video expansion decoder 222 and the audio expan-
sion decoder 230 read the compressed video data and the
compressed audio data from the video STD buffer 220 and
the audio STD buffer 228, respectively, and perform the
expansion-decoding.

The delay use memory 224 and the switch circuit 226
delay the video data output by the video expansion decoder
222 according to need and output the same while matching
the timing with that of the audio data output by the audio
expansion decoder 230.

According to the audio and/or video data transmitting
apparatus 1 and the audio and/or video data receiving
apparatus 2 explained above in the first embodiment, the
video data and audio data compressed and coded by the
MPEG?2 system can be multiplexed in the PES packet and
further accommodated in the transport packet and transmit-
ted.

Accordingly, the audio and/or video data transmitting
apparatus 1 and the audio and/or video data receiving
apparatus 2 according to the present invention are preferred
for the purpose for generating a transport stream obtained by
multiplexing digital data for performing surround process-
ing for the voice of a TV program or making the same cope
with multinational languages or for making captions to cope
with multinational languages in a digital broadcast system
via a satellite communication line, cable (wired) communi-
cation line, or ground wave communication line and the
compressed video data and the compressed audio data
(elementary streams) compressed and coded by a compress-
ing and coding system such as the MPEG?2 and transmitting
the same.

Note that, the communication line for connecting the
audio and/or video data transmitting apparatus 1 and the
audio and/or video data receiving apparatus 2 is not limited
to an ATM communication line and may be any high speed
digital communication line of another transmission system,
for example, the SDI system (SMPTE-259M).

Second Embodiment

Below, an explanation will be made of a second embodi-
ment of the present invention.

FIGS. 7A and 7B are views of the amount of occupation
of data of the video STD buffer 220 when the constant of
Equation 2 is set to be a sufficiently large value and the
transport rate between the audio and/or video data transmit-
ting apparatus 1 (FIG. 1) and the audio and/or video data
receiving apparatus 2 (FIG. 2) is set to be a sufficiently large
value. FIG. 7A shows the transition of the amount of
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occupation of data of the video STD buffer 220 of the audio
and/or video data receiving apparatus 2 (FIG. 2) in calcu-
lation in the video encoder 100 of the audio and/or video
data transmitting apparatus 1 (FIG. 1); and FIG. 7B shows
the actual transition of the occupied data amount of the video
STD buffer 220 where the scheduling circuit 128 performs
the scheduling.

The video encoder 100 and the audio encoder 102 com-
press and code the input video data and audio data, respec-
tively similar to the first embodiment.

Here, as shown in FIG. 7B, when the value of the
transport rate is set to be a sufficiently large value as
mentioned above, the supply rate of the compressed video
data with respect to the video STD buffer 220 becomes high,
and therefore the sawtooth-like solid line (amount of occu-
pation of data of the video STD buffer 220) rises after the
start of supply. If the video encoder 100 does not stop the
supply of the compressed video data as it is, an overflow is
caused in the video STD buffer 220 at a time t0.

Accordingly, the scheduling circuit 128 stops the supply
of the data from the time tO to a decoding time t1. That is,
the scheduling circuit 128 controls the switch circuit 124 and
prevents this from multiplexing the compressed video data
and makes it generate a transport stream in which a stuffing
byte or a padding packet is multiplexed. The stuffing pro-
cessing means the insertion of the data of all 1’s into the
transport packet header for the adjustment of the amount of
data in the transport packet. On the other hand, the padding
processing means the insertion of a packet of a size equiva-
lent to that of the transport packet for adjusting the amount
of data of the transport stream.

The scheduling circuit 128 controls the switch circuit 124
and makes it restart the generation of the transport stream in
which the compressed video data are multiplexed since the
video expansion decoder 222 reads the access unit (AU)
from the video STD buffer 220 and the amount of occupa-
tion of data of the video STD buffer 220 is reduced and an
empty capacity is produced. The scheduling circuit 128
repeats such a scheduling operation and prevents the break-
down of the video STD buffer 220.

In the scheduling by the scheduling circuit 128 explained
in the second embodiment, the compressed audio data is
arranged with priority by considering the fact that the buffer
side (capacity) of the audio STD buffer 228 for buffering the
compressed audio data is small when the compressed video
data and the compressed audio data are multiplexed, and the
compressed video data is arranged in a period other than the
period for which the compressed audio data was arranged.
The compressed audio data generated by the audio encoder
102 has a fixed data rate and a constant size of access unit
(AU) read from the audio STD buffer 228 to the audio
expansion decoder 230 at a constant cycle.

Accordingly, the compressed audio data can be arranged
at any position in the transport stream under a condition that
a breakdown not be caused in the audio STD buffer 228. In
the scheduling by the scheduling circuit 128, after the
compressed audio data is arranged at a predetermined posi-
tion of the transport stream with a priority, the compressed
video data is arranged at the remaining position of the
transport stream.

In such a case, the scheduling circuit 128 will perform the
scheduling at a cycle of the expansion-decoding processing
of the video expansion decoder 222 and the audio expansion
decoder 230, that is, at the frame cycle of the audio and/or
video data input to the audio and/or video data transmitting
apparatus 1 by considering the amount of occupation of data
of the video STD buffer 220.
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FIGS. 8A to 8E are views of the scheduling by the
scheduling circuit 128 (FIG. 1), in which FIG. 8A shows the
multiplexing space of one frame period determined by the
transport rate; FIG. 8B shows a state where the compressed
audio data is arranged; FIG. 8C shows a state where the
video data of an amount calculated by the supervising etc. of
the video STD buffer 220 etc. is arranged in the surplus
multiplexing space; FIG. 8D shows a state where the finally
surplus multiplexing space is filled by stuffing or padding;
and FIG. 8E shows a transport stream generated by the
repetition of the above operations.

FIG. 9 shows a relationship between the transport stream
and transport packet shown in FIGS. 8A to 8E.

FIGS. 10A to 10C show a processing for adding the PES
header to the elementary streams of the compressed video
data and the compressed audio data, multiplexing the same,
and further adding a transport packet header to this. Note
that, the part of a circle A of FIG. 10B shows a part obtained
by supplementing a stuffing byte for alignment of the header
of the transport packet prescribed by the MPEG2 and the
PES header. The stuffing byte is inserted into the stuffing
byte area of the transport packet header, but here, for easy
understanding, it is indicated by a blank portion behind the
header. The part of a circle B indicates the part of the
padding packet in which the transport rate remains and no
elementary stream is accommodated in the payload of the
transport packet.

Below, an explanation will be made of the order of
scheduling by the scheduling circuit 128 by referring to
FIGS. 8A and 8E to FIGS. 10A to 10C.

The scheduling circuit 128 first performs the scheduling
for arranging the transport packet obtained by accommodat-
ing the compressed audio data in the payload part at a
predetermined position in the frame period as shown in FIG.
8B for the multiplexing space in which no data is multi-
plexed shown in FIG. 8A.

Next, the scheduling circuit 128 performs the scheduling
for arranging the transport packet obtained by accommodat-
ing the compressed video data in the payload part at a
position other than the position at which the transport packet
accommodating the compressed audio data in the multiplex-
ing space is arranged as shown in FIG. 8C. Note that, the
relationship of the transport packet and the transport stream
is as shown in FIG. 9.

Next, the scheduling circuit 128 performs the scheduling
for performing the stuffing and padding respectively shown
in the circles A and B of FIG. 10B in the surplus multiplex-
ing space in which the transport packets accommodating the
compressed video data and the compressed audio data are
arranged as shown in FIG. 8D.

The scheduling circuit 128 sequentially performs the
above explained scheduling for every video frame cycle,
controls the switch circuit 124 according to this scheduling,
and multiplexes the compressed video data and the com-
pressed audio data and selects the compressed video data
and the compressed audio data so as to obtain the transport
stream shown in FIG. 8E.

Further, the packetizing circuit 126 adds the PES header
to the compressed video data (video elementary stream) and
the compressed audio data (audio elementary stream) as
shown in FIGS. 10A and 10C, adds the transport packet
header as shown in FIG. 10B, and transmits the resultant
data via the ATM communication line to the audio and/or
video data receiving apparatus 2 (FIG. 2).

The audio and/or video data receiving apparatus 2 receiv-
ing the transport stream via the ATM communication line
performs an operation similar to that explained in the first
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embodiment, demultiplexes the compressed video data and
the compressed audio data from the transport stream, and
further expands and decodes these data and outputs the
same.

As explained above, by arranging the transport packets in
which the compressed audio data are accommodated in the
payload part in the transport stream at a predetermined
timing for every video frame cycle under a condition where
breakdown does not occur in the audio STD buffer 228 and
arranging the transport packets accommodating the com-
pressed video data in the surplus part, the scheduling circuit
128 can perform the scheduling without causing a break-
down in the video STD buffer 220 and the audio STD buffer
228.

Third Embodiment

Below, a third embodiment of the present invention will
be explained.

When the scheduling explained in the second embodiment
is carried out, the scheduling circuit 128 must perform the
scheduling processing based on the length of the frame
period and the amount (multiplexable amount) of the com-
pressed video data with which the data can be multiplexed
to the transport stream and transmitted in each frame period.

FIG. 11 is a view of a boundary of the frame cycle on the
transport stream transmitted by the audio and/or video data
transmitting apparatus 1 (FIG. 1) to the audio and/or video
data receiving apparatus 2 (FIG. 2).

As shown in FIG. 11, when any usual transport rate is set,
the boundary of the frame cycle and the boundary of the
transport packet do not coincide. Accordingly, in order to
find the amount of the compressed video data which can be
multiplexed in the frame cycle, it is necessary to calculate
the packet number and the address of the offset byte as
shown in FIG. 11.

FIGS. 12A to 12C are views of the conditions of the
effective multiplexing space in an initial part of the frame
cycle.

As shown in FIG. 12C, when the transport packet on the
boundary of the first frame cycle of a certain frame cycle is
not filled by the compressed video data and compressed
audio data up to the frame boundary in the frame cycle
before that frame cycle, the transport packet cannot be used
in this frame cycle.

That is, where the padding bit etc. are accommodated up
to the middle of the payload part of the transport packet, the
compressed audio data and the compressed video data
cannot be accommodated in the payload part of the same
transport packet. Further, when it is intended to accommo-
date the compressed audio data and the compressed video
data from the middle of the payload part of the transport
packet, there arises a necessity of calculating the packet
number and the address of the offset byte for finding up to
where the audio and video data enter at the previous frame
cycle.

In this way, when the boundary of the frame cycle and the
boundary of the transport packet do not coincide, the cal-
culation of the offset byte and the calculation for determi-
nation under the boundary conditions become complex and
the coding configuration of the software (program) for
executing these calculations or the hardware configuration
for executing these calculations become complex.

In the third embodiment, an explanation will be made of
a method in which the frame cycle of the audio and/or video
data and the boundary of the transport packet are brought
into coincidence (aligned), the compressed video data and
the compressed audio data are multiplexed in units of
transport packet size [(188 bytes)—(transport packet header
size)], and the transport stream is thus generated.
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FIG. 13 is a view of the transport stream in which the
boundary of the frame cycle and the boundary of the
transport packet are brought into coincidence.

That is, as shown in FIG. 13, in the third embodiment, the
boundary of the video frame cycle and the boundary of the
transport packet contained in the transport stream are
brought into coincidence and the sum of the amounts
(multiplexable amounts) of the compressed video data and
the compressed audio data which are multiplexed by the
audio and/or video data transmitting apparatus 1 for every
video frame cycle and transmitted via the ATM communi-
cation line to the audio and/or video data receiving apparatus
2 is specified to a multiple of the amount of data that can be
accommodated in the payload part of the transport packet.

FIG. 14 is a flowchart of the multiplexing scheduling
processing by the scheduling circuit 128 where the amount
of the compressed video data which can be multiplexed in
the transport packet for every frame cycle is limited to a
multiple of the capacity of the payload part of the transport
packet [every (188 bytes)—(transport packet header size)].

As shown in FIG. 14, the scheduling circuit 128 calculates
the amount [fixed value, not limited to a multiple of [every
(188 bytes)—(transport packet header size)] of the com-
pressed video data which can be multiplexed for every frame
cycle at step 100 (S100).

At step 102 (8102), the scheduling circuit 128 performs
the calculation of address of the frame boundary (only
packet number).

At step 104 (S104), the scheduling circuit 128 calculates
the amount (multiplexable amount) of the compressed video
data which can be multiplexed in the transport stream in this
video frame (frame cycle) by subtracting the audio data
(compressed audio data) multiplexed to the transport stream
in the loop before the flow shown in FIG. 14 from the initial
value in the loop before the multiplexable amount.

At step 106 (S106), the scheduling circuit 128 calculates
the remaining capacity (remaining buffer space) of the VBV
buffer supposing the video STD buffer 220.

At step 108 (S108), the scheduling circuit 128 compares
the remaining buffer space with the multiplexable amount
found at the processing of S104 and amends the value of the
multiplexable amount in this frame cycle.

At step 110 (S110), the scheduling circuit 128 determines
the amount of the compressed video data to be multiplexed
to the transport stream in this frame for every [(188 bytes)—
(transport packet header size)] by considering the one-
second rule of the MPEG2 system, then the operation
routine proceeds to the processing of S102. Here, based on
the multiplexable amount of the compressed video data
calculated here, the scheduling circuit controls the switch
circuit 124 and the packetizing circuit 126.

The configurations and operations of the audio and/or
video data transmitting apparatus 1 and the audio and/or
video data receiving apparatus 2 other than the processing of
the scheduling circuit 128 in the third embodiment explained
above are the same as those of the first embodiment and the
second embodiment. Similar to the first embodiment and the
second embodiment, the audio and/or video data can be
transmitted via the ATM communication line.

FIG. 15 is a flowchart of the multiplexing scheduling
processing by the scheduling circuit 128 where the amount
of the audio and/or video data which can be multiplexed in
the transport packet for every frame cycle is arbitrarily set.

As seen from a comparison of FIG. 14 and FIG. 15, when
not following the scheduling method shown in the third
embodiment, the scheduling circuit 128 must perform the
calculation of the offset byte other than the packet number
at S200 of FIG. 15 corresponding to the processing of S102
of FIG. 14.
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Further, when following the scheduling method shown in
the third embodiment, it is sufficient so far as the scheduling
circuit 128 only calculates the multiplexable amount of a
fixed value only one time throughout all processings as
indicated at S100 of FIG. 14, but in contrast, when not
following the scheduling method shown in the third
embodiment, it must calculate the multiplexable amount of
the fluctuation value for every frame cycle at S202 of FIG.
15.

Further, when not following the scheduling method
shown in the third embodiment, the processing of S204 of
FIG. 15, that is, the calculation of the position of the latest
byte of the multiplexed data (transport stream), packet
number and the offset byte, becomes necessary.

Note that, when not following the scheduling method
shown in the third embodiment, in actuality, at S104 of FIG.
185, it is necessary to perform calculation to determine if the
boundary of the frame cycle exists in the header part of the
transport packet and calculation to determine if the transport
packet on the boundary at the start point of the frame cycle
is filled by the video and audio data up to the boundary byte
thereof etc.

In this way, according to the scheduling method of the
scheduling circuit 128 shown in the third embodiment, the
scheduling is carried out in units of transport packet size,
therefore, in the boundary of the frame cycle, it becomes
unnecessary for the scheduling circuit 128 to manage the
address in units of bytes and the calculation of the boundary
conditions at the start point of the frame cycle can be
omitted. Further, the address calculation of the final byte of
the compressed video data or the compressed audio data for
every frame cycle can be omitted.

Note that, due to the scheduling in the scheduling circuit
128, that is, the difference of the frame cycle of the audio
and/or video data and the transmission rate of the ATM
communication line, an error sometimes occurs. A method
of avoiding an accumulation of this error will be explained.

When defining the transmission rate of the ATM commu-
nication line as Tr,f, the amount of data transfer a of the
frame cycle is represented by the following Equation 3:

a=Tga7£/29.97 ©)
The unit of Tx,;£, however, is a byte/sec, while the unit
of a is a byte.
In this case, the number N of the average transport packet
transferred during one frame cycle is represented by the
following Equation 4:

N=a/(188-H) *

H is the byte number of the transport packet header.
Accordingly, the error ¢ caused in one frame cycle is
represented by the following Equation 5:

e=ax(188-H-N) ®

where the unit of ¢ is a byte.

By modifying the processing of the scheduling circuit 128
so that the error ¢ shown in Equation 5 is added for every
frame cycle, and the scheduling is carried out so that one
padding packet is excessively transmitted at a frame cycle
where the cumulative value of e exceeds 188 bytes, an
accumulation of the error ¢ can be prevented.

A flowchart of the processing for avoiding the accumu-
lation of the error ¢ mentioned above is shown in FIG. 16.

Note that, according to the scheduling method of the
scheduling circuit 128 shown in the third embodiment, by
using the multiplexing method of the MPEG2 transport
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stream, the configuration of the software when the sched-
uling circuit 128 is realized as software of a personal
computer or other computer can be simplified. Further, even
in a case where the scheduling circuit 128 is realized by
hardware, the configuration thereof can be simplified. Even
in a case where the scheduling circuit 128 is constituted by
either of hardware or software, the development period can
be greatly reduced.

As explained above, according to the audio and/or video
data transmitting apparatus, system, and method according
to the present invention, when the audio and/or video data is
compressed and coded on the transmission side by the
MPEG?2 system or the like and transmitted via a high speed
digital communication line such as an ATM communication
line, the calculation of the remaining capacity of the STD
buffer on the reception side can be facilitated and simplified.

Further, according to the audio and/or video data trans-
mitting apparatus, system, and method according to the
present invention, even if the audio and/or video data is
compressed and coded on the transmission side by the
MPEG?2 system or the like and transmitted via a high speed
digital communication line such as an ATM communication
line, a breakdown such as overflow or underflow is not
caused in the STD buffer on the reception side.

What is claimed is:

1. A transmitting apparatus for transmitting a video signal
and an audio signal, comprising:

means for accommodating said video signal and audio

signal in a plurality of transport packets;

means for transmitting said transport packets including

said video signal and said audio signal; and
wherein an amount of data transmitted in a video frame
cycle is a whole multiple of a size of said transport
packet minus a size of the header of said transport
packet such that the boundary of the transport packets
are aligned with the boundary of the frame cycle.
2. A transmitting apparatus according to claim 1, wherein
said transmitting apparatus comprises:
a video buffer for receiving said video signal;
an audio buffer for receiving said audio signal;
a means for selectively taking out the video signal or
audio signal from said video buffer or audio buffer;

an accommodating means for accommodating said taken
out video signal or audio signal in a payload area of
said transport packet; and

a means for controlling said selective taking out means

and said accommodating means;

said control means controlling said selective taking out

means and said accommodating means so that the
amount of data output from said transmitting apparatus
in a video frame cycle becomes a whole multiple of
said transport packet.

3. A transmitting apparatus according to claim 2, wherein
said control device supervises an empty size of said video
buffer and controls said selective taking out means and said
accommodating means so that the amount of said video
signal to be multiplexed in said video cycle is adjusted in
accordance with said detected empty size.

4. A transmitting apparatus according to claim 2, wherein
said selective taking out means and said accommodating
means take out said audio signal from said audio buffer and
accommodate the same so that the audio signal from said
audio buffer is accommodated in the transport packet of a
period determined in advance in said video frame cycle.

5. A transmitting apparatus according to claim 4, wherein
said selective taking out means and said accommodating
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means take out said video signal from said video buffer and
accommodate the same so that said video signal is accom-
modated in a payload part of the transport packet in which
said audio signal is not accommodated.

6. A transmitting system comprising:

a video encoder for encoding the video signal;

an audio encoder for encoding the audio signal;

a video buffer for receiving said encoded video signal;
an audio buffer for receiving said encoded audio signal;

a means for selectively taking out the video signal or
audio signal from said video buffer or audio buffer;

an accommodating means for accommodating said taken
out video signal or audio signal in a payload area of
said transport packet; and

said control means controlling said selective taking out
means and said accommodating means so that the
amount of data output from said transmitting system in
the video frame cycle becomes a whole multiple of a
size of said transport packet in said video frame cycle
minus a size of the header of said transport packet such
that the boundary of the transport packets are aligned
with the boundary of the frame cycle.

7. A transmitting method including the steps of:

multiplexing a video signal and an audio signal;

accommodating the video signal or audio signal in a
transport packet;

transmitting the same; and

wherein the amount of data transmitted in a video frame
cycle is a whole multiple of a size of said transport
packet in said video frame cycle minus a size of the
header of said transport packet such that the boundary
of the transport packets are aligned with the boundary
of the frame cycle.

8. A transmitting method according to claim 7, comprising

the steps of:
receiving said video signal at a video buffer;
receiving said audio signal at an audio buffer;

selectively taking out the video signal or audio signal
from said video buffer or audio buffer;

accommodating said taken out video signal or audio
signal in a payload area of said transport packet; and

controlling said selective take out operation and said
accommodating operation, wherein

said control operation controls said selectively take out

operation and said accommodating operation so that the
amount of data output by said transmitting method in a
video frame cycle becomes a whole multiple of said
transport packet.

9. A transmitting method according to claim 8, wherein
said control operation supervises an empty size of said video
buffer and controls said selectively take out operation and
said accommodating operation so that the amount of said
video signal to be multiplexed in said video cycle is adjusted
in accordance with said detected empty size.

10. A transmitting method according to claim 8, wherein
said selective take out operation and said accommodating
operation take out said audio signal from said audio buffer
and accommodate the same so that the audio signal from
said audio buffer is accommodated in the transport packet of
a period determined in advance in said video frame cycle.

11. A transmitting method according to claim 10, wherein
said selective take out operation and said accommodating
operation take out said video signal from said video buffer
and accommodate the same so that said video signal is
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accommodated in a payload part of the transport packet in
which said audio signal is not accommodated.

12. Stream processing apparatus for processing a video
stream encoded by a video encoder and an audio stream
encoded by an audio encoder, comprising:

multiplexing means for multiplexing said video stream

and said audio stream to generate a multiplexed stream;
packetizing means for packetizing said multiplexed
stream into a plurality of transport packets;

means for controlling a multiplexing schedule of said
multiplexing means and a packetizing schedule of said
packetizing means so that a number of bits of said
multiplexed stream to be packetized into said transport
packets correspond to an integral multiple of a number
of bits of a payload area of said transport packets.

13. A method for processing a video stream encoded by a
video encoder and an audio stream encoded by an audio
encoder, comprising the steps of:

multiplexing the video stream and the audio stream to

generate a multiplexed stream;

packetizing the multiplexed stream into a plurality of

transport packets;

controlling the multiplexing and packetizing so that a

number of bits of the multiplexed stream to be pack-
etized into the transport packets corresponds to an
integral multiple of a number of bits of a payload area
of the transport packets.

14. A method for processing a video stream encoded by a
video encoder and an audio stream encoded by an audio
encoder, comprising the steps of:

multiplexing the video stream and the audio stream to

generate a multiplexed stream;

packetizing the multiplexed stream into a plurality of

transport packets;

controlling the multiplexing and packetizing so that a

boundary of a frame period of said video stream is
aligned with a boundary of the transport packets.

15. Stream processing apparatus for processing a video
stream encoded by a video encoder and an audio stream
encoded by an audio encoder, the apparatus comprising:

multiplexing means for multiplexing said video stream
and said audio stream to generate a multiplexed stream;

packetizing means for packetizing said multiplexed
stream into a plurality of transport packets;
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means for controlling the multiplexing and packetizing so
that a boundary of a frame period of said video stream
is aligned with a boundary of said transport packets.

16. Stream processing apparatus for processing a video
stream encoded by a video encoder and an audio stream
encoded by an audio encoder, the apparatus comprising:

multiplexing means for multiplexing said video stream

and said audio stream based on a multiplexing schedule
to generate a multiplexed stream;

packetizing means for packetizing said multiplexed

stream into a plurality of transport packets based on a
packetizing schedule;
transmitting means to transport said packets including
said video stream and said audio stream; and

scheduling means for generating said multiplexing sched-
ule and said packetizing schedule every video frame
period based on bit remaining capacities of system
target decoder buffers for buffering a transmitted video
stream and transmitted audio stream so as to prevent
overflowing and underflowing of said system target
decoder buffers, wherein said multiplexing schedule
defines at least a number of bits of said audio stream to
be transmitted within said video frame period and a
number of bits of said video stream to be transmitted
within said video frame period.

17. A method for processing a video stream encoded by a
video encoder and an audio stream encoded by an audio
encoder, comprising the steps of:

multiplexing said video stream and said audio stream

based on a multiplexing schedule to generate a multi-
plexed stream;

packetizing the multiplexed stream into a plurality of

transport packets based on a packetizing schedule;
transporting the packets including the video stream and
the audio stream;

generating the multiplexing schedule and the packetizing

schedule every video frame period based on bit remain-
ing capacities of system target decoder buffers for
buffering a transmitted video stream and transmitted
audio stream so as to prevent overflowing and under-
flowing of the system target decoder buffers, wherein
the multiplexing schedule defines at least a number of
bits of the audio stream to be transmitted within the
video frame period and a number of bits of the video
stream to be transmitted within the video frame period.
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