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BUS ENHANCED NETWORK ON CHIP

Related applications
[001] This application claims the priority of US provisional patent serial

number 60/992,871 filing date December 6 2007 which is incorporated herein
by reference.

Field of the invention
[002] This application relates to integrated circuits and systems, their

structure and methods and especially to a system that include a network on
chip.

Background of the invention

[003] Recent research has shown that Network on-chip (NoC) is superior to a
bus in terms of power and area for given traffic throughput requirements.
Consequently, network on chip is expected to be' the main interconnect
infrastructure in future System on Chip (SoC) and chip multi-processor (CMP).
Unlike off-chip networks, Very Large Scale integration (VLSI) modules are only
a few millimeters apart, hence the cost of off-network communication among
the system modules is quite low. Such off-network communication can
circumvent weaknesses of the network on chip, such as latency of critical
signals, complexity and cost of broadcast operations, and operations requiring
global knowledge or central control.

[004] Some network of chips are illustrated in the following US patents and
US patent applications serial

Summary

[005] A system is provided. It can include multiple modules of an integrated
circuit; a network on chip that is connected to the multiple modules; and a
bus, connected in paralle! to the network on chip to at least two modules of the
multiple modules; wherein a latency of the bus is lower and more predictable



10

15

20

25

30

35

WO 2009/072134 PCT/IL2008/001589

than a latency of the network of chip. The latency can be a maximal latency, a
minimal latency, an average latency but this is not necessarily so.

[006] The throughput of the network on chip can be higher than a throughput
of the bus.

[007] The bus can convey broadcast transactions and the network on chip
can convey point to point transactions.

[008] The bus can conveys multicast transactions and the network on chip
can convey point to point transactions.

[009] The bus can provide an anycast service.

[0010] The bus can provide a convergecast service.

[0011] The bus can convey time-critical point to point transactions and the
network on chip can convey non time-critical point to point transactions.

[0012] The bus can include a root and bus stations that apply a media access
control mechanism.

[0013] The bus includes a root and bus stations that apply a distributed media
access control mechanism. '

[0014] The bus can include muitiple masking units configured to selectively
prevent a propagation of traffic to one or more modules connected to the bus.
[0015] The bus can include multiple bus stations that are configured to direct
traffic according to a multicast indicator representing a group of destination
modules out of multiple predefined groups of destination modules.

[0016] The root and bus stations can be arranged in a tree configuration.
[0017] the bus stations can propagate towards the root at least one bus
acknowledgement signal indicative that a destination component is expected
to transmit through the bus a response to a source component and at least
one network on chip acknowledgement signal indicative that a destination
component is expected to transmit through the network on chip a response to
the source component.

[0018] The bus can be configured to prevent access to the bus during a
predefined period if a response to a transmission that was sent over the bus is
sent over the network on chip.
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[0019] A method for transferring information within an integrated circuit, the
method includes: determining whether to transfer information between
modules of an integrated circuit over a bus or a network on chip; wherein the
network on chip and the bus are connected in parallel to the modules. A
latency of the bus is lower and more predictable than a latency of the network
of chip; and transferring the information according to the determination.

[0020] The method can include transferring broadcast transactions over the
bus and transferring point to point transactions over the network on chip.
[0021] The method can include transferring time-critical point to point
transactions over the bus and transferring over the network on chip non time-
critical point to point transactions.

[0022] The method can include providing an anycast service over the bus.
[0023] The method can include providing a convergecast service over the bus.
[0024] The method can include implementing an access control mechanism by
a root and bus stations of the bus.

[0025] The method can include implementing a distributed -access control
mechanism by a root and bus stations of the bus.

[0026] The method can include selectively preventing a propagation of traffic
to at least one module over the bus.

[0027] The method can include directing traffic, by the multiple bus stations, in
response a multicast indicator representing a group of destination modules out
of multiple predefined groups of destination modules.

[0028] The method can include conveying traffic over a bus that includes a
root and bus stations that are arranged in a tree configuration.

[0029] The method can include propagating towards a root of the bus at least
one bus acknowledgement signal indicative that a destination component is
expected to transmit through the network on chip a response to a source
component and at least one non-acknowledgement signal indicative no
response is expected to be conveyed over the network on chip.
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5 [0030] The method can include preventing access to the bus during a
predefined period if a response to a transmission that was sent over the bus is
sent over the network on chip.
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Brief description of the drawings

[0031] Figure 1 illustrates a system according to an embodiment of the
invention;

[0032] Figure 2 illustrates a system according to an embodiment of the
invention;

[0033] Figure 3 illustrates an energy consumption according to an embodiment
of the invention;

[0034] Figure 4 presents the decrease in the line fill transaction time in BENoC
relative to the average duration of the same transactions in a standard network
on chip system, for various network-to-bus speed ratios, according to an
embodiment of the invention;

[0035] Figure 5 illustrates a bus according to an embodiment of the invention;
[0036] Figure 6 illustrates a bus and a masking operation according to an
embodiment of the invention;

[001] Figure 7 illustrates a bus station according to an embodiment of the
invention;

[002] Figure 8 illustrates an arbitration circuit according to an embodiment of
the invention;

[003] Figure 9 presents a scheme of a dual port data switch according to an
embodiment of the invention;

[004] Figure 10 illustrates a root according to an embodiment of the invention;
[005] Figure 11 illustrates a mask logic according to an embodiment of the
invention;

[006] Figure 12 illustrates a state machine that according to an embodiment
of the invention;

[007] Figure 13 is a timing diagram according to an embodiment of the
invention; and

[008] Figure 14 illustrates a method for transferring information within an
integrated circuit according to an embodiment of the invention.
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Detailed description of the drawings

[009] In the following specification, the invention will be described with
reference to specific examples of embodiments of the invention. It will,
however, be evident that various modifications and changes may be made
therein without departing from the broader spirit and scope of the invention as
set forth in the appended claims. '

[0010] Because the apparatus implementing the present invention is, for the
most part, composed of electronic modules and circuits known to those skilled
in the art, circuit details will not be explained in any greater extent than that
considered necessary as illustrated above, for the understanding and
appreciation of the underlying concepts of the present invention and in order
not to obfuscate or distract from the teachings of the present invention.

[0011] The combination of a bus and a network on chip that are connected in
parallel to multiple modules of an integrated circuit wherein the latency of the
bus is lower and more predictable than the latency of the network on chip is
referred to as bus enhanced network on chip or "BENoC". The parallel
connectivity allows a module to transmit information to another module either
via the network on chip or the bus.

[0012] The term broadcast means transmitting information to all destination
modules. The term multicast means transmitting information to a sub set of all
destination modules. The term convergecast includes a first step a multicast to
a group of destination modules and a second step of aggregating positive and
negative responses from these modules

[0013] There is a large body of work advocating the use of spatial reused
networks as the main on-chip interconnection infrastructure.

[0014] Network architecture has been shown to be more cost effective than a
system bus in terms of area, power and performance. In ‘addition, networks
generally have good scalability properties, while shared busses cannot
withstand the increasing bandwidth and performance requirements already
seen in contemporary systems.
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[0015] Consequently, current state-of-the-art VLS| research often presents
network on chip as the practical choice for future systems. However,
conventional interconnect architectures which solely rely on a network have

several drawbacks when advanced services are required. In particular, the

~ distributed nature of a network is an obstacle when global knowledge or

operation is beneficial. For example, broadcast (sending information to all
modules on the chip) is an inherent operation in busses and has no extra cost.
However, in a typical NoC a broadcast capability either involves additional

hardware mechanisms or a massive duplication of unicast messages.

[0016] Broadcast is particularly expensive in NoCs that employ wormhole

switching as classic wormhole does not support broadcast due to the
complexity of the backpressure mechanism and the requirement for small
buffers. Similarly, multicast is considerably easier to implement in busses than

in typical networks. Finally, multi-hop _networks impose inherent packet

propagation latency for the communication between modules. This
complicates the design of critical signals between remote modules.

[0017] Bus properties are also valuable when global knowledge and control
are useful. As current network on chip implementations are strictly distributed
(heavily borrowing concepts from traditional large scale networks), the system
behavior and performance is often dictated by multiple local decisions. For

example, arbitration for scarce resources is typically conducted using only

local knowledge. Since a bus is inherently shared by many agents allowing

them to simultaneously monitor its activity, it can be used to maintain a global

view of the system status and as mean for achieving a global decision.

[0018] Unlike off-chip architectures, modules within a chip are ‘placed in close

proximity to each other. This enables off-network communication solutions that
are not feasible in large scale networks, e.g., network on chip reconfiguration,
network search and arbitration for a hot-module. These specialized operations

- can be performed over an off-network shared bus, at a low latency and low

dissipation of power.
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[0019] Consequently, a method and device are proposed, The device includes
a combination of bus and system on network and the method includes utilizing
a bus and a network on chip. The combination of bus and network on chip is
referred to as BENoC (Bus-Enhanced Network on Chip). The network on chip
is a high performance distributed network, and the bus is complementary low
latency, low bandwidth bus.

[0020] The bus, which is optimized for system-wide distribution of signals and
can be centrally arbitrated, is used for low-latency communication and large
scale distribution of meta-data in a simple and efficient manner, while the
network on chip is used for high-throughput point-to-point communication
between modules.

[0021] As a result, the proposed combination is superior to a conventional
network on chip. This application presents several scenarios in which the bus-
network hybrid is more cost effective than a pure network implementation.
Moreover, we also demonstrate that the bus can be equipped with additional
simple mechanisms that further facilitate common distributed tasks.

[0022] The observation that busses are superior to networks for providing low-
latency for low bandwidth signals has already inspired several proposals of
bus-network on chip hybrids. Typically, such hybrid solutions employ clusters
of modules where each cluster shares a local bus. While intra-cluster
communication uses the local bus, inter-cluster traffic uses the network So
unlike BENoC, in previous proposals, busses are used as a local network on
chip alternatives (but only within a cluster), and support the same semantics
while not offering additional functionality. A bus-network on chip hybrid for a
uniprocessor system was suggested. There, the low-latency nature of the bus
is used to accelerate the access to an array of distributed cache banks. By
replacing groups of adjacent links and routers with fast bus segments, the hop
count is reduced and the system performance is improved. In contrast with
these approaches, BENoC does not employ the bus as an additional hierarchy
layer in the interconnect fabric or an extension of the network but rather as a
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synergetic module operating in parallel with the network at each network
endpoint, improving traditional functionality and offering new services.

[0023] A salient feature of on-chip systems is the proximity of all modules
within a distance of several millimeters, which enables low-latency
communication among them. This is in contrast with macro networks, where
link delays are inherently dominant in the system. Therefore, traditional
networks usually cannot benefit from out-of-band communication and they use
their standard links for all operations, while network on chips can leverage a
side-bus to enhance system functionality.

[0024] The bus-enhanced network on chip architecture described in this patent
application suggests combining a bus with a network on chip for getting a best
of breed communication infrastructure. The bus can circumvent some
weaknesses of the network on chip, such as latency of critical signals,
complexity and cost of broadcast operations, and operations requiring global
knowledge or central control. It is used to support the network in specialized
operations and services, such as broadcast, anycast and convergecast, which
are essential for common operations such as cache line search and cache
invalidation. The bus can also be used point-to-point to support low-latency
critical signals with a small number of bits. BENoC is superior to classical
network on chip in terms of delay and power.

[0025] Our approximate analysis shows that BENoC advantage over network
on chip starts at relatively small system size around 10-20 modules, and
becomes very significant as system size grows.

[0026] In conclusion, the scalability requirements of future SoCs can be served
by a network on chip providing high throughput and parallelism for massive
data transfer, enhanced by an integral -bus providing low-latency and
broadcast capabilities for control operations and specialized services, in
BENoC architecture.

[0027] Figure 1 illustrates system 8 according to an embodiment of the
invention.
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[0028] System 8 includes multiple modules (of an integrated circuit) that
communicate with each other over bus 100 and network on chip 10. Network
on chip 10 includes multiple end points 13 that are connected to modules 20. It
is noted that the number of modules can differ from the twenty four modules of
figure 1. It is further noted that bus 100 is illustrated as a simple grid for
simplicity of explanation. Bus 100 includes data lines, control lines, address
lines or a combination thereof as well as circuits that manage the transfer of
information over the bus. These circuits can include a root and bus stations, as
illustrated, for example, in figures 5 and 6.

[0029] Each one of bus 100 and network on chip 10 are connected (in a
parallel manner) to multiple modules 20. Each module 20 can convey
information via bus 100 of network on chip 10. Modules 20 can be processors,
general purpose processors, memory banks, digital signal processors, cores,
controllers, and the like. ,

[0030] The parallelism implies that a module can communicate with another
module via bus 100 or via network on chip 10. Bus 10 is global in the sense
that is connected to multiple modules that are connected to end points of
network on chip 10 and is not limited to connecting between local clusters of
network on chip 10. '
[0031] Referring to figure 1, network on chip 10 includes nodes 12 and links
11. Bus 100 of figure 1 is a single segment bus that spans through all system
modules while the data network is organized in a mesh topology. A dotted line
marks network links while a solid one represents bus 100.

[0032] Each module 20 includes an interface 21 capable of determining
whether to transmit information over network on chip 10 or bus 100. The
determination is responsive to transmission rules that indicate when to user
bus 100 and when to use network on-  chip 10.
BENoC Built-in Services

[0033] Network on chip 10 can be a packet switched network such as but not
limited to AEthereal, QNoC, XPipes or Hermes. Network on chip 10 takes care
of point-to-point massive data transfers.

10
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[0034] Bus 100 can concurrently function as a low latency broadcast/multicast
capable media. Bus 100 is used for transfer of information for various
purposes including but not limited to network on chip subéystem control,
propagation of critical signals and special services.

BENoC for short latency signaling

[0035] In typical network on chip-based systems, packets that traverse a path
of multiple hops suffer from high latency, due the routing delay accumulated
along its way. This latency is often unacceptable for short but urgent signaling
messages required for the timely operation of the system, and is considered
as one of the network on chip's main obstacles that discourage architects from
an early adoption a network on chip-based architecture. Bus 100, which is
designed for low bandwidth and optimized for short latency, offers a valuable
alternative: such urgent messages may be sent over bus 100, traversing only a
single (or few) arbitration stages. This enables quick delivery of time critical
signals (e.g., interrupts, semaphore lock operations) between modules. The
arbitration can be conducted by a root and additionally or alternatively by bus
stations as illustrated below.

BENoC multicast services

[0036] The combination of bus 100 and network on chip 10 enables efficient
implementation of communication services common in large distributed
System on Chips. For example, a high performance ASIC or FPGA may
include multiple resources with the same functionality distributed in different
locations across the chip (e.g., DSP processors, ALUs, multipliers, memory
banks, etc.). Instead of performing a complex computation locally, a module
such as a processor may complete its task in a more efficient manner by
sending the data to be processed to one (or more) of these specialized
resources (modules). Note that in such cases, the processor does not know
which of these resources are idle, so in a basic network on chip-system it can
only probe them using the network. For such cases, the system and method
can easily provide an anycast service: In such an operation, the origin

. processor (module) targets any module that owns a certain type of resource

11
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and fulfills certain conditions. For instance, in the above scenario, the

- processor may initiate a bus transaction destined at "any idle multiplier". In

response, idling multipliers may arbitrate for bus 100 in order to send back
their identity or use the network to do so. Note that in this scenario bus 100 is

~only used for control messages and metadata, while the data itself is delivered

point-to-point over network.

[0037] Bus 100 can also support a convergecasi‘ mechanism that facilitates the
efficient collection of acknowledgements or negative result back to the initiator.
Such a mechanism may use a daisy-chain circuit along bus 100 route to
feedback back to the origin the identity of the available resource or the
complete lack of such a free resource.

[0038] As mentioned above, bus 100 implements certain communication
services in a better cost effective manner. The most basic service is a
broadcast operation: In order to deliver a message from one source to multiple
destinations in a basic network on chip, the sender has to generate multiple
unicast messages. In addition to an increased latency, this process is energy
consuming, as the same information is repeatedly transmitted over the same
lines. While the network on chip routers may include a, built-in broadcast
mechanism, this extra hardware cann'ot"match the simplicity, low-cost and

~ short latency of the proposed bus.

BENoC for CMP Cache

[0039] A broadcast operation is extremely valuable in shared memory CMP

‘ systems. Typically, multiple processors each of these processors is equipped

with a local (first level - L1) cache and they all share a distributed (second

level- L2) cache. Figure 1 llustrates a CMP  System
" The system includes eight processor cores (CPUs) 20' and sixteen L2 cache

banks (L2 22). Each L2 bank is divided into 4 sub-banks. CPUs 20' are
connected to L2 cache banks 22 via network on chip (that includes nodes 12
and links 11) as well as by bus 100.

[0040] In order to facilitate cache coherency, the system should provide a
mechanism that prevents applications from reading stale data. More

12
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specifically, when a processor issues a read exclusive (i.e., read for
ownership) command to one of the L2 caches, all other processors holding a
copy of that cache line should invalidate their local copy, as it no longer
reflects the most updated data. Such invalidation signal is best propagated
using a broadcast/multicast service.

[0041] As wire latency becomes a dominant factor, the L1 miss penalty is
heavily affected by the distance between the processor and the L2 cache bank
holding the fetched line. This observation gave rise to the DNUCA (Dynamic
Non-Uniform Cache Architecture) approach: instead of having a few statically
allocated possible L2 locations, cache lines are moved towards processors
that access them. Ideally, all cache lines that are accessed by a certain
processor reside in nearby L2 cache banks.

[0042] There are several issues to resolve in order to make DNUCA a practical
cache management scheme. Examples are finding an efficient line migration
policy, handling lines that are accessed by multiple, distant processors and
cache line migration schemes. Another major difficulty in implementing
DNUCA is the need to lookup cache lines: whenever a processor needs to
conduct a line fill transaction (fetch a line into its L1 cache), it needs to
determine its location, i.e., the identity of the L2 cache bank/processor storing
its updated copy.

[0043] As described above, in a network-based interconnect, the line can be
looked for Using multiple unicast messages. BENoC offers a much more
efficient alternative: low latency bus 100 can be used to broadcast the query to
all cache banks. The particular cache storing the line can acknowledge
receiving the request on the auxiliary bus and simultaneously send the line's
content over the network on chip. As queries are composed of small meta-data
(the initiating processor's ID and the line's address), they do not create
substantial load on the auxiliary bus.

[0044] The proposed scheme has two main advantages: First, it reduces the
power consumption of the system interconnect as the single bus transaction
performs the broadcast operation, instead of multiple messages in the network

13
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on chip. Second, as the time-critical line search is performed over a single-hop
medium instead of competing for shared network resources, the system
performance is improved.

BENoC for system management

[0045] Bus 100 can also facilitate the configuration and management of the
network on chip itself. For example, when changing the system's operation
mode, the network resources may need to be re-configured. Such
configuration may include updating routing tables, adjusting link speeds or
turning some of them completely off and remapping the system modules
address space. Interestingly, although these operations are not performed
during the normal run-time of the system, they should be handled with care:
Since the configuration of different network resources is performed
independently, they may interfere with each other. For example, if a
configuration packet turns off a certain link (or a router), other configuration
messages may not be able to reach their destination due to "broken paths".
Similarly, trying to update routing table while the network is being used to
deliver other configuration messages is problematic. Alternatively,
configuration can be done using the bus. As a result, the configuration process
becomes simpler to design and implement. In fact, special side-band signals
are often implemented in bus-based interconnect to ease bootstrap
configuration of the system (e.g., PCI bus, Power PC's DCR bus).

[0046] It may also be desirable to completely shut off parts of the network on
chip when they are not expected to be used for a long time in order to save
power. However, a major complication in the implementation of such a
mechanism is caused by the inability to switch on inactive units fast enough
when they are needed, as the "wakeup" packets cannot traverse though
sleeping links or routers. Using bus 100, units that were switched off can be
awakened in a simple, fast and direct manner. Moreover, bus 100 can be used
to handle the communication between the modules during the network on chip

initialization and power-up time.

14
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Analysis of power consumption _

[0047] In this section an energy reqhired for broadcasting is provided. A
comparison is made between network on chip broadcast and bus broadcast.
For simplicity, it is assumed the network on chip has a regular mesh topology.
The following notation is used : n = The number of modules in the system; AV
= Voltage swing [V]; Co = Global wire capacitance per unit of length [F/mm]; P

= Tile size [mm]; Cyq4 = network on chip link driver input capacitance [F]; Cpy =

Bus driver input capacitance [F]; Cmin = Minimal inverter input capacitance [F];
[0048] The time needed for a driver to charge a capacitor is modeled using the

. following equation:

T
Ir=—=¢C, ., +7 1
= (1)

Load
in

where Ci, is the driving buffer's input capacitance and Ciag is the load's
capacitance.

[0049] The constant 1 is determined by the technology.

- [0050] tOR.C.. (2)

min ~ min
where Rmin and Cni are the effective resistance and the input capacitance of a
minimal inverter.

- [0051] The energy required to charge Cieagis E =AV?-C,,. (3)

[0052] First, an approximation if provided of the latency and energy of a
broadcast transaction in a network on chip-based system which relies on
multiple unicast messages. Assuming each network on chip link is
approximately P millimeters long, its ca'pacijtance is  Cux =;P-éo. 4)

[0053] Using equation (1), the time required for a link driver to transmit a single

bitis T, = ’CL(Clink +C,)+7,  (5)

id

where Cj, is the input capacitance in the input port to which the link is
connected. '

15
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[0054] Since a broadcast message has to travel at least +/» modules away

from the source, the minimal time to complete the broadcast (neglecting delay
within the router) is

T, =\/;'Tlink = \/;(CL(Clink +Cin)+rj

id

:\/;[r(P-CO+Cm)+TJ

id

6)

[0055] Note that equation (6) underestimates the broadcast latency, as
messages are withheld at least one clock cycle in each router along their path.
In addition, if no priority is given to such packets, they might also be delayed
due to network congestion.

[0056] In order to calculate the total energy needed for network on chip
broadcast, we should first determine the number of times a packet is
transmitted. Note that in a regular mesh, a source node may have at most 8
modules at a distance of one, 16 modules two hops away, 24 modules three
hops away and so on. In the energy-wise best case, the broadcasting module
is located exactly in the middle of the mesh. The broadcasting module
therefore has to send 8 messages that would each travel a single link each, 16
messages that travel two links, and in general, 8] messages to a distance of j
hops, until transmitting a total of n-1 messages. It can be easily shown that if

Jn is an integral, odd number, then the Manhattan distance between the

module in the middle of the mesh and the ones in its perimeter is exactly -

_n-1

max 2

- (7)

[0057] Since a message transmitted to a destination j hops away has to
traverse j links, the minimal number of transmissions required to complete the
broadcast is
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K=81+16-2+24-3+..+8D_ -D__

ey D _(D. +1)(2D._ +1
= 82 j2 =8 max( max )( max ) (8)
rd 6
~ 16Dfm + 24D:“ +8D_
- 6

[0058] Consequently, the lower bound of the total energy consumed by a

single broadcast operation according to (3) is E,, =AV?-K(C, +C,,+C,)-
9)

[0059] Similarly, the latency and energy that characterize a broadcast on a bus

are evaluated. It is assumed that bus 100 is composed of Jn horizontal
sections (of length Jn-P each), connected together using a vertical segment
of the same length. As the total bus length is approximately (\/; +n)P long,
and assuming that it is connected to n loads of Ci, each, its total capacity is
approximately

Cous O (N +1)PC, +1nC, . (10)

[0060] The resulting broadcast transmission delay according to (1) is:

T, ="T_Cbus tT
o (11)
:CL((\/;+n)PC0 +nCl.")+z'

bd
[0061] Using equation (3), the total energy required to drive bus 100:

Ebus = AVZ(Cbus + de)

= Av?((Vn +n)PC, +nC, +Cy) (12

[0062] Clearly, the bus driver should be much more powerful (and energy
consuming) than a link driver. In order to choose an appropriate sizing for the
bus driver, it is required that :
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T = (13)

us

o

where B is a parameter reflecting the network-to- bus broadcast speed ratio.
[0063] Using equations (6), (11) and (13), the following is obtained:

C—T-((\/;+n)PC0 +nC,.,,)+r

bd

\/r_z(z'(P-C0+C,.,,)+Tj 3

B Cy

(14)

[0064] And therefore, for achieving a desired speed ratio B the bus driver
should have an input capécitance of

_ r(\/;PCO +nPC, +nCl.n)

Coy = .
" [g[r(P-cow,-n)Hj_,
Bl C

(15)

[0065] Using equation (12), the total energy consumption required for a bus
broadcast is:

E, =AV? ((JZ +n)PC, + nci")

t(VPC, +nPC, +nC,) (16)

ﬂ Cld

+AV?

- [0066] In order to complete the analysis, typical values for the various electrical

parameters for 0.65um technology are used. The tile size (P) is assumed to be
imm, and Cy is selected so that the resulting single-wire link bandwidth is
20Mb/sec.

[0067] Figure 3 shows the energy required for unicast and broadcast

. transmissions in a network on chip. It also shows the energy required for a
- broadcast transmission in BENoC for two bus speeds (values of B).

[0068] Curve 34 illustrates the power consumption required for broadcasting
over network on chip 10. Curve 33 illustrates the energy consumed for
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broadcast transmission over bus 100 at beta of 1. Curve 32 illustrates the
energy consumed for broadcast transmission over bus 100 at beta of 10.
Curve 31 llustrates the energy consumed for unicast transmission over
network on chip 10.

[0069] As expected, bué 100 is no match for the network on chip 10 when a
message should be delivered to a single destination. The energy required for
the delivery of a unicast message traveling an average distance in a mesh

network on chip is proportional to +n while in bus 100 the energy is
approximately linear with respect to the number of modules using reasonable
values of the speed ratio beta. Obviously, trying to provide the total network
throughput capacity on bus 100 would be extremely wasteful in terms of
power. However, when broadcast operations are compared, bus 100 is
cibnsiderably more energy efficient than the network, as shown by the "network
broadcast" curve compared with the "bus transaction" curves, for system size
n of ~25 or more.

Experimental Results — speed of operation

[0070] The following is an evaluation of the BENoC and a regular network on
chip interconnected for a classical CMP system depicted in Figure 12,
supporting dynamic non-uniform cache access architecture which includes
eight processors and sixty four distributed cache banks. It is:assumed that bus
100 uses centralized arbitration.

[0071] The experiments focused on two time-critical operations in a DNUCA
system. The first one is the basic line-fill ("read") transaction, which is
performed by a processor that tries to read a line into its L1 cache. If an L2
cache has a valid copy of the line, it must provide its content to the reading
processor. If the most updated copy resides in a L1 cache of another
processor, it is asked to "write back" the line. Else, the line is fetched from a
lower memory hierarchy level (L3 cache/memory). When the operation is
completed, the processor becomes a "sharer" of the line.

[0072] The second operation is the read-for-ownership (‘read-exclusive")
transaction, which is similar to the basic line-fill operation, but also implies that
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the reading processor wishes to have the single valid copy of the line as it is
about to update its content. In order to complete the transaction, all other L1

copies of the line (held by an owning processor or by sharers) must be

~invalidated.

[0073] A processor performing a read/read exclusive operation does not know
the exact state of the requested line. More precisely, the line might be owned

by another processor, shared by one or more processors or it may not be

present in any of the L2 caches at all. In addition, even if the line is in an L1/L2
cache, the reading procéssor does not know its location. In a typical DNUCA

~ implementation, the processor has therefore to lookup thé line prior to the

read/read exclusive operation. In this work, it is assumed a classic model in
which each L2 cache line includes some extra bits to keep track of the current
sharers/owner of the line.

" [0074] In order to evaluate the proposed technique, we use two simulators. In
~order to simulate the BENoC architecture we use Opnet. The model accounts

for all network layer modules, including wormhole flow control, virtual
channels, routing, finite: router buffers and link capacities. It addition, it

simulates the bus arbitration and propagation latencies. The DNUCA system

was modeled using the modeling system suggested in Simics which is a well-

known parallel execution simulator. Our benchmarks are composed of

SPLASH-2 which traces executed on a CMP system. Sincé.wé are interested

"in the parallel sections of the programs, we fast forward through the initial

sequential part of each program and measure performance only in the parallel
part of the code.

[0075] Since the parallel sections of the programs are of interest, performance
were measured only in the parallel part of the code.

[0076] Figure 4 presents the decrease in the line fill transaction time in BENoC
relative to the average duration of the same transactions in a standard network
on chip system, for various network-to-bus speed ratios (i.e., different values

of B).
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[0077] As expected, BENoC significantly reduces the average transaction time.
This is also true for slow busses, which are also very power efficient. It is noted
that even when an extremely high latency bus is used, BENoC achieves a
significant performance improvement. This results from the fact that in the
above analysis a lower bound for network latency was used. In a real network -
broadcast messages of cores are likely to collide, as they repeatedly compete
for the network resources. In addition, even when no collisions occur, routers
introduce some additional latency.

[0078] Figure 4 illustrates a L2 access time improvement
The reduction in the line fill transaction time in benchmark programs, for
different network-to-bus speed ratios.

[0079] Design Guidelines and Principles of bus 100

[0080] Since bus 100 serves as a complementary infrastructure for particularly
defined uses such as unicast, multicast and broadcast brief control or meta--
data transactions, its penalty on various system cost metrics such as area,
power and complexity has to be reduced to the possible minimum. Therefore,
conventional system busses such as AMBA or Core Connect are not
appropriate and a new architecture has to be proposed.

[0081] Conveniently, bus 100 has a low bandwidth as high bandwidth traffic is
conveyed over the network on chip 10. Bus 100 should convey low bandwidth
communication such as control signaling and meta-data fransfers. High
bandwidth transactions are performed through the network. Thus, bus 100 can
manage without segmentation, spatial reuse, pipelining and other costly
bandwidth boosting mechanisms.

Conveniently, bus 100 has a low predicted latency. It can include a small
number of bus stations and, wire and a root that provides a Idw_ and
predictable latency. For example- the number of bus stations can be defined
by the architecture and for balanced tree equals to D"(logpoN-1)+1 where D it's
the tree degree (2 for binary, 3, 4) and N it's the modules number.
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[0082] Conveniently, bus 100 is relatively small as it conveys relatively a small
amount of traffic.

[0083] Conveniently, bus 100 has low power consumption. It can be selectively
powered down and it conveys a limited amount of traffic.

Bus architecture

[0084] Bus 100 has a tree topology. The tree is not necessarily a binary tree or
a balanced tree. It can include a root and multiple bus stations that are located
ih tree junctions.

[0085] Figure 5 illustrates bus 100 according to an embodiment of the
invention. Bus 100 includes root 110 and multiple leafs. Root 110 is connected
to bus stations 131 and 141. Bus station 131 is connected to bus station 132
and module 201. Bus station 132 is connected to modules 202 and 203. Bus
station 141 is connected to bus stations 142 and 143. Bus station 142 is
connected to modules 204 and 205. Bus station 143 is connected to modules
206, 207, 208 and 209. N

[0086] Root 110 is a sequential unit that possesses the ability to intercept
destination address, and masters the later described partial masking
mechanism. Bus stations 131, 132, 141, 142 and 143 are pseudo
combinatorial units that are responsible of aligning data switches between
transactions and playing their role in the distributed arbitration mechanism.
[0087] Each module out of modules 201 — 209 can, at any given point in time,
transmit data or receive data through bus 100. Conveniently, only one
transmitter can transmit at a time. As it will be described later, bus 100
supports highly power efficient unicast, multicast and broadcast transmissions.
[0088] Bus access is regulated with the well known Bus Request (BR) — Bus
Grant (BG) mechanism. Modules that wish to transmit issue a bus request via
their BR pin. After the current transaction ends, one of the requesting modules
is given the permission to transmit with the help of the BG signal. At the first
stage of a transaction a combinatorial path between the transmitting module
and the receiving module is built up. Data and bus control signals are
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synchronized to bus clock that is connected only to the root and the modules
in the leaves of the tree.

[0089] Bus 100 applies a distributed arbitration mechanism. The BR/BG
interface is found not only between bus 100 and modules 201- 209 but
between all bus units including modules 201-209, bus stations 131, 132, 141,
142 and 143 and root 110. Each bus station can arbitrate between bus
requests and send a bus request upwards. According to another embodiment
of the invention the bus station does not arbitrate between requests but issues
a bus request towards the root (upwards) if one of its sons issues a request.
Root 110 eventually decides which bus request to grant and this bus grant is
sent via the bus stations to a selected module.

[0090] A bus station that receives a bus grant (BG) will pass the BG to one of
its sons according to its arbitration logic so that only one module receives the
BG. The suggested mechanism permits local and modular arbitration priority
adjustments by altering the specific bus stations arbitration logics or with the
means of tree topology manipulation.

[0091] The data from the transmitter (module) to the receivers (modules)
moves upstream towards root 110 and than is transmitted downstream across
the tree or at least via selected bus stations. The combinatorial route between
the data sending module and the root is established during the bus grant
penetration down to the transmitter. Bus stations can be prevented (by
masking) from sending information (for example- by being shut down) towards
irrelevant bus stations or modules.

[0092] Bus 100 can apply a masking mechanism. The role of the masking
mechanism is to save power by preventing the data from spreading across the
whole tree in unicast or multicast transactions. The mask logic is located in the
root and controls data penetration through the bus stations with a designated
line to every bus station down to the lowest masking level.

[0093] Figure 6 illustrates bus 100 and a masking operation according to an
embodiment of the invention.
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[0094] it is assumed that module 201 wishes to transmit information to
modules 204. In this case the information should travel from module 201 and
bus station 131 to root 110 and from root 110 to bus stations 141 and 142 till it
reaches module 204. In this case base stations 132 and 143 can prevent that
information from being transmitted to modules 202, 203 and 206-209, as
illustrated by dashed lines. Thus, base stations 132 and 143 perform a
masking operation. Accordingly, bus stations 132 and 143 can be shut down.
Root can send masking commands to bus stations 132 and 143. All bus
stations monitor their mask lines and if they convey mask commands from root
110 they do not transmit information.

[0095] Conveniently, the data and address busses of bus 100 are unified — this
can save die area and cost. '

[0096] The number of address bits can be reduced if only a portion of all
possible multicasts are allowed. A group of allowable multicast can be defined
and the selection between one allowable multicast to the other can be made
by using a multicast indicator. One of the allowable multicasts should be
broadcast.

Acknowledgement — Bus 100 supports two acknowledge signals — (a) bus
acknowledgement signal (Ack) indicative that at least one destination module
is expected to transmit through the network on chip a response to a source
module, and (b) a no-acknowledgement signal (Nack) indicative that no
response is expected to be sent through the network on chip . Each of these
acknowledgement signals can be generated by a source and bus stations as
well as the root can aggregate these signals. It is noted that bus stations
generate acknowledgement signals only if they are masked, and thus their
influence on global Ack and Nack is prevented.

[0097] These acknowledgement signals can be active high and can be
aggregated (joined up) with AND gates in the bus stations and form a global
Ack and a global Nack signals that are generated in the root. Bus 100 acts as
a fast, predicted, low-bandwidth metadata transmission medium aside a high
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bandwidth network on chip. Many of the transmissions through bus 100 require
a recipient's response through the network on chip.

[0098] Ack and Nack might be used to distinguish between an
acknowledgement after which the transmitter is supposed to receive a
response through the network on chip (Ack) and an acknowledgement that just
ends the transaction (Nack).

[0099] Root 110 sets bus 100 free for the next transaction by dé-asserting bus
grant after it receives a global Ack or Nack. A module that signals Nack, also
signals Ack. Global Nack can occur only if all the recipients responded Nack.
Sender distinguishes between Ack and Nack by sensing bus grand de-
assertion on Nack dedicated clock cycles after it finished up sending it's data
packet (every 4 clocks for example). A trick of this kind should be done since
there is no acknowledgement path between the root and the sender.

Bus Station

[00100] Bus stations such as bus stations 131, 132, 141, 142 and 143
are located at the tree junctions and are responsible for local arbitration, data
switching, acknowledgement forwarding upward to the root and data masking
down to the destinations.

[00101] Figure 7 illustrates bus station 131 according to an embodiment
of the invention.

[00102] Bus station 131 is a binary bus station but other bus stations can
include more than two inputs. Bus station 131 receives the following signals:
BR_L, BR_R, Datal[1:K], DataR[1:K], Dvalid L, Dvalid R, AckL, AckR, NackL,
NackR, MASK, and outputs the following signals: BG_L, BG_R, Data to Root
[i :K], Dvalid, Ack and Nack, Dvalid R, MASK.

[00103] BR_R and BR_L are bus request lines from right and left sons
(for example — from module 201 and bus station 132) respectively. Similarly
BG_R and BG_L are bus grant to right and left sons. Acks and Nacks are
positive and negative acknowledgement lines, DatalL[1:K] and DataR[1:K] are
K data lines from sons to the direction of the root, Dvalid to the root it is the
sender data valid bit. Dvalid from the root it's an optional data valid bit to the
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receiver. MASK it is a masking signal that masks the data on its way down,
ties the acknowledgement outputs high at the same time, and optionally acts
as a data valid bit to the receiver in last tree level bus stations.

[00104] Bus station 131 includes arbitration circuit 800 data to root
multiplexer ('data to root mux’) 131(2), AND gates 131(4) and 131(5), OR gate
131(3) and inverters 131(6) and 131(7).

[00105] Bus requests BR_L and BR_R are joint up with an OR gate
within arbitration circuit 800. Arbitration circuit 800 can determine which
requestor (son) shall receive a bas grant- if such was approved by root 110.
According to this arbitration result data to root multiplexer sends data towards
root 110- the information sent by the selected son. AND gate 131(4) receives
signals AckL and AckR to provide ACK. AND gate 131(4) also receives signals
NackL and NackR and provides NACK. AND gate 131(5) performs a masking
operation on the data from root (applying an AND operation on MASK and that
data) to selectively mask the information that can be sent towards the sons of
bus station 131. Inverter 131(7) inverts MASK signal to output Dvalid signal.
This inverter is included only at the last bus stations.

[00106] Figure 8 illustrates arbitration circuit 800 according to an
embodiment of the invention.

[00107] Arbitration circuit 800 includes arbitration logics 810 and 814,
sequential circuits 812, 816 and 818, AND gates 820 and 822 and OR gate
824.

[00108] BG_root is the clock signal provided to sequential circuits 812,
816 and 818. BR_L and BR_L are the inputs to arbitration logics 810 and 814.
The outputs of arbitration circuit 800 are BR_root, BG_L and BG_R. BR_root
is a result of applying an OR operation (by OR gate 824) on BR_L and BR_R.
[00109] The output of arbitration logic 810 is connected to the input of
sequential circuit 812. The output signal of sequential circuit 218 (denoted
“next candidate) is provided as input to arbitration logics 810 and 814. One
output of arbitration circuit 814 is connected to the input of sequential circuit
818 while another output of arbitration logic 814 is connected to sequential

26



10

15

20

25

30

WO 2009/072134 . PCT/IL2008/001589

circuit 816. A delayed version of BG_root is provided to AND gates 820 and
822. An output of sequential circuit 816 is connected to an input of AND gate
820. An output of sequential circuit 818 is connected to an input of AND gate
822,

[00110] Arbitration circuit 800 receives as inputs bus requests (BR_L and
BR_R in this case) from the sons (module 201 and bus station 132) and bus
grant (BG_root) from the upper level (root 110). The outputs are bus grants to
the sons (BG_L and BG_R) and bus request to the upper level (BR_root).
[00111] Arbitration circuit 800 has three sequential units 812, 816 and
818 that are clocked with the bus grant input from the upper stage in the tree.
The first sequential unit (81w) stores the next candidate for grant on the basis
of bus request inputs and the last "next candidate". Second sequential units
816 and 818 register the BG outputs after they are calculated considered next
grant candidate and bus requests. The outputs are AND'ed with BG_root in
order to initiate a clock rise in every bus grant transaction beginning. A delay
line (denoted "DELAY") is required between the BG_root and the inputs to the
last AND gates in order to compensate Tpq of the last registérs, and thus avoid
disastrous clock hazards to the next arbitration units. The arbitration logic
implements a round robin or other user defined algorithm in a case of multiple
simultaneous bus requests. Priority biasing manipulations are possible with
internal arbitration logic adjustments and topological modules placement.
Multiple ports blocks are designed with the same principles.

[00112] As stated earlier, with bus grant penetration down the tree, a
combinatorial data path up to the root is build up with the help of the "data to
root" multiplexers that are controlled by BG lines. Figure 9 presents a scheme
of a dual port data switch according to an embodiment of the invention.

[00113] Referring to figure 7, acknowledge signals (Ack and Nack) from
the sons are AND'ed together and OR'ed with the mask Signal. Bus station
gives acknowledgement upwards in two cases - if it received
acknowledgement from all its sons or if it is masked. A masked segment of the
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tree signals acknowledge back so it will not accidentally hold bus 100 in an
acknowledgement wait state.

[00114] Data that is coming from the root is AND'ed with the mask signal
(masking mechanism implementation). In the bus station of the lowest
masking level mask signal is also optionally used as data valid signal to the
receiving modules.

The Root

[00115] Root 110 acts as the global control center of bus 100. It
implements the whole bus state machine, controls global bus-grant state,
intercepts addresses, monitors the mask lines and gets global
acknowledgements. The root it is the only section of bus 100 that is clocked
with the system clock. Modules bus interfaces are working with the same
clock. A block structure of a root with two sons is found in figure 10.

[00116] Figure 10 illustrates root 110 according to an embodiment of the
invention.
[00117] Root 110 includes root arbitration circuit 1012, data multiplexer

1014 and mask logic 1016.

Not like the arbitration in bus stations, root arbitration unit 1012 has the
authority to initialize a new transaction by issuing a BG signal to one of the
root's sons. Root 110 has this capability since it is the only unit that has the
sense of global acknowledgement signals, the current bus grant state and the
state of the previous transaction. Dvalid lines are active high signals that are
bubbling upwards from the modules with the data and marking whether there
is valid data transmitted. The lines are utilized to point out end of transmit. If
area cost considerations overcome bandwidth requirements, an extra clock
cycle with "transmit end" word might be used instead. On the other hand,
Dvalid signal can be routed all the way back down to the modules, allowing
this way to disable the masking mechanism that was also responsible to signal
valid data to the recipients, and correspondingly save masking power if
broadcast or large sets multicast transactions occur often. As implied earlier,
root's arbitration block is responsible for bus grant de-assertion and its timing if

]
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two types of acknowledgement (Ack and Nack) are used — this mechanism is
treated widely in the next section. The mechanism saves the need for a logic
acknowledgement path between the root and the sender.

[00118] Data multiplexer 1014 can be similar to data %musltiplexers in the
bus stations.

[00119] Mask logic 1016 determines, based upon the address (and
especially multicast indicator) which bus stations should be masked. It drives N
mask lines that are routed to N different bus-stations and responsible of
blocking data penetration toward modules that are not intended to receive data
in the specific transaction.

[00120] Figure 11 illustrates mask logic 1016 according to an
embodiment of the invention. Mask logic 1016 includes address latch 1102
and a 2% entry memory unit (denoted 2"*N SRAM array) 1104. 2% it's the
number of allowable addresses including multicast identifiers and unicast
addresses that can be identified by a K long multicast idéntiﬁer. Each entry
indicates which bus station to mask per mask identifier.

[00121] Address flit latch holds the destination address that is transmitted
at the first clock after bus grant was assigned to the current transmitter. The
address is held until bus grant is de-asserted. After bus grant de-assertion the
latch's output holds the "all masked" address unless masking mechanism is
disabled. Root's state machine will be discussed widely in the next section.
Bus State Machine and Communication Protocol

[00122] Bus 100 can be synchronous in its topological edges. Root 110
can apply a state machine, as illustrated in figure 12.

[00123] Figure 12 illustrates a state machine that includes six states
1210, 1220, 1230, 1240, 1250 and 1260 according to an embodiment of the
invention. The initial state is state 120 "Wait for BR" state 1210, where BR
stands for Bus Request. As soon as one of the modules in the leaves issues a
bus request (for example - by setting its BR high), one of root's BR inputs goes
high. If only one of root's BR inputs is high, root arbitration unit issues a BG
(Bus Grant) to the son that requests bus 100, as illustrated by stage 1220
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"ESG=1". If two or more sons request bus 100, the unit gives grant (as
illustrated by state "BG=1" 1220) the son on queue according to a round robin
principle (arbitration bias can be implemented by altering arbitration logic here
or in the bus stations).

[00124] Once bus grant issued, root 110 waits for the first data word from
the transmitter. This word includes the address of the receiver, a serial number
of a multicast set, or a broadcast address. After the arrival of the first word, the
address is latched in the address flit latch and mask lines are updated
accordingly- as indicated by state 1230 "set mask". It is noted that stage 1220
is also followed by resetting BR (BR=0). A module that sends a first word
resets BR. Following the masking data root 110 waits till the transmitter
ihdicates that it does not have any more valid information to transit- for
example by resetting Dvalid (this wait state is indicated by state 1240 of "wait
for Dvalid=0"). ‘ '
[00125] Once this occurs root 110 de-asserts the mask by masking all
bus 100 again and waits for Ack or Nack (as indicated by stage 1250 "wait for
ACK") in order to pass again to BR wait state.

[00126] As resembled earlier, Ack and Nack are 'distinguished by the
timing of setting BG to "0" after Dvalid de-assertion. This is illustrated by stage
1260. Stage 1260 includes resetting BG and unsetting the mask. Stage 1260
is denoted "BG=0, Unset mask". Stage 1260 is followed by stage 1210.
[00127] If Nack is issued (which means that all the recipients replied that
there will not be any response to the issued request by the sender through the
network on chip) BG will go down only after a predetermined period- for
example — at the Xth clock after Dvalid went down by the sender. Although it
might cause loosing clock cycles, this trick avoids the need for a much longer
timeout for waiting answers from the network on chip.

- [00128] Figure 13 is a timing diagram according to an embodiment of the

invention. It illustrates a time division multiplex between ACK and NACK.
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Figure 13 illustrates signals CLK 1310, Davlid 1320, NACK 1330

and BG 1340 as well as various windows allocated for ACK (1350 and 1370)
and NACK (1360 and 1380).

[00130]

If BG 1340 is de-asserted during an ACK window the sender

gets Ack. If BG goes Ibw in NACK window (such as 1360), the sender
intercepts it as a Nack.

[00131] Table 1 illustrates the signals exchanges during a transmission
of information from module 201 and module 206.
CLK ROOT Module Module
201 206
Clk- BR=1
Clk+ BG=1 BG=1
Clk- Dvalid=1,
Word(0) -
Address
BR3=0
Clk+ Mask+
Clk- Word(1) Word(0)
Clk- Word(2), Word(1)
Dvalid=0
Clk- Word(2),
Dvalid=0
Clk- Ack=1
Clk+ Ack=1, |
BG=0
Clk+ Mask- Ack=0

Table 1 — Transaction Example

[00132]

Table 1 illustrates that five and a half clock cycles are needed in

order to transmit two words. Since a transaction starts with clock fall edge, in
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following transactions there will be needed (4 + number of data words clock
cycles) per transaction.

[00133] In the presented protocol there is a whole clock cycle (from clk-
to clk-) dedicated for each data word and half clock cycle for bus request, bus
grant and masking processes. For systems where the combinatorial path delay
between modules (that goes through the root) is not critical it might me
considered to dedicate only a half clock cycle for data transmiséion.

[00134] Figure 14 illustrates a method 1400 for transferring information
within an integrated circuit according to an embodiment of the invention.
[00135] Method 1400 can be executed by any of the mentioned above
systems.

' [00136] Method 1400 starts by initialization stage 1410. This stage can

include determining transmission rules that determine when to transmit
information over a network on chip and when to transmit the information over a
bus. For example — information can be broadcast over the bus while unicast
transmission should be made over the network on chip. Fast transmission of
control signals should occur over bus. High throughput transmission of data
should occur over network on chip.

[00137] Stage 1410 can also include determining which the allowable
multicasts are and allocating a multicast indicator per allowable multicast.
[00138] Stage 1410 can include receiving allowable multicast information
and, additionally or alternatively, receiving transmission rules.

[00139] Stage 1410 can also include distributing transmission rules
and/or allowable multicast information to modules and to the bus.

[00140] Stage 1410 is followed by stage 1420 of determining whether to
transfer information over a bus or a network on chip, wherein the network on
chip that is coupled to multiple modules of an integrated circuit. The bus is
coupled in parallel to the network on chip to the multiple mo.dules. The latency
of the bus is lower and more predictable than an averége latency of the
network of chip. The determination is responsive to transmission rules.
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[00141] Conveniently, the throughput of the network on chip is higher
than a throughput of the bus.

[00142] Stage 1420 is followed by stage 1430 of transferring the
information according to the determination.

[00143] Broadcast transactions can be made over the bus. Accordingly,
stage 1420 can include determining to perform a broadcast transmission over
the bus and stage 1430 includes transferring the information to all of the
modules over the bus.

[00144] Point to point transactions (unicast) can be made over the
network on chip. Accordingly, stage 1420 can include determining to unicast
information over the network on chip and stage 1430 includes unicasting the
information over the network on chip. ‘ o

[00145] Stage 1430 can involve providing multicast, broadcast or unicast
transactions over the bus.

[00146] Stage 1430 can include at least one stage out of stages 1431-
1438.

{00147] Stage 1431 of providing an anycast service over the bus. This

can include broadcasting a query to multiple (even all) modules — wherein the
query is aimed to modules that have a certain capability (or have an available
resource) and providing a response from one or more modules.

[00148] Stage 1432 of providing a convergecast service over the bus.
This includes merging control signals from modules and/or bus modules to
provide merged signals to a higher level bus entity such as a root.

[00149] Stage 1433 of implementing an access control mechanism by a
root and bus stations of the bus. The access control mechanism can be
Centralized, distributed or a combination thereof. For example, root 110 and
bus stations (such as 141, 142, 141, 142 and 143) can implement a distributed
access control scheme in which bus stations as well as the root can arbitrate
between bus requests.
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[00150] Stage 1434 of selectively preventing a propagation of traffic in
response to a destination of the traffic. This feature was referred to as
masking.

[00151] Stage 1435 of directing traffic, by the multiple bus stations, in
response a multicast indicator representing a group of destination modules out
of multiple predefined groups of destination modules.

[00152] Stage 1436 of conveying traffic over a bus that comprises a root
and bus stations that are arranged in a tree configuration.

[00153] Stage 1437 of propagating towards a root of the bus at least one

‘bus acknowledgement signal indicative that at least one destination module is

expected to transmit through the network on chip a response to a source
module and at least one non-acknowledgement signal indicative that no
destination module is expected to transmit through the network on chip a
response to the source module.

[00154] Stage 1438 of preventing access to the bus during a predefined

period if a response to a transmission that was sent over the bus is sent over
the network on chip. For example the access can be prevented by releasing
the bus only after X clock cycles after Nack was received.

[00155] Furthermore, those skilled in the art will recognize that boundaries
between the functionality of the above described operations merely illustrative.
The functionality of multiple operations may be combined into a single
operation, and/or the functionality of a single operation may be distributed in
additional operations.  Moreover, alternative embodiments may include
multiple instances of a particular operation, and the order of operations may be
altered in various other embodiments.

[00156] Thus, it is to be understood that the architectures depicted herein
are merely exemplary, and that in fact many other architectures can be
implemented which achieve the same functionality. In an abstract, but still
definite sense, any arrangement of modules to achieve the .same functionality
is _effectively "associated" such that the desired functionality is achieved.

Hence, any two modules herein combined to achieve a particular functionality
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can be seen as "associated with" each other such that the desired functionality
is achieved, irrespective of architectures or intermedial modules. Likewise,
any two modules so associated can also be viewed as being "operably
connected," or "operably coupled," to each other to achieve the desired
functionality.

[00157] In addition, the invention is not limited to physical devices or units
implemented in non-programmable hardware but can also be applied in
programmable devices or units able to perform the desired device functions by
operating in accordance with suitable program code. Furthermoré, the devices
may be physically distributed over a number of apparatuses, while functionally
operating as a single device.

[00158] However, other modifications, variations, and alternatives are also
possible. The specifications and drawings are, accordingly, to be regarded in
an illustrative rather than in a restrictive sense.

[00159] The word ‘comprising’ does not exclude the presence of other
elements or steps then those listed in a claim. Moreover, the terms “front,”
“back,” “top,” “bottom,” “over,” “under” and the like in the description and in the
claims, if any, are used for descriptive purposes and not necessarily for
describing permanent relative positions. It is understood that the terms so
used are interchangeable under appropriate circumstances such that the
embodiments of the invention described herein are, for example, capable of
operation in other orientations than those illustrated or otherwise described
herein.

[00160] Furthermore, the terms “a@” or “an,” as used herein, are defined as
one or more than one. Also, the use of introductory phrases such as “at least
one” and “one or more” in the claims should not be construed to imply that the
introduction of another claim element by the indefinite articles "a" or "an" limits
any particular claim containing such introduced claim element to inventions
containing only one such element, even when the same claim includes the
introductory phrases "one or more" or "at least one" and indefinite articles such
as "a" or "an." The same holds true for the use of definite articles. Unless
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stated otherwise, terms such as “first” and “second” are used to arbitrarily
distinguish between the elements such terms describe. Thus, these terms are
not necessarily intended to indicate temporal or other prioritization of such
elements. The mere fact that certain measures are recited in mutually different
claims does not indicate that a combination of these measures cannot be used

to advantage.
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We claim

1. A system comprising:
multiple modules of an integrated circuit;
a network on chip that is coupled to the multiple modules; and

a bus, coupled in parallel to the network on chip to at least two modules of the
multiple modules; wherein a latency of the bus is lower and more predictable than a
latency of the network of chip.

2. The system according to claim 1 wherein a throughput of the network on chip
is higher than a throughput of the bus.

3. The system according to claim 1 wherein the bus conveys broadcast
transactions and the network on chip conveys point to point transactions.

4. The system according to claim 1 wherein the bus conveys multicast
transactions and the network on chip conveys point to point transactions.

5. The system according to claim 1 wherein the bus provides an anycast service.
6. The system according to claim 1 wherein the bus provides a convergecast
service.

7.:  The system according to claim 1 wherein the bus conveys time-critical point to

point transactions and the network on chip conveys non time-critical point to point
transactions. '

8. The system according to claim 1 wherein the bus comprises a root and bus
stations that apply a media access control mechanism.

9. The system according to claim 1 wherein the bus comprises a root and bus
stations that apply a distributed media access control mechanism.

10. The system according to claim 1 wherein the bus is comprises multiple
masking units configured to selectively prevent a propagation of traffic to one or more -
modules connected to the bus.

1.1. The system according to claim 1 wherein the bus comprises multiple bus
stations that are configured to direct traffic according to a muiticast indicator
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representing a group of destination modules out of multiple predefined groups of
destination modules.

12.  The system according to claim 11 wherein the root and bus stations are
arranged in a tree configuration.

13.  The system according to claim 11 wherein the bus stations propagate towards
the root at least one bus -acknowledgement signal indicative that a destination
Component is expected to transmit through the bus a response to a source
component and at least one network on chip acknowledgement signal indicative that
a destination component is expected to transmit through the network on chip a
response to the source component.

14.  The system according to claim 11 wherein the bus is configured to prevent
access to the bus during a predefined period if a response to a transmission that was
séht over the bus is sent over the network on chip. ]
15 A method for transferring information within an integrated circuit, the method
comprises: ‘
determining whether to transfer information between modules of an integrated
circuit over a bus or a network on chip; wherein the network on chip and the bus are
coupled in parallel to the modules; wherein a latency of the bus is lower and more
predictable than a latency of the network of chip; and |
transferring the information according to the determination.

16.  The method according to claim 15 wherein a throughput of the network on
chip is higher than a throughput of the bus.

17.  The method according to claim 15 comprising transferring broadcast
transactions over the bus and transferring point to point transactions over the
network on chip.

1%3. The method according to claim 15 comprising transferring time-critical point to
point transactions over the bus and transferring over the network on chip non tim37
critical point to point transactions.

19.  The method according to claim 15 comprising providing an anycast service
over the bus.
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20. The method according to claim 15 comprising providing a convergecast
service over the bus.

21.  The method according to claim 15 comprising implementing an access control
mechanism by a root and bus stations of the bus.

22. The method according to claim 15 comprising implementing a distributed
access control mechanism by a root and bus stations of the bus.

23. The method according to claim 15 comprising selectively preventing a
propagation of traffic to at least one module over the bus.

24.  The method according to claim 12 comprising directing traffic, by the multiple
bus stations, in response a multicast indicator representing a group of destination
modules out of multiple predefined groups of destination modules.

25.  The method according to claim 12 comprising conveying traffic over a bus that
éomprises a root and bus stations that are arranged in a tree configuration. ‘
26. The method according to claim 12 comprising propagating towards a root of
the bus at least one bus acknowledgement signal indicative that a destination
component is expected to transmit through the network on chip a response to a
éburce component and at least one non-acknowledgement signal indicative no
résponse is expected to be conveyed over the network on chip.

27.  The method according to claim 12 comprising preventing access to the bus

during a predefined period if a response to a transmission that was sent over the bus
is sent over the network on chip.
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Initialization stage 1410

v

Determining whether to transfer information over a bus or a network
on chip, wherein the network on chip that is coupled to multiple
modules of an integrated circuit. The bus is coupled in parallel to the
- network on chip to the multiple modules. The latency of the bus is
lower and more predictable than an average latency of the network
of chip. 1420

L]

Transferring the information according to the determination. 1430

providing an anycast service over the bus. 1431

providing a convergecast service over the bus. 1432

implementing an access control mechanism by a root and bus
stations of the bus. 1433

selectively prevehting a propagation of traffic in response to a
destination of the traffic 1434

directing traffic, by the multiple bus stations, in response a multicast
indicator representing a group of destination modules out of multiple
predefined groups of destination modules. 1435

conveying traffic over a bus that comprises a root and bus stations
that are arranged in a tree configuration. 1436

propagating towards a root of the bus at least one bus
acknowledgement signal indicative that at least one destination
module is expected to transmit through the network on chip a
response to a source module and at least one non-
acknowledgement signal indicative that no destination module is
expected to transmit through the network on chip a response to the
source module. 1437 C

preventing access to the bus during a predefined period if a
response to a transmission that was sent over the bus is sent over
the network on chip. 1438
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