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INTEGRATION OF DOMAIN INFORMATION INTO
STATE TRANSITIONS OF A FINITE STATE TRANSDUCER FOR NATURAL
LANGUAGE PROCESSING

CROSS REFERENCE TO RELATED APPLICATION

[001] This application claims the benefit of U.S. Provisional Patent Application Serial No.
62/051,292 filed September 16, 2014 entitled “INTEGRATION OF DOMAIN INFORMATION
INTO STATE TRANSITIONS OF A FINITE STATE TRANSDUCER FOR NATURAL LANGUAGE

PROCESSING”, the entirety of which is incorporated herein by reference.

FIELD OF THE INVENTION

[002] The invention relates to systems and methods of integrating domain information into

state transitions of a Finite State Transducer for natural language processing.

BACKGROUND OF THE INVENTION

[003] Semantic parsing is a process that transforms natural language (NL) input (e.g.,
sentences, phrases, words, etc.) into computer executable complete meaning representations
(MRs) for domain-specific applications, where Meaning Representation Language (MRL) for an
application is assumed to be present. Part of the job of semantic parsing is to extract the
domain information from a natural language input. For example, if a user queries “find Dixie’s
Grill,” a semantic parser should be able to determine that the user is looking for a restaurant
named “Dixie’s BBQ.”

[004] Semantic parsing is a difficult computational problem. One reason for this is that NL
inputs and their meanings may have many-to-many relationships. For example, multiple NL
inputs may correspond to a single meaning, a single input could have different meanings
(usually users intend to convey a single meaning, so system would need to interact with/learn
from the user to disambiguate them), and other many-to-many relationships can occur.

Conventional semantic parsers typically are inefficient at disambiguating a potential meaning
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of an NL input, particularly when the criteria size is large. Furthermore, conventional semantic
parsers typically have sub-optimal matching capabilities. As a result, conventional semantic
parsers do not scale well for complicated information domains and often produce inaccurate
MRs.

[005] Other types of information retrieval systems may scale better than some semantic
parsers. For example, conventional Inverted-Index-Search (“IIS”) information retrieval
systems, which are premised on keyword search, typically employ indexed information
domains to facilitate efficient search. However, these systems typically ignore structural
information (e.g., semantic structural information) that may be included in an NL input and
therefore may not account for a user’s intent. For example, for an NL input “find bus stop
near VOICEBOX,” the results from a conventional IIS information retrieval system may relate
to documents (e.g., webpages) that contain the keywords in the search input, without
semantic information to help determine the intent of the user. Thus, the results may be
irrelevant to the user’s intended request.

[006] Thus, what is needed is to improve semantic parsing for enhanced user intent
recognition, improve the relevancy of information retrieval results, and improve recognition of

NL, whether uttered, typed, or otherwise provided by a user. These and other problems exist.

SUMMARY OF THE INVENTION

[007] The invention addressing these and other drawbacks relates to systems and methods
of integrating domain information into state transitions of a Finite State Transducer (“FST”) for
natural language processing. A system may integrate semantic parsing and information
retrieval from an information domain to generate an FST parser that represents the
information domain. The FST parser may include a plurality of FST paths, at least one of which
may be used to generate a meaning representation from a natural language input (e.g., a
natural language string based on a natural language utterance or other input). As such, the
system may perform domain-based semantic parsing of a natural language input to generate
robust meaning representations (e.g., search queries, commands, etc.) using domain
information. By generating more relevant meaning representations, results obtained by

executing the meaning representations may be more accurately aligned with the user’s intent.
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[008] The system may be applied to a wide range ot natural language applications that use
natural language input from a user. For example, and without limitation, applications of
domain-based semantic parsing may include natural language interfaces to computing
systems, communication with robots in natural language, personalized digital assistants,
guestion-answer query systems, and/or other natural language processing applications.

[009] To generate an FST parser, the system may obtain a semantic grammar and then
structure a given FST path based on the semantic grammar. An FST path may therefore have a
semantic structure based on the semantic grammar. The semantic grammar may include
various criteria. For example, a semantic grammar “find <business names>" includes an action
criterion (“find”) and a subject criterion (“<business names>"). Other semantic grammars
having additional and/or different criteria may be used as well.

[010] An FST path may include a plurality of states, where at least two states are separated
by a state transition. An initial state transition may be associated with an action criterion such
as “find.” The system may add subsequent state transitions to an FST path based on an
information domain. For example, subsequent state transitions may be associated with a
token (e.g., word) that appears in an entry of an information domain. For an FST parser that
represents an information domain related to businesses, a state transition from one state to
another state may be associated with a token (e.g., word) that is part of a business name.
Other tokens in the business name may be associated with other state transitions, thus
growing the FST path.

[011] For example, an entry “Burnstead Construction Inc.” may include tokens “Burnstead,”
“Construction,” and “Inc.” Each token may be associated with a state transition. For example,
the token “Burnstead” may yield an FST path corresponding to “find Burnstead.” Other tokens
of the entry may be used as well, either to add to the existing FST path or create a new FST
path. For instance, another token “Construction” may result in an FST path corresponding to
“find Burnstead Construction.” The system may generate an FST path that includes some or
all tokens in a given entry, and may generate one or more FST paths for each entry of an
information domain. The system may also generate different FST paths for different
permutations of an entry in an information domain. For example, one FST path may

correspond to “find Construction Burnstead Inc.” while another FST path may correspond to
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“find Burnstead Construction Inc.” Still other FST paths may omit certain tokens. For
example, such an FST path may correspond to “find Burnstead Inc.” The system may repeat
these operations until all entries in the information domain are similarly processed into
respective FST paths. The FST parser may therefore be representative of an information
domain.

[012] The system may associate a token appearing in an information domain with a weight
based on its frequency of appearance in the information domain and/or other domains. For
example, the system may associate a weight with a token in proportion to a frequency of the
token’s appearance in an information domain. In a particular example, the token
“Construction” may be weighted differently (e.g., less or more depending on the weighting
system) than “Burnstead” if “Construction” appears in various business names but
“Burnstead” appears only in one business name. As such, a state transition associated with a
token may be weighted accordingly.

[013] The system may score an FST path based on cumulative weights associated with its
state transitions. For example, the system may score an FST path by summing the weights
associated with state transitions in the FST path. The system may use the score to determine
whether a given FST path should be used to generate a meaning representation for a given
natural language input. For example, the system may use the FST parser to determine a best
FST path (or n-best FST paths) by identifying an FST path that is: (1) associated with tokens
that have (exact or fuzzy) matches to tokens of a natural language input, and (2) has the
highest (or lowest, depending on the scoring system) score. For instance, if tokens of a natural
language input match tokens associated with two or more FST paths, then the FST path having
the highest score (or n-highest scores) will be selected. In this manner, a semantic grammar
(which is used to structure FST paths of a FST parser) integrated with information retrieval
from an information domain (which may be used to weight tokens associated with state
transitions of FST paths) may be used to generate more robust, relevant meaning
representations.

[014] Once an information domain FST parser has been generated, it may be used to
compose an input string FST used to generate a meaning representation from a natural

language input. In the example that follows, the natural language input “Coffee find Seattle
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Best Starbucks Coffee” will be used, although other types of queries/commands/input may be
used as well. For example, the system may initialize (e.g., structure) an input FST using the
natural language input. The system may compose the input FST based on an information
domain FST parser.

[015] The system may find the shortest path (or n-best shortest paths) in the composed
input FST, remove redundant epsilon arcs (if any), topologically order the arcs, and generate a
parsing result based on the topsorted arcs. Based on the parsing result, an action such as
“find” will be mapped its semantic meaning (e.g., “[Action:find]” and the criterion (e.g,
“Seattle Best Starbucks Coffee”) will be mapped to an entry in an information domain
corresponding to businesses, such as “[BusinessName:Best Starbucks Coffee WA].” The
system may generate the query string based on the criteria content, i.e., the string between
“I“and “1”, which is “Best Starbucks Coffee.”

[016] In an implementation, the system may compose the input FST with an Information
Extraction FST that is used to ignore irrelevant words in the natural language input, add
additional words that may relate to the natural language input but were not included in the
input, and/or otherwise modify the input FST based on known information. In this manner,
the natural language input may be augmented with relevant information (or stripped of
irrelevant noise) so that the resulting meaning representation, when executed, causes more
relevant results to be returned.

[017] In an implementation, the system may process the input FST to account for phoneme
errors. For example, the system may use a phoneme confusion matrix that is trained from
speech data to further refine the natural language input to result in a more robust meaning
representation that accounts for similar-sounding or otherwise indistinguishable words.

[018] In an implementation, the system may integrate dynamic data, such as information
from a personal phonebook, by generating a dynamic data FST based on the dynamic data and
insert the dynamic data FST into a dynamic slot of a domain information FST parser. In this
manner, dynamic data may be integrated into semantic parsing to generate a meaning
representation based on both domain information and dynamic data.

[019] When the input FST is composed (regardless of whether an information extraction FST,

a phoneme confusion matrix, or dynamic data is used), the system may find the shortest path
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(or n-best shortest paths) from the input FST, remove redundant epsilon arcs (if any), and
topsort the arcs. The system may calculate the ID of the best-matched path corresponding to
an entry in the information domain based on the sum of the weights along the input FST and
generate a meaning representation based on the best-matched path.

[020] Accordingly, the system may generate a meaning representation from a natural
language input by using tokens that appear in the natural language input (also referred to
herein as input tokens) to select a relevant FST path (which was formed using a semantic
grammar and tokens that appear in an information domain (also referred to herein an domain
tokens to distinguish from input tokens)). The meaning representation may then be used to
extract information from and/or execute a command on an appropriate information domain.
In this manner, the system may efficiently generate more robust meaning representations that
may lead to more accurate, less error-prone, results.

[021] These and other objects, features, and characteristics of the system and/or method
disclosed herein, as well as the methods of operation and functions of the related elements of
structure and the combination of parts and economies of manufacture, will become more
apparent upon consideration of the following description and the appended claims with
reference to the accompanying drawings, all of which form a part of this specification, wherein
like reference numerals designate corresponding parts in the various figures. It is to be
expressly understood, however, that the drawings are for the purpose of illustration and
description only and are not intended as a definition of the limits of the invention. As used in

"

the specification and in the claims, the singular form of “a”, “an”, and “the” include plural

referents unless the context clearly dictates otherwise.

BRIEF DESCRIPTION OF THE DRAWINGS

[022] FIG. 1 illustrates a system of integrating domain information into state transitions of a
Finite State Transducer for natural language processing, according to an implementation of
the invention.

[023] FIG. 2 which depicts a process of generating an FST parser, according to an
implementation of the invention.

[024] FIG. 3 depicts an FST path structured by a semantic grammar, according to an
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[025] FIG. 4 depicts a process of integrating information from an information domain to
generate semantically structured FST paths based on tokens from the information domain,
according to an implementation of the invention.

[026] FIG. 5 depicts an FST parser structured by a semantic grammar and expanded using
information and weights from an information domain, according to an implementation of the
invention.

[027] FIG. 6 schematically depicts an optimized version of the FST parser illustrated in FIG. 5,
according to an implementation of the invention.

[028] FIG. 7 depicts a process of composing a meaning representation from a natural
language input using an FST parser, according to an implementation of the invention.

[029] FIG. 8 depicts an input string FST that is initialized, according to an implementation of
the invention.

[030] FIG. 9 depicts an input string FST that is composed using a domain information FST
parser, according to an implementation of the invention.

[031] FIG. 10 depicts a 1-best FST selected using the input string FST, according to an
implementation of the invention.

[032] FIG. 11 depicts an input FST composed with an information extraction FST, according to
an implementation of the invention.

[033] FIG. 12 depicts a process of generating a domain information extraction FST, according
to an implementation of the invention.

[034] FIG. 13 depicts an FST that expands every possible FST path at the terminal level,
according to an implementation.

[035] FIG. 14 depicts a process of using wildcards to process a natural language input having
variable text, according to an implementation of the invention.

[036] FIG. 15 illustrates an input FST generated for an input string in which state transitions
and a temporary symbol table are generated, according to an implementation of the
invention.

[037] FIG. 16 illustrates an example of an input string FST composed with an FST parser,

according to an implementation of the invention.
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[038] FIG. 17 depicts a modified and expanded input string FST, according to an
implementation of the invention.

[039] FIG. 18 depicts a recreated input string FST, according to an implementation of the
invention.

[040] FIG. 19 depicts an input string FST composed from a recreated input string FST and a
modified and expanded input string FST, according to an implementation of the invention.
[041] FIG. 20A depicts a dynamic data FST using an exact match, according to an
implementation of the invention.

[042] FIG. 20B depicts a dynamic data FST using fuzzy matching, according to an
implementation of the invention.

[043] FIG. 21A depicts an FST parser in which a dynamic slot is filled with a dynamic data FST,
which uses exact matching, according to an implementation of the invention.

[044] FIG. 21B depicts an FST parser in which a dynamic slot is filled with dynamic data FST,
which uses fuzzy matching, according to an implementation of the invention.

[045] FIG. 22 depicts an FST having two phonemes and allowing up to two errors (including
insertions, deletions, and replacements), with a penalty of 100 corresponding to each error,
according to an implementation of the invention.

[046] FIG. 23 depicts a flow diagram of FST parsing at the phoneme level, according to an

implementation of the invention.

DETAILED DESCRIPTION OF THE INVENTION

[047] FIG. 1 illustrates a system 100 of integrating domain information into state transitions
of a Finite State Transducer for natural language processing, according to an implementation
of the invention. A system may integrate semantic parsing and information retrieval from an
information domain to generate an FST parser that represents the information domain. The
FST parser may include a plurality of FST paths, at least one of which may be used to generate
a meaning representation from a natural language input (e.g., natural language utterance
and/or other natural language input).

[048] The meaning representation may be used to execute an action (e.g., a search, a

command, and/or other action) related to an information domain. As such, in an
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implementation, the meaning representation is not necessarily a search result itself, but
rather a semantically parsed translation of a natural language input that uses domain
information to help understand the intent of the natural language input. Thus, the system
may receive a user request in the form of a natural language input from a user (which may or
may not have been recognized from an utterance), generate a meaning representation as
described herein, and execute the meaning representation responsive to the user’s request.
[049] Examples of an FST parser are used herein throughout for illustration and not
limitation. The principles of integrating semantic parsing and information retrieval may be
applied to other semantic parsing systems and other contexts as well. For example, more
generically: [describe claim 1].

[050] Other uses of system 100 are described herein and still others will be apparent to
those having skill in the art. Having described a high level overview of some of the system
functions, attention will now be turned to various system components that facilitate these and
other functions.

[051] System 100 may include a computer system 104, one or more information domains
150, one or more computing device(s) 160, and/or other components.

[052] Information Domains

[053] An information domain 150 may include a set of information that includes subject
matter that may be searched or otherwise executed on. For example, an information domain
150 may include a listing of businesses, a listing of addresses, a listing of songs, a listing of
personal contacts, and/or other corpus of information that may be searched, played or
otherwise executed. Each information domain 150 may have its own type of information. For
example, one information domain 150 may relate to businesses while another information
domain 150 may relate to songs. In an implementation, an information domain 150 may
include a combination of different types of information. For example, one information
domain 150 may relate to businesses and songs.

[054] An information item in an information domain 150 may be associated with a token or
keyword. For example, a listing of businesses may include the name of a business and/or
other business-related information. A listing of songs may include a song title, artist name,

genre, and/or other song-related information. An information domain 150 may be indexed to
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facilitate rapid searching of its content, such as its tokens.

[055] Computer system 104

[056] Computer system 104 may include one or more computing devices 110. Each
computing device 110 may include one or more processors 112, one or more storage devices
114, and/or other components. Processor(s) 112 may be programmed by one or more
computer program instructions, which may be stored in storage device(s) 114.

[057] The one or more computer program instructions may include, without limitation, an
information retrieval and semantic integration application 120 (“IRSI application 120”). IRSI
application 120 may itself include different sets of instructions that each program the
processor(s) 112 (and therefore computer system 104). For example, IRSI application 120 may
include a domain FST parser generator 130, a natural language input processor 140, and/or
other instructions that program computer system 104. As used herein, for convenience, the
various instructions will be described as performing an operation, when, in fact, the various
instructions program computer system 104 to perform the operation.

[058] Generating an FST Parser Representative of an Information Domain

[059] Domain FST parser generator 130 may generate an FST parser that integrates
information retrieval from an information domain 150 and a semantic grammar. For example,
FIG. 2 depicts a process 200 of generating an FST parser, according to an implementation of
the invention. The various processing operations and/or data flows depicted in FIG. 2 (and in
the other drawing figures) are described in greater detail herein. The described operations
may be accomplished using some or all of the system components described in detail above
and, in some implementations, various operations may be performed in different sequences
and various operations may be omitted. Additional operations may be performed along with
some or all of the operations shown in the depicted flow diagrams. One or more operations
may be performed simultaneously. Accordingly, the operations as illustrated (and described in
greater detail below) are exemplary by nature and, as such, should not be viewed as limiting.

[060] Structuring FST paths of an FST Parser using a semantic grammar

[061] In an operation 202, FST parser generator 130 (or other instructions) may obtain a
semantic grammar and structure an FST path based on the semantic grammar. An FST path

may include a plurality of states, where at least two states are separated by a state transition.



WO 2016/044321 PCT/US2015/050263
11

A semantic grammar may include at least an action criterion and a subject criterion. For
example, a semantic grammar “find <BusinessNames>" includes an action criterion (“find”)
and a subject criterion (“<BusinessNames>"), in which an initial state is depicted using bold
and a final state is depicted with double circles. Other semantic grammars having additional
and/or different criteria may be used as well.

[062] FST parser generator 130 may structure an FST path using the criteria of the semantic
grammar to form state transitions from one state to another state such that each criterion is
represented as a node in the FST path. For example, FIG. 3 depicts an FST path 300 structured
by a semantic grammar (in the illustrated example: “find <BusinessNames>"), according to an
implementation of the invention. A given state (or node 0, 1, 2, 3, 4 as illustrated in FIG. 3)
may be transitioned to another state via a state transition, which is illustrated by an arrow
(also described herein as an “arc,” which may be labeled).

[063] Integrating domain information into semantically structured FST paths of an FST Parser

[064] In an operation 204, FST parser generator 130 may integrate information from an
information domain 150 to generate semantically structured FST paths based on tokens (e.g.,
words) from the information domain. For example, FST parser generator 130 may add state
transitions to a semantically structured FST path based on tokens from an information
domain. Subsequent state transitions may be associated with a token that appears in an entry
of an information domain 150.

[065] Table 1 illustrates non-limiting examples of entries in an information domain related to
businesses. Such an information domain will typically have many more entries (e.g., an entry
for each known business), but the illustrated information domain is illustrated with five entries
for illustrative purposes. Furthermore, an information domain may include alternative or
additional types of information. The following table is therefore included solely to illustrate

aspects of the disclosure and will be described in conjunction with FIGS. 4, 5, and 6 that follow.
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entry weight | Entry Full Name
3 Best Starbucks Coffee WA
1 Burnstead Construction Inc WA
1 Microsoft WA
1 Seattle Best Coffee WA
1 VoiceBox Technologies Inc WA

[066] For an FST parser representing an information domain illustrated in Table 1, a state
transition from one state to another state may be associated with a token that is part of a
business name. Other tokens in the business name may be associated with other state
transitions, thus growing an FST path that corresponds to an entry in the information domain.
[067] For example, an entry “Burnstead Construction Inc.” may include tokens “Burnstead,”
“Construction,” and “Inc.” Each token may be associated with a state transition. The token
“Burnstead” may vyield an FST path corresponding to “find Burnstead.” Other tokens of the
entry may be used as well, either to add to the existing FST path or create a new FST path. For
instance, another token “Construction” may yield an FST path corresponding to “find
Burnstead Construction.” The system may generate an FST path that includes some or all
tokens in a given entry, and may generate one or more FST paths for each entry of an
information domain. The system may also generate different FST paths for different
permutations of an entry in an information domain. For example, one FST path may
correspond to “find Construction Burnstead Inc.” while another FST path may correspond to
“find Burnstead Construction Inc.” The system may repeat these operations until all entries in
the information domain are similarly processed into respective FST paths. The FST parser may
therefore be representative of an information domain 150.

[068] FST parser generator 130 may associate a token appearing in an information domain
with a weight based on its frequency of appearance in the information domain and/or other
domains. For example, FST parser generator 130 may associate a weight with a token in
proportion to a frequency of the token’s appearance in an information domain. In a particular
example, the token “Construction” may be weighted differently (e.g., less or more depending

on the weighting system) than “Burnstead” if “Construction” appears in various business
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names but “Burnstead” appears only in one business name.

[069] The token weight may serve to indicate which tokens may be more relevant than
others when matching input tokens from an input request (e.g., a user search request) with
tokens from an FST path (e.g., so that the relevance of a given FST path to the input tokens
may be determined). For example, an FST path having matching tokens that commonly
appear in an information domain may be less relevant to an input request than an FST path
having matching token that do not commonly appear in the information domain.

[070] FST parser generator 130 may score an FST path based on cumulative weights
associated with its state transitions. For example, the system may score an FST path by
summing the weights associated with state transitions in the FST path. FST parser generator
130 may use the score to determine a relevance of a given FST path to a given natural
language input. For example, the system may use the FST parser to determine a best FST path
(or n-best FST paths) by identifying an FST path that is: (1) associated with tokens that have
(exact or fuzzy) matches to tokens of a natural language input, and (2) has the highest (or
lowest, depending on the scoring system) score. For instance, if tokens of a natural language
input match tokens associated with two or more FST paths, then the FST path having the
highest score (or n-highest scores) will be selected. In this manner, a semantic grammar
(which is used to structure FST paths of a FST parser) integrated with information retrieval
from an information domain (which may be used to weight tokens associated with state
transitions of FST paths) may be used to generate more robust, relevant meaning
representations.

[071] FIG. 4 depicts a process 400 of integrating information from an information domain
150 to generate semantically structured FST paths based on tokens from the information
domain, according to an implementation of the invention. Operation 204 illustrated in FIG. 2
may use some or all of the processing operations of process 400 to integrate information from
an information domain 150.

[072] In an operation 402, domain FST parser generator 130 may obtain a criteria list, which
may include entries in an information domain. For example, domain FST parser generator 130
may obtain the business name entries in the exemplary information domain illustrated in

Table 1.
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[073] In an operation 404, domain FST parser generator 130 may determine a weight, such
as a term frequency inverse document frequency value (“TF-IDF”) value, for each token in the
criteria list. For example, domain FST parser generator 130 may determine a TF-IDF value for
each token that appears in the criteria list, whether in a single entry or multiple entries. As
would be appreciated, a more common token (e.g., one that occurs more than another token)
may be associated with a lower TF-IDF value while a less common token may be associated
with a higher TF-IDF value.

[074] In an operation 406, domain FST parser generator 130 may obtain and process a next
entry in the criteria list. For example, once tokens for each entry of an information domain
have been assigned a TF-IDF value depending on their appearance in the information domain,
domain FST parser generator 130 may iteratively obtain and process a next business name in
the information domain.

[075] In an operation 408, domain FST parser generator 130 may obtain a list weight for a
given entry (if any). For example, a given business name entry may be weighted more or less
heavily than another business name entry.

[076] In an operation 410, domain FST parser generator 130 may determine a token weight
for each token in an entry. The token weight may include a TF-IDF value of the token and may
be adjusted based on the list weight (if any) for an entry in which the token appears.

[077] In an implementation, each token in each list may have a different weight. For

example, a TF-IDF value may be calculated for each token using equation (1):

TE-IDF = number of occurancesof iinlist j 1o Total number of lists

(1),
document length of list j number of lists that contain token i

wherein:
listj corresponds to an entry in an information domain (also referred to herein as list
entry;);

i = a given token;

document length of list j = g\/number of words;
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[078] In an implementation, Fy; (the closeness of the candidate i for list entry; ) may be
calculated using equation (2):
Fij:

C, * (# of matchedtokens)+C, * ZTFIDF(x, J)+C; *(word positionmetrics)+ C, *Weight,
each token x in List Entryi

(2),

wherein:
C1,C,,C5,Cq are pre-defined weights; Weight; is the priori-likelihood for j (e.g.,
“Starbucks” may be given more weight than “Dixie’s BBQ”); and

Csis 0.

[079] According to equation (2), a higher closeness value indicates a better candidate.
Referring to equation (2), “word position metrics” refers to a level of closeness of candidate i
to list entry j in terms of word order/position.

i n
|

[080] In the non-limiting example that follows, the “word position metrics” between “i” and

i n
|

“k” should be 1, because it is an exact match. The “word position metrics” between “i” and

i
should be 0.8, because one word (“wa”) is not in the same order between Candidate | and List
entry j:

Candidate i : “burnstead construction inc. wa”

List entry j: “wa burnstead construction inc.”

List entry k: “burnstead construction inc. wa”
[081] In an implementation, to yield the lowest (positive) value for the best candidate, Fy;
(the closeness of the candidate j for token i for which the lowest value indicates the best
candidate) may be calculated using equation (3):

Foj=C, * (#of notmatchedtokens +C, *Z(TFIDFM ~tfidf;) +C, *(Weight,, —Weight) (3),

wherein:

TFIDFmax = the maximum value of all TFIDF values for all tokens in all list entries; and

Weight ., = the maximum value of all TFIDF values for all tokens in all list entries.
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[082] Assuming N is the total number of words in the query string, then:
C, *(N—# of not matched tokens)+C, * ZTFIDFmax -C,* thidflj

T C, *Weight,, —C, *Weight,

C,*N+C,* Y TFIDF,  +C, *Weight,,,
s C, * (#of not matched tokens) —C, * thidflj - C, *Weight,
=C, *N+C,* Y TFIDF  +C, *Weight,, —F,, (4).

wherein:

TFIDFax is the maximum value of all TFIDF values for all tokens in all list entries;

Weightmax is the maximum value of all weights for all list entries; and

Weight;j is the weight for list entry j.
[083] In an implementation, the token weight may be further weighted based on a list
weight (if any) associated with the entry.
[084] In an operation 412, domain FST parser generator 130 may create an arc from the start
point (e.g., a command state or node) to each token such that a state transition from the start
point to a given token node (e.g., state associated with a token) is associated with the token
weight.
[085] In an operation 414, domain FST parser generator 130 may create another arc from a
previous token node (if it exists) to the current token node such that a state transition from
the previous token node to the current token node is associated with the token weight.
[086] In an operation 416, domain FST parser generator 130 may mark all token nodes as a
final state.
[087] In an operation 418, domain FST parser generator 130 may determine whether more
entries in the list are to be processed. If more entries are to be processed, domain FST parser
generator may return to operation 406. Otherwise, FST parser generator 130 may complete
generation of the FST parser in an operation 420.
[088] FIG. 5 schematically depicts an FST parser 500 structured by a semantic grammar and
expanded using information and weights from an information domain, according to an
implementation of the invention. FST parser 500 schematically depicts results from the
processing operations of process 400 using the information domain illustrated in Table 1. FST

parser 500 may include a plurality of nodes (0-21). A given node (0-21) may be associated
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with a token, an arc, and/or an end point. Each node (0-21) may be part of an FST path.

[089] Optimizing an FST parser

[090] Returning to FIG. 2, in an operation 206, domain FST parser generator 130 may
optimize the FST parser generated from operation 204 (additional details of which were
described with respect to process 400 in FIG. 4).

[091] For example, domain FST parser generator 130 may determinize an FST parser such
that each state may have at most one transition with any given input label and empty labels
are eliminated. The resulting FST may contain at most one patch matching any given input
string, therefore reducing the time and space needed to process the string. Conditions of a
determinizable FST include, for example, weakly left divisible semirings, a determinization
algorithm can finish on M, all unweighted acceptors are determinizable, all acyclic acceptors
are determinizable, not all weighted acceptors or transducers are determinizable, and
characterization based on the twins property.

[092] In animplementation, domain FST parser generator 130 may further reduce the size of
an FST parser by applying minimization, saving space and processing time. In an
implementation, domain FST parser generator 130 may further reduce the size of an FST
parser by performing an arc sort, which sorts the arcs in an FST per state. FIG. 6 schematically
depicts an optimized version 600 of the FST parser 500 illustrated in FIG. 5, according to an
implementation of the invention. As illustrated, optimized version 600 includes only nodes 0-
11, in which various nodes and arcs have been removed from FST parser 500 during an
optimization process to generate optimized version 600.

[093] Composing a Meaning representation from a Natural Language Utterance using the
FST Parser

[094] In an implementation, natural language input processor 140 may generate a meaning
representation from a natural language input by selecting and applying an FST parser, which is
generated by FST parser generator 130. The natural language input may include an input
string. The input string may have been converted from a user utterance using conventional
speech-to-text techniques or may have been input as text from the user. In any event, the
natural language input may be processed to generate a meaning representation using an FST

parser (e.g., an FST parser generated by domain FST parser generator 130).
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[095] For example, FIG. 7 depicts a process 700 ot composing a meaning representation from
a natural language input using an FST parser, according to an implementation of the invention.
[096] In an implementation, in an operation 702, natural language input processor 140 may
initialize (e.g., structure) an input string FST using the input string. For example, for each word
in the query string, natural language input processor 140 may:
. add an arc from a current node (corresponding to a given word of the input
string being processed) to a next node depending on whether the given word matches
with a word from an information domain. For example, natural language input
processor 140 may add one arc from a current node to a next node with an input label
being the word ID, an output label being the word ID, and a weight being 0. This arc
means there is no cost when the input word is matched. Natural language input
processor 140 may add one arc from a current node to a next node with an input label
being the word ID, an output label being epsilon, and a weight being C1. This arc means
the cost will be C1 when the input word is not matched.
. add one self-loop arc to a current node with an input label being epsilon, an
output label being left boundary, and a weight being 0. This arc means the left
boundary could happen at any location of the input string without consuming any
input label.
. add one self-loop arc to next node with input label being epsilon, output label
being right boundary, and weight being 0. This arc means the right boundary could
happen at any location of the input string without consuming any input label.
[097] For the last word of the input string, natural language input processor 140 may set the
last node as the final state. FIG. 8 depicts an input string FST (having nodes 0-8) that is
initialized according to operation 702 if the input query string is “Coffee find Seattle Best
Starbucks Coffee,” according to an implementation of the invention.
[098] In an operation 704, natural language input processor 140 may compose the input FST
based on an information domain FST parser (e.g., an FST parser generated by domain FST
parser generator 130). FIG. 9 depicts an input string FST 900 that is composed using a domain
information FST parser, according to an implementation of the invention. Input string FST 900

is composed in operation 704 using, for example, a domain information FST parser that is
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based on Table 1 (e.g., FST parser 500 or FST parser 600). For example, an output of the
domain information FST parser may be used as in put to FST 900.

[099] In an operation 706, natural language input processor 140 may find the shortest path
(or n-best shortest paths) in the composed input FST. FIG. 9 depicts an input string FST 900
(having nodes 0-24) that is composed using a domain information FST parser, according to an
implementation of the invention. FIG. 10 depicts a 1-best FST 1000 (having nodes 0-8)
selected using the input string FST, according to an implementation of the invention.

[0100]In an operation 708, natural language input processor 140 may remove redundant
epsilon arcs (if any).

[0101]In an operation 710, natural language input processor 140 may topologically order (i.e.,
“topsort”) the arcs.

[0102] In an operation 712, natural language input processor 140 may generate a parsing
result based on the topsorted arcs. For example, for the following represent an input, parsing

result, and weight:

[0103]Input: Coffee find Seattle Best Starbucks Coffee
[0104]Parsing Result: find [ Best Starbucks Coffee ]
[0105] Weight: 0 148.92 85.92 148.92

[0106]Based on the parsing result, “find” will be mapped its semantic meaning (e.g.,
“[Action:find]” the string “Seattle Best Starbucks Coffee” will be mapped to an entry in an
information domain, such as “[BusinessName:Best Starbucks Coffee WA]” as it appears in
Table 1.

[0107]In an operation 714, natural language input processor 140 may generate the query
string based on the criteria content, i.e., the string between “[“ and “]”, which is “Best
Starbucks Coffee.”

[0108]In an operation 716, natural language input processor 140 may compose the input FST
with the Information Extraction FST (the generation of which is illustrated with respect to FIG.
12). FIG. 11 depicts an input FST 1100 (having nodes 0-24) composed with an information
extraction FST, according to an implementation of the invention.

[0109]In an operation 718, natural language input processor 140 may find the shortest path

(or nbest shortest paths) from the input FST (e.g., input FST 1100).
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[0110]In an operation 720, natural language input processor 140 may remove redundant
epsilon arcs (if any) and topsort the arcs.

[0111]In an operation 722, natural language input processor 140 calculate the ID of the best-
matched path corresponding to an entry in the information domain based on the sum of the
weights along the FST. The query input may be generated based on the best-matched path.
In some implementations, by selecting the best-matched path (and corresponding entry in the
information domain), natural language input processor 140 may ignore words in the input
string that may be irrelevant to the information domain while using words in the input string
that are relevant to the information domain to formulate a meaning representation that,
when used to obtain information from the information domain, will result in more relevant
results.

[0112] Generating an Domain Information Extraction FST

[0113]In an implementation, natural language input processor 140 may generate a domain
information extraction FST to obtain detailed information related to an input string. For
example, a domain information extraction FST may be used to ignore irrelevant (“noise”)
words, add relevant words that are likely related to the input string but have not been
included in the input string, and/or otherwise use domain information to fine tune an input
string (such as by obtaining a full title of a song when only a portion of the song title is
included in the input string).

[0114]In another example, the following illustrates an input, a parsed input without domain
information extraction, and a parsed input with domain information extraction:

[0115]Input: find Cavanaugh Rd Normal Town Pennsylvania

[0116]After parser FST: find [ Cavanaugh Rd Pennsylvania ]

[0117] After Extraction FST: find [ Cavanaugh Rd Normalville Pennsylvania ]

[0118]In the foregoing example, input to the Extraction FST is “Cavanaugh Rd Pennsylvania”,
the output is “Cavanaugh Rd Normalville Pennsylvania,” where the city name “Normalville” is
added to fine tune the input.

[0119]In some implementations, natural language input processor 140 may extract (and add
to an input) only the best matched information, instead of N-best matches. In other

implementations, natural language input processor 140 may extract n-best matches using an
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inverted-index-search approach.
[0120]FIG. 12 depicts a process 1200 of generating a domain information extraction FST,
according to an implementation of the invention.
[0121]In an operation 1202, natural language input processor 140 may create an FST for the
list, adding a last arc with a last arc indicator (e.g., “list_N,” where “N” corresponds to a list
entry number that is incremented with each list entry) for each entry in the list.
[0122]In an operation 1204, natural language input processor 140 may optimize the FST, such
as by removing epsilons (if any), performing determinization, and/or other performing other
optimizations.
[0123]In an operation 1206, natural language input processor 140 may remove the non-sense
arcs from start state to end state directly. For each arc with input label being real words,
natural language input processor 140 may remove its weights. For each arch with input label
being list_N, for each pair of states, only keep only one outbound arc (leaving the state) which
has the smallest weight or which has the smallest ID when they have the same weights,
change the input label to <epsilon> and set the weight as the “N” (the number ID of the list).
[0124] In an operation 1208, natural language input processor 140 may optimize the FST by
removing epsilons (if any), performing determinization, performing minimization, and/or
performing other operations.
[0125]In an implementation, natural language input processor 140 may use the FST to return
the numeric ID of a best matched list as the weight given an input string.
[0126] Grammar to FST Conversion
[0127]In an implementation, the system may apply an FST only once, generating an FST such
that the FST expands every possible FST path at the terminal level. FIG. 13 depicts an FST 1300
(having nodes 0-9) that expands every possible FST path at the terminal level, according to an
implementation of the invention. FST 1300, as illustrated, is constructed based on the
following grammar:

public SRule1 = word1 SRule2 word2

protected SRule2 = word3

[0128]In the illustrated example, in order to show the rule information in the parse result, the

LY
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system may create transitions such as “e:rule_beginning” and “s:rule_end”.
[0129] Matching Variable Text Using Wildcards
[0130]A natural language input may include variable text that may include different words
and meanings. In these instances, the system may need to process such variable text to
understand how to generate an input query from the natural language input. The system may
do so using wildcards. For example, in a natural language input that takes the form of “text
Stext_body to Sperson_name,” the variable text Stext_body and Sperson_name may include
any word or words.
[0131]The system may introduce a wildcard (e.g., a special word “__vbt_wild_card__") that
can match any word. For example, the foregoing example, with wildcard added, may be
represented as:

public SText=

text Stext_body to Sperson_name;

protected Stext_body=

__vbt wild _card _ <1->;

protected Sperson_name=

__vbt wild _card _ <1->;

[0132]In the description of FIGS. 14-19 that follows, the natural language input of “text lunch
together to min tang” will be used by way of illustration and not limitation. FIG. 14 depicts a
process 1400 of using wildcards to process a natural language input having variable text,
according to an implementation of the invention.

[0133]In an operation 1402, an input string FST may be generated for an input string (e.g., a
natural language input string). For each word in the input string, three state transitions may
be generated: (1) W:W/0, (2) W:e/Cy, and (3) W:*/C;1-C,. A temporary symbol table may also
be created, which stores the index of out-of-vocabulary words (e.g., words that do not appear
in an information domain). In this case, it contains the following words “lunch”, “together”,
“min” and "tang”. In an implementation, the life cycle of the temporary symbol table is only

one session. FIG. 15 illustrates an input FST 1500 (having nodes 0-6) generated for an input
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string in which state transitions and a temporary symbol table are generated, according to an
implementation of the invention. For example, input FST 1500 may be generated based on
operation 1402.

[0134]In an operation 1404, the input FST may be composed with a FST parser (e.g., a FST
parser generated by domain FST parser generator 130). In an implementation, project to
output label may be performed, epsilons may be removed, and the shortest path may be
found. FIG. 16 illustrates an example of an input string FST 1600 (having nodes 0-27)
composed with an FST parser according to an implementation of the invention. For example,
input string FST 1600 may be composed based on operation 1404.

[0135]In an operation 1406, input string FST 1600 may be modified and expanded. For

example, for each transition:

. If the output label w is not a terminal, change transition from w:w to O:w;
. If the output label w is a terminal;

. If wis the wildcard symbol, expand it to multiple transitions;

. Otherwise keep the transition as w:w.

[0136]FIG. 17 depicts a modified and expanded input string FST 1700 (having nodes 0-27),
according to an implementation of the invention. For example, modified and expanded input
string FST 1700 may be generated based on operation 1406.

[0137]In an operation 1408, the input string FST may be recreated without wildcards (since
such wildcards are accounted for in operation 1406). FIG. 18 depicts a recreated input string
FST 1800 (having nodes 0-6), according to an implementation of the invention. For example,
recreated input string FST 1800 may be generated based on operation 1408.

[0138]In an operation 1410, a final FST may be generated by composing recreated input
string FST 1800 and modified and expanded input string FST 1700, performing project to
output label, removing epsilons, and finding the shortest path. FIG. 19 depicts an input string
FST 1900 (having nodes 0-27) composed (e.g., using output) from recreated input string FST
1800 and modified and expanded input string FST 1700, according to an implementation of
the invention.

[0139]In an operation 1412, the parsing result may be output. For example, depth-first-

search may be used to traverse the final FST.
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[0140]For example, in XML format, the parsing result tor the above may include:
NBest 1: (score = 3960000)
<texis>
<Text>
text <text body> lunch together </text body> to <person_name> min tang </persen_name>
<fText>
<ftext>
NBest 2: (score = 3970000)
<texi>
<Texi>
text <texi_body> lunch together </text _body> to <person_name> tang </person_name>
</Text>
<fraxi>
NBest 3: (score = 3970000)
<text>
<Text>
text <text hody> together </text body> to <person_name> min tang </person_name>
<fTexi>

<ftext>

[0141]In JSON format, the parsing result for the above may include:
NBest 1: (score = 3960000)

[{"Text":{"text_body":" lunch together ","person_name":" min tang "}}]

NBest 2: (score = 3970000)

[{"Text":{"text_body":" lunch together ","person_name":" tang "}}]

NBest 3: (score = 3970000)

[{"Text":{"text_body":" together ","person_name™":" min tang "}}]
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[0142] Other output formats may be used as well to represent and view parsing results.
Furthermore, in an implementation, the wildcard could be also supported by using a
customized matchers, such as a SigmaMatcher<M> function.

[0143] Dynamic Update

[0144]In an implementation, instead of matching a predefined information domain or using
wildcards, users may wish to query dynamic data that regularly changes or is otherwise
frequently updated. For example, dynamic data may include a phone book (e.g., personal
contact lists), personal documents, and/or other information that may regularly change.
[0145]In an implementation, the use of dynamic data may be supported by defining a
dynamic slot in the grammar. For example, a dynamic data FST may be generated based on
dynamic data (similar to the manner in which FST parser generator 130 generates an FST
parser). The dynamic data FST may be used to fill a dynamic slot in an FST parser.
[0146]Table 2 illustrates non-limiting examples of dynamic data entries in a phone book.
Such dynamic data will typically have many more entries (e.g., an entry for each contact), but
the illustrated dynamic data is illustrated with two entries for illustrative purposes.
Furthermore, the dynamic data may include alternative or additional types of information.
The following table is therefore included solely to illustrate aspects of the disclosure and will

be described in conjunction with FIGS. 20A, 20B, 21A, and 21B that follow.

Phone_Book Name Weight
Person 1 min tang 1
Person 2 Obama 1

[0147]In an implementation, an exact match and/or a fuzzy match may be used when
generating a dynamic data FST. FIG. 20A depicts a dynamic data FST 2000A (having nodes 0-2)
using an exact match, according to an implementation of the invention. FIG. 20B depicts a
dynamic data FST 2000B (having nodes 0-2) using fuzzy matching, according to an
implementation of the invention.

[0148]In an implementation, a dynamic slot of an FST parser may be filled with dynamic data
FST 2000A or dynamic data FST 2000B. FIG. 21A depicts an FST parser 2100A (having nodes 0-
13) in which a dynamic slot is filled with dynamic data FST 2000A, which uses exact matching,

according to an implementation of the invention. FIG. 21B depicts an FST parser 2100B
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(having nodes 0-13) in which a dynamic slot is tilled with dynamic data FST 2000B, which uses
fuzzy matching, according to an implementation of the invention.

[0149]An example of an input and parsing output (in JSON format) based on use of dynamic
updates using dynamic data includes:

input: text talk to me to min tang

output In JSON format:

NBest 1: (score = 2970100)

[{"Text":{"text_body":" talk to me ","person_name":" min tang "}}]

NBest 2: (score = 2980100)

[{"Text":{"text_body":" talk me ","person_name™":" min tang "}}]

NBest 3: (score = 2980100)

[{"Text":{"text_body":" to me ","person_name":" min tang "}}]

[0150] Named Entity Extraction Support

[0151]In an implementation, FSTs generated herein may integrate character level information
in order to help the system determine intent.

[0152] For example, for the input: “call (425)123-4567 please,” a human being is able to figure
out the intent to make a phone call to (425)123-4567. However, in order for a computer to
recognize the intent, absent named entity information, wildcards may be required to create a
pattern such as “call *”. This is not an optimal solution, because the aggressive wildcard
would capture noise, such as “please” in the foregoing input example. To avoid abusing the
usage of wildcard, we apply Named Entity Extraction (“NER”) process before parsing.
[0153]For example, assuming that the NER process returns the following NBest result:

NBest 1: call (425)123-4567

NBest 2: call <_ vbtPN__>(425)123-4567 </__vbtPN__>

[0154] An input query FST may be created based on the above NBest result, and then parsed.
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Using such processing, an output may include, tor example:
NBest 1:
[{"CallByNumber":{"PhoneNumber":{"__vbtPN__":" (425)123-4567 "}}}]

[0155] Error Tolerance String Matching / Approximate String Matching

[0156]Errors in speech recognition may be caused by various error-introducing conditions.
Such conditions may include, for example, homonyms, compound words, text normalization,
and/or other issues that may cause errors in speech recognition. In the written language, for
example, the strings “call (425)123-4567” and “call 4 2 51 2 3 4 56 7” are two different
strings, but they share the same pronunciations (and could have different associated meanings
or intent).

[0157]In an implementation, to help address the foregoing issues, the system may perform
FST parsing at the phoneme level. By performing intent-recognition at the phoneme level, the
system may handle sound-alike, homonym, compound-words, text normalization issues,
and/or other error-introducing conditions. By injecting an error model (phonetic confusion
matrix), the system may be able to make the parsing process robust to ASR errors (to some
extent).

[0158]Table 3 illustrates a non-limiting example of a phoneme confusion matrix that is
trained from speech data. In Table 3, € stands for “null,” which indicates that a corresponding
phoneme is deleted or inserted; Pij is the penalty for phoneme i recognized as phoneme j,

which case P;; should be 0.

probability € Phoneme | Phoneme | ... | Phoneme | ... | Phoneme
1 2 i n

€ Poo | Pox Po2 Poi Pon

Phoneme 1 Pio | P11 P> P1i Pin

Phoneme 2 Py | P21 P> Pai Pan

Phoneme i PiO Pi1 Pi2 Pii Pin
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Phoneme n Pro | Pn1 Pno Pni Pin

[0159]To allow any number of phonetic errors may be too computational demanding
because. To restrict the size of possible candidates and limit the search space, the system may
limit the number of allowed phonetic errors.

[0160]FIG. 22 depicts an FST 2200 (having nodes 0-2) having two phonemes and allowing up
to two errors (including insertions, deletions, and replacements), with a penalty of 100
corresponding to each error, according to an implementation of the invention.

[0161]FIG. 23 depicts a flow diagram 2300 of FST parsing at the phoneme level, according to
an implementation of the invention. In an implementation, a Phoneme Error Model 2302 may
be generated using an input phoneme sequence/graph. Phoneme Error Model 2302 may
include an FST that allows a given phoneme to transduce to another given phoneme, with a
transition penalty (e.g., Pij defined in Table 3).

[0162]In an implementation, a Dictionary Model 2304 may be generated that includes an FST
that defines each pronunciation of words in a given path. In an implementation, a Word-level
Parser 2306 may be generated that includes an FST parser described herein, which is used to
generate an output used for semantic queries.

[0163] Examples of System Architectures and Configurations

[0164]In an implementation, various system architectures may be used. For instance, some
or all instructions of IRSI application 120 or other instructions may execute on different
components of system 100. In particular, voice recognition (e.g., speech-to-text), one or more
functions/operations of IRSI application 120, and/or other functions/operations described
herein may be performed at computing device 110 and/or computing device 160.

[0165]For instance, computing devices 110 may include server devices and computing devices
160 may include user devices that connect to the server devices. Other architectures may be
used as well.

[0166]Although illustrated in FIG. 1 as a single component, computer system 104 may include
a plurality of individual components (e.g., computer devices) each programmed with at least
some of the functions described herein. In this manner, some components of computer

system 104 may perform some functions while other components may perform other
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functions, as would be appreciated. The one or more processors 112 may each include one or
more physical processors that are programmed by computer program instructions. The
various instructions described herein are exemplary only. Other configurations and numbers
of instructions may be used, so long as the processor(s) 112 are programmed to perform the
functions described herein.

[0167]Furthermore, it should be appreciated that although the various instructions are
illustrated in FIG. 1 as being co-located within a single processing unit, in implementations in
which processor(s) 112 includes multiple processing units, one or more instructions may be
executed remotely from the other instructions.

[0168] The description of the functionality provided by the different instructions described
herein is for illustrative purposes, and is not intended to be limiting, as any of instructions may
provide more or less functionality than is described. For example, one or more of the
instructions may be eliminated, and some or all of its functionality may be provided by other
ones of the instructions. As another example, processor(s) 112 may be programmed by one or
more additional instructions that may perform some or all of the functionality attributed
herein to one of the instructions.

[0169] The various instructions described herein may be stored in a storage device 114, which
may comprise random access memory (RAM), read only memory (ROM), and/or other
memory. The storage device may store the computer program instructions (e.g., the
aforementioned instructions) to be executed by processor 112 as well as data that may be
manipulated by processor 112. The storage device may comprise floppy disks, hard disks,
optical disks, tapes, or other storage media for storing computer-executable instructions
and/or data.

[0170]The various components illustrated in FIG. 1 may be coupled to at least one other
component via a network, which may include any one or more of, for instance, the Internet,
an intranet, a PAN (Personal Area Network), a LAN (Local Area Network), a WAN (Wide Area
Network), a SAN (Storage Area Network), a MAN (Metropolitan Area Network), a wireless
network, a cellular communications network, a Public Switched Telephone Network, and/or
other network. In FIG. 1 and other drawing Figures, different numbers of entities than

depicted may be used. Furthermore, according to various implementations, the components

LY
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described herein may be implemented in hardware and/or software that configure hardware.
[0171]The various information domains may be stored in one or more databases such as, for
example, an Oracle™ relational database sold commercially by Oracle Corporation. Other
databases, such as Informix™, DB2 (Database 2) or other data storage, including file-based, or
qguery formats, platforms, or resources such as OLAP (On Line Analytical Processing), SQL
(Structured Query Language), a SAN (storage area network), Microsoft Access™ or others may
also be used, incorporated, or accessed. The database may comprise one or more such
databases that reside in one or more physical devices and in one or more physical locations.
The database may store a plurality of types of data and/or files and associated data or file
descriptions, administrative information, or any other data.

[0172] Computing devices 110, 160 may each include a server computing device, a desktop
computer, a mobile device that is generally portable (e.g., a laptop computer, a tablet
computer, a “smartphone,” etc.), or other computing device that is programmed by IRSI 120
and/or other computer program instructions.

[0173]Other implementations, uses and advantages of the invention will be apparent to
those skilled in the art from consideration of the specification and practice of the invention
disclosed herein. The specification should be considered exemplary only, and the scope of the

invention is accordingly intended to be limited only by the following claims.

-~
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CLaiMS
What is claimed is:
1. A computer implemented method for integrating domain information and semantic

parsing to generate meaning representations from natural language input, the method being
implemented on a computer system having one or more physical processors programmed
with computer program instructions to perform the method, the method comprising:

receiving, by the computer system, a natural language input comprising at least a first
input token;

obtaining, by the computer system, a semantic grammar;

determining, by the computer system, a semantic structure of the natural language
input based on the semantic grammar;

retrieving, by the computer system, from an information domain, a plurality of domain
tokens that match the first token of the natural language input; and

generating, by the computer system, a meaning representation based on the semantic
structure and the plurality of domain tokens, wherein the meaning representation is used to

execute a computer executable action.

2. The method of claim 1, wherein the plurality of domain tokens are structured into a
domain information FST parser that includes at least a first FST path comprising a first set of
domain tokens and a second FST path comprising a second set of domain tokens, and wherein
generating the meaning representation further comprises:

selecting the first FST path based on a first score of the first FST path and a second
score of the second FST path, wherein the first FST path is used to generate the meaning

representation.

3. The method of claim 2, wherein the first score is based on a first sum of weights of
each domain token among the first set of domain tokens and the second score is based on a
second sum of weights of each domain token among the second set of domain tokens, and
wherein a given weight for a domain token is based on a level of frequency that the domain

token appears in the information domain.
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4, The method of claim 2, wherein retrieving the plurality of domain tokens comprises:
initializing an input FST based on the first token and the semantic structure; and
composing the input FST based on the first FST path and the second FST path, wherein

the first FST path and the second FST path are integrated with the input FST, and wherein the

first FST is selected from the input FST.

5. The method of claim 4, wherein selecting the first FST path comprises selecting a

shortest path in the input FST.

6. The method of claim 4, wherein retrieving the plurality of domain tokens comprises:
performing fuzzy or exact matching between domain tokens from the information
domain and the first token, wherein the plurality of domain tokens comprises fuzzy or exact

matches to the first token.

7. The method of claim 1, the method further comprising:
identifying a second token that is relevant to the first token and the information
domain, wherein the second token is not initially included in the natural language input; and

adding the second token to the meaning representation.

8. The method of claim 1, wherein the natural language input comprises at least a second
token, the method further comprising:
determining that the second token is not relevant to the information domain; and
omitting the second token from the meaning representation responsive to the

determination that the second token is not relevant.

9. The method of claim 1, the method further comprising:
obtaining a phoneme confusion matrix comprising at least two similar sounding words
that are disambiguated based on previous training from one or more user utterances; and

disambiguating the first token based on the phoneme confusion matrix.
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10. The method of claim 1, the method further comprising:
obtaining one or more dynamic data tokens from a dynamic data source; and
integrating the one or more dynamic data tokens with the plurality of tokens from the
information domain, wherein the meaning representation is determined based on the

integrated dynamic data tokens.

11. The method of claim 10, wherein the plurality of domain tokens are structured into a
domain information FST parser that includes at least a first FST path comprising a first set of
domain tokens and a second FST path comprising a second set of domain tokens, and wherein
integrating the one or more dynamic data tokens comprises:
generating a dynamic FST based on the one or more dynamic data tokens; and
inserting the dynamic FST into a slot of the domain information FST parser reserved for

dynamic data.

12. The method of claim 1, wherein the computer executable action comprises an

execution of: a natural language-based search request or a natural language-based command.

13. The method of claim 1, wherein the information domain comprises a plurality of
entries of searchable information, and wherein retrieving the plurality of domain tokens that
match the first token comprises:

determining at least one entry, which includes the plurality of domain tokens, that is

likely being searched for based on the first token.

14, A system for integrating domain information and semantic parsing to generate
meaning representations from natural language input, the system comprising:

a computer system comprising one or more physical processors programmed with
computer program instructions to:

receive a natural language input comprising at least a first input token;

obtain a semantic grammar;
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determine a semantic structure of the natural language input based on the semantic
grammar;

retrieve from an information domain, a plurality of domain tokens that match the first
token of the natural language input; and

generate a meaning representation based on the semantic structure and the plurality
of domain tokens, wherein the meaning representation is used to execute a computer

executable action.

15. The system of claim 14, wherein the plurality of domain tokens are structured into a
domain information FST parser that includes at least a first FST path comprising a first set of
domain tokens and a second FST path comprising a second set of domain tokens, and wherein
to generate the meaning representation, the computer system is further programmed to:
select the first FST path based on a first score of the first FST path and a second score
of the second FST path, wherein the first FST path is used to generate the meaning

representation.

16. The system of claim 15, wherein the first score is based on a first sum of weights of
each domain token among the first set of domain tokens and the second score is based on a
second sum of weights of each domain token among the second set of domain tokens, and
wherein a given weight for a domain token is based on a level of frequency that the domain

token appears in the information domain.

17. The system of claim 16, wherein to retrieve the plurality of domain tokens, the
computer system is further programmed to:
initialize an input FST based on the first token and the semantic structure; and
compose the input FST based on the first FST path and the second FST path, wherein
the first FST path and the second FST path are integrated with the input FST, and wherein the

first FST is selected from the input FST.
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18. The system of claim 17, wherein to select the first FST path, the computer system is

further programmed to: select a shortest path in the input FST.

19. The system of claim 17, wherein to retrieve the plurality of domain tokens, the
computer system is further programmed to:

perform fuzzy or exact matching between domain tokens from the information domain
and the first token, wherein the plurality of domain tokens comprises fuzzy or exact matches

to the first token.

20. The system of claim 14, wherein the computer system is further programmed to:
identify a second token that is relevant to the first token and the information domain,
wherein the second token is not initially included in the natural language input; and

add the second token to the meaning representation.

21. The system of claim 14, wherein the natural language input comprises at least a second
token, and wherein the computer system is further programmed to:

determine that the second token is not relevant to the information domain; and

omit the second token from the meaning representation responsive to the

determination that the second token is not relevant.

22. The system of claim 14, wherein the computer system is further programmed to:
obtain a phoneme confusion matrix comprising at least two similar sounding words
that are disambiguated based on previous training from one or more user utterances; and

disambiguate the first token based on the phoneme confusion matrix.

23. The system of claim 14, wherein the computer system is further programmed to:
obtain one or more dynamic data tokens from a dynamic data source; and
integrate the one or more dynamic data tokens with the plurality of tokens from the
information domain, wherein the meaning representation is determined based on the

integrated dynamic data tokens.
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24, The system of claim 23, wherein the plurality of domain tokens are structured into a
domain information FST parser that includes at least a first FST path comprising a first set of
domain tokens and a second FST path comprising a second set of domain tokens, and wherein
to integrate the one or more dynamic data tokens, the computer system is further
programmed to:

generate a dynamic FST based on the one or more dynamic data tokens; and

insert the dynamic FST into a slot of the domain information FST parser reserved for

dynamic data.

25. The system of claim 14, wherein the computer executable action comprises an

execution of: a natural language-based search request or a natural language-based command.

26. The system of claim 14, wherein the information domain comprises a plurality of
entries of searchable information, and wherein to retrieve the plurality of domain tokens that
match the first token, the computer system is further programmed to:

determine at least one entry, which includes the plurality of domain tokens, that is

likely being searched for based on the first token.

27. A method of generating an information domain FST parser for integrating domain
information with semantic parsing to generate a meaning representation, the method being
implemented on a computer system having one or more physical processors programmed
with computer program instructions to perform the method, the method comprising:

obtaining, by the computer system, a plurality of entries of an information domain,
wherein each entry comprises one or more domain tokens;

determining, by the computer system, a weight for each domain token, irrespective of
whether a given domain token appears in more than one entry, wherein the weight indicates a
level of frequency in which the given token appears in the information domain;

defining, by the computer system, for a given entry, a plurality of combinations of the

one or more domain tokens, wherein each combination of the one or more domain tokens



WO 2016/044321 PCT/US2015/050263
37

represent a different order of the one or more domain tokens and include some or all of the
one or more domain tokens for the given entry;

determining, by the computer system, a score for each combination, wherein the score
is based on the weight for each domain token involved in the combination; and

storing, by the computer system, the plurality of combinations for each of the plurality

of entries.

28. The method of claim 27, wherein the plurality of combinations for each of the plurality
of entries are collectively stored as an information domain FST parser, and wherein each

combination represents an FST path of the information domain FST parser.

29. The method of claim 28, wherein the score for each combination comprises a path

score for each FST path.

30. The method of claim 28, the method further comprising: optimizing the information

domain FST parser.
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