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SYSTEM AND METHOD FOR PRESENTING IMAGE CONTENT ON MULTIPLE
DEPTH PLANES BY PROVIDING MULTIPLE INTRA-PUPIL PARALLAX VIEWS
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BACKGROUND

Field
{0003] The present disclosure relates to optical devices, including augmented reality

and virtual reality imaging and visualization systems.

Description of the Related Art

[0004] Modern computing and display technologies have facilitated the development
of systems for so called “virtual reality” or “augmented reality” experiences, wherein digitally
reproduced images or portions thereof are presented to a user in a manner wherein they seem to
be, or may be perceived as, real A wvirtual reality, or “VR”, scenario typically mvolves
presentation of digital or virtual image information without transparency to other actual real-
world visual mput; an augmented reality, or “AR”, scenario typically involves presentation of

digital or virtual image information as an augmentation to visuahization of the actual world
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around the user. A mixed reality, or “MR”, scenario is a type of AR scenario and typically
mvolves virtual objects that are integrated into, and responsive to, the natural world.  For
example, in an MR scenario, AR image content may be blocked by or otherwise be perceived as
mteracting with objects in the real world.

{6065] Referring to Figure 1, an augmented reality scene 10 1s depicted wherein a
user of an AR technology sees a real-world park-like setting 20 featuring people, trees, buildings
in the background, and a concrete platform 30. In addition to these items, the user of the AR
technology also perceives that he “sees” “virtual content” such as a robot statue 40 standing upon
the real-world platform 30, and a cartoon-like avatar character 50 flying by, which seemsto bea
personification of a bumble bee, even though these elements 40, 50 do not exist in the real world.
Because the human visual perception system is complex, it 1s challenging to produce an AR
technology that facilitates a comfortable, natural-feeling, rich presentation of virtual image
elements amongst other virtual or real-world imagery elements.

[00066] Systems and methods disclosed herein address various challenges related to

AR and VR technology.

SUMMARY

[0067] In some embodiments, a head-mounted display system is provided. The
display system comprises a frame configured to mount on a viewer; a light source; a spatial hight
modulator configured to modulate hight from the light source; and projection optics mounted on
the frame and configured to direct Light from the spatial light modulator nto an eye of a viewer,
The display system s configured to display a virtual object on a depth plane by imjecting a set of
parallactically-disparate mtra-pupil images of the object into the eve.

{0008] In some other embodiments, a method s provided for displaying image
content. The method comprises providing a spatial light modulator; providing a light source
configured to output hight to the spatial light modulator from a plurality of different light output
locations; and displaying a virtual object on a depth plane by temporally sequentially injecting a
set of parallacticaliy-disparate intra-pupil images of the virtual object into an eye of a viewer.
Fach of the intra-pupi! images 1s formed by outputting light from the light source to the spatial
light modulator, wherein the light is outputted from one or more associated light output locations

of the light source; modulating the hght with the spatial light modulator to form an intra-pupil
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image corresponding to the one or more associated light output locations; and propagating the
modulated light to the eye. The one or more associated light output locations for each intra-pupil
image s distinct from the one or more associated light output locations for others of the intra-
pupil images.

{6009] In vet other embodiments, a display system 1s provided. The display system
comprises a light source comprising a plurality of spatially distinct light output locations; a
spatial light modulator configured to modulate light from the light source; and projection optics
mounted on the frame and configured to direct light from the spatial light modulator into an eye
of a viewer. The display system s configured to display a virtual object on a depth plane by
temporally sequentially injecting a set of parallactically-disparate intra-pupil images of the object
into the eye.

[0010] In some other embodiments, a method is provided for displaying image
content. The method comprises providing a head-mounted display comprising a hight source and
a spatial light modulator. The method further comprises displaying a virtual object on a depth
plane by injecting, withun a flicker fusion threshold, a set of parallacticallyv-disparate intra-pupil
images of the virtual object from the display into an eye of a viewer,

[0011] In addition, various mnovative aspects of the subject matter described in this
disclosure may be naplemented in the following embodiments:

i A method for displaying image content, the method comprising;

providing a spatial light modulator;
providing a light source configured to output light to the spatial hight modulator
from a plurahty of different light output locations; and
displaying a virtual object on a depth plane by teraporally sequentially injecting a
set of paraliactically-disparate intra-puptl images of the virtual object into an eye of a
viewer, wherein each of the intra-pupt! images s formed by:
outputting light from the light souwrce to the spatial light modulator,
wherein the light 1s outputted from one or more associated light output locations
of the light source;
modulating the light with the spatial light modulator to form an intra-pupil
image corresponding to the one or more associated light output locations; and

propagating the modulated light to the eve,
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wherein the one or more associated light output locations for each intra-
pupil image is distinct from the one or more associated hight output locations for
others of the mtra-pupil images.

2. The method of Embodiment 1, wherein activating the one or more associated
light-emitting regions comprises selecting the one or more associated light-emitting regions
based upon the depth plane, wherein a physical separation between light-emitting regions for the
mntra-puptl images increases with decreasing distance of the depth plane to the viewer.

3. The method of any of Embodiments 1-2, wherein light rays forming each of the
parallactically-disparate 1mage are collimated, wherein the depth plane 1s at less than optical
mfinity.

4 The method of any of Embodimenis 1-3, wherein injecting the set of
parallactically-disparate intra-pupil images is conducted within a timeframe below the flicker

fusion threshold of the viewer.

S. The method of Embodiment 4, wherein the flicker fusion threshold 15 1/60 of a
second.
o. The method of any of Embodiments 1-3, further comprising an eve tracking

sensor configured to track a gaze of the eve, wherein displaying the virtual object comprises:
deternuning a gaze of the eve using the eye tracking sensor; and

selecting content for the intra-pupil tmages based upon the determined gaze of the

The method of any of Embodiments 1-6, further comprising projection optics
configured to direct modulated light from the spatial ight modulator to the eve.

8. The method of any of Embodiments 1-7, wherein the one or more associated
light-emitting regions for the intra-pupil images partially overlap.

9. The method of any of Embodiments 1-8, further comprising changing a position
of the one or more associated hight-emitting regions during injection of at least one of the intra-
pupil images into the eve.

10. A display system configured to perform the method of any of Embodiments 1-9.

1L A method for displaying image content, the method comprising:
providing a head-mounted display comprising:

a hight source; and
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a spatial heght modulator; and
displaying a virtual object on a depth plane by injecting, within a fhicker fusion
threshold, a set of parallactically-disparate intra-pupil 1mages of the virtual object from
the display mnto an eve of a viewer.

12, The method of Embodiment 11, wherein injecting the set of parallactically-
disparate intra-pupil images comprises temporally sequentially injecting individual ones of the
mtra-puptl images mnto an eve of a viewer.

13. The method of Embodiment 11, wherein injecting the set of parallactically-
disparate intra-puptl images comprises simultaneously injecting multiple ones of the intra-pupil
images.

14. The method of Embodiment 13, wherein injecting the set of parallactically-
disparate intra-pupil images comprises temporally sequentially injecting muluple intra-pupil
images at a time,

IS, The method of any of Embodiments 11-14, wherein the hight beams forming the
intra~puptl images are collimated.

16. The method of any of Embodiments 11-14, wherein the light beams forming the
ntra~puptl timages have divergent wavefronts,

17. The method of any of Embodiments 11-16, wheremn the light source comprises a
plurality of selectively activated hght-emmitting regions, wherein injecting the set of
parallactically-disparate mtra-pupil tmages comprises activating a different hight emitting region
for each mntra-pupil image.

I8 The method of any of Embodiments 11-17, wherein the light source 1s configured
to output hight from a plurabity of distinct hight output locations, further comprising pttering the
light output locations during injection of at least one of the intra-pupil images into the eve.

19 A display system configured to perform the method of any of Embodiments 11-
18.

20. A head-mounted display system comprising:

a frame configured to mount on a viewer;
a light source;

a spatial hight modulator configured to modulate light from the hight source; and



WO 2018/075968 PCT/US2017/057730

projection optics mounted on the frame and configured to direct light from the
spatial light modulator into an eye of a viewer,

wherein the display system is configured to display a virtual object on a depth
plane by injecting a set of parailactically-disparate intra-pupi! 1images of the object into
the eve.

21. The display system of Embodiment 20, wherein the display system is configured
to temporally multiplex display of individual intra-pupil 1mages.

22. The display system of any of Embodiments 20-21, wherein the display system is
configured to spatially multiplex display of the intra-pupil images.

23. The display system of any of Embodiments 20-22, wherein the display system is
configured to temporally multiplex display of a plurality of spatially-multiplexed ntra-pupil
images.

24, The display system of any of Embodiments 20-23, wherein the projection optics
comprises a waveguide comprising incoupling optical elements and outcoupling optical
elements.

25, The display system of Embodiment 24, wherein the projection optics comprises a
plurality of waveguides, wherein each waveguide 1s configured to output light of a different
component color than other waveguides of the plurality of waveguides.

26. The display system of any of Embodiments 20-25, wheremn the hight source
comprises a plurality of selectively-activated light-emutting regions.

27. The display system of Embodiment 26, wherein the light source comprises at least
one of a hght-emitting dicde array and a spatial light modulator.

28. The display system of Embodiment 8, wherein the hght-emutting diode array
comprises an organic hight-emitting diode array or an inorganic light-emitting diode array.

29. The display system of Embodiment 27, wherein the spatial light modulator hight
source comprises a liquid crystal array or a digital light processing (BLP) chip.

30. The display system of any of Embodiments 20-29, wherein the display system is
configured to change a position of activated hght-emitting regions during injection of at least one
of the intra-pupi! images into the eye.

31 The display system of any of Embodiments 20-25, wherein the light source

COMPrises:
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a light emitter; and

an actuator configured to direct light to the spatial light modelator along different

paths.

32. The display system of Embodiment 31, wherein the actuator is a dual-axis
galvanometer.

33. The display system of Embodiment 31, wherein the light source 15 a fiber scanner.

34 The display system of any of Embodiments 20-33, wherein the spatial light
modulator configured to modulate light from the light source comprises an LCOS panel.

35 The display system of any of Embodiments 20-34, further comprising an eye
tracking sensor configured to track a gaze of the eye, wheremn the display system is configured
to

determine a gaze of the eve using the eye tracking sensor; and
select content for the intra-pupil images based upon the determined gaze of the
eve.

36 The display system of any of Embodiments 20-35, wherein the display system is
configured to synchronize a light output location of the light source with image content provided
by the spatial light modulator.

37. The display system of any of Embodiments 20-36, further comprising an optical
mechanism between the spatial hight modulator and the projection optics, wheremn the optical
mechanism 15 configured to direct light from different locations of the spatial light modulator to
projection optics at different angles.

38 The display system of Embodiment 37, wherein the optical mechanism comprises
one or more of a prism or a lens structure.

39 The display system of Embodiment 38, wherein the lens structure 1s a lenslet
array.

40. A display system comprising:

a light source comprising a plurality of spatially distinet light output locations;
a spatial hight modulator configured to modulate light from the hight source; and
projection optics mounted on the frame and configured to direct hight from the

spatial light modulator into an eye of a viewer,
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wherein the display system is configured to display a virtual object on a depth
plane by temporally sequentially injecting a set of parallactically-disparate intra-pupil
images of the object into the eye.

41 The display system of Embodiment 40, configured to output light from different
light output locations of the light source for different intra-pupil images.

42. The display system of Embodiment 41, configured to vary a lateral separation
between the light output locations based upon a distance of the depth plane from the eve of the
viewer.

43. The display system of any of Embodiments 41-42, configured to increase the
lateral separation between light output locations with increases in the distance of the depth plane
from the eye of the viewer.

44. The display system of any of Embodiments 41-42, wherein the display system is
configured to change the light output locations during injection of at least one of the mntra-pupil

images nto the eye.

BRIEF DESCRIPTION OF THE DRAWINGS

[6012] Figure | illustrates a user’s view of augmented reality (AR} through an AR
device.

[0013] Figure 2 illustrates a conventional display system for simulating three-
dimensional imagery for a user.

[0014] Figure 3 illustrates aspects of an approach for simulating three-dimensional
imagery using multiple depth planes.

[6015] Figures 4A-4C iilustrate relationships between curvature and focal distance.

[{0016] Figure 5 illustrates an example of 3 waveguide stack for outputting image
mformation to a user.

{8017] Figure 6A illustrates pre-accommodation and post-accommodation conditions
of an eye to a continuous mcoming wavefront.

{p018] Figure 6B illustrates pre-accommodation and post-accommodation conditions

of an eye to a piecewise approximation of a continuous incoming wavefront.
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[{6019] Figure 7A ilustrates an eye accommodating to a divergent wavefront
emanating from a finite focal-distance virtual image provided by a projection system.

[{0020] Figure 7B illustrates a system for forming an approximation of the divergent
wavefront of Figure 7A utilizing wavefront segments formed by mfinity-focused virtual images.

[0021] Figure & illustrates examples of parallax views forming the divergent
wavefront approximation of Figure 7B.

{0022} Figure 9 illustrates an example of a display system comprising a projection
system for forming the divergent wavefront approximation of Figure 7B.

[0023] Figure 10 tllustrates examples of sizes, shapes, and distributions for light-
emitting regions.

[0024] Figure 11 A lustrates another example of a projection system for forming the
divergent wavefront approximation of Figure 7B.

[§025] Figure 11B tllustrates an example of a range of depth planes provided by the
projection system of Figure 11A.

[6026] Figure 12 illustrates an example of a light source configuration for projection
svsters.

[6027] Figure 13A illustrates an example of a projection system for placing virtual
objects on a default depth plane that 1s less than optical infinity.

[0028] Figure 13B :illustrates an example of a range of depth planes provided by the
projection system of Figure 13A.

[08029] Figure 14 illustrates an example of a projection system configured for the
spatially multiplexed display of mtra-pupil images.

[6030] Figure 15 illustrates an example of a projection system configured for
spatially and temporally multiplexed display of intra-pupil images.

[0031] Figure 10 illustrates an example of a projection system comprising a pupil
relay combiner eyvepiece for superimposing image content on a user’s view of the world.

[0032] Figure 17 illustrates an example of a display system comprising an eve
tracking system and a combiner eyepiece with a pupil expander.

{0033] Figure 18 illustrates an example of a display system comprising an eve
tracking system and a pupil rely combiner eyepiece with a puptl expander configured to produce

a non-infinity depth plane.

0.
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[6034] Figure 19 illustrates a light source comprising mirrors for directing the
propagation of light to different hight output locations.

[{6035] Figure 20 illustrates a fight source comprising a fiber scanner.

{0036] Figure 21 illustrates an example of an evepiece comprising a stacked
waveguide assembly for outputting light of different wavelengths corresponding to different
component colors.

{00371 Figure 22 illustrates an example of a wearable display system.

DETAILED DESCRIPTION

{G038] The human visual system may be made to perceive images presented by a
display as being “3-dimensional” by providing slightly different presentations of the image to
each of a viewer’s left and right eves. Depending on the images presented to each eye, the
viewer perceives a “virtual” object in the images as being at a selected distance {e.g., at a certain
“depth plane”) from the viewer. Simply providing different presentations of the image to the left
and right eyes, however, may cause viewer discomfort. As discussed further herein, viewing
comfort may be increased by causing the eyes to accommodate to the images similarly to the
accommaodation that would occur if the viewer were viewing a real object at that depth plane on
which the virtual object 1s placed.

[6039] The proper accommodation for a virtual object on a given depth plane may be
elicited by presenting images to the eyes with hight having a wavefront divergence that matches
the wavefront divergence of light coming from a real object on that depth plane. Some display
systems use distinct structures having distinct optical powers to provide the appropriate
wavefront divergence. For example, one structure may provide a specific amount of wavefront
divergence {to place virtual objects on one depth plane} and anocther structure may provide a
different amount of wavefront divergence (to place virtual objects on a different depth plane).
Thus, there may be a one-to-one correspondence between physical structures and the depth
planes in these display systems. Due to the need for a separate structure for each depth plane,
such display systems may be bulky and/or heavy, which may be undesirable for some
applications, such as portable head-mounted displays. In addition, such display systems may be
limited 1n the numbers of different accommodative responses they may elicit from the eves, due

to practical limits on the number of structures of different optical powers that may be utilized.

-10-
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[0040] It has been found that a continuous wavefront, e g a continuous divergent
wavefront, may be approximated by injecting parallactically-disparate intra-pupil images
directed into an eye. In some embodiments, a display system may provide a range of
accommodative responses without requiring a one-to-one correspondence between optical
structures in the display and the accommodative response. For example, the same optical
projection system may be utilized to output light with a selected amount of perceived wavefront
divergence, corresponding to a desired depth plane, by injecting a set of parallactically-disparate
mtra-puptl images into the eye. These images may be referred to as “parallactically-disparate”
mtra-puptl 1images since each image may be considered to be a different parallax view of the
same virtual object or scene, on a given depth plane. These are “intra-pupil” images since a set
of 1mages possessing parallax disparity is projected into the pupil of a single eve, e.g., the right
eve of a viewer. Although some overlap may occur, the light beams forming these images will
have at least some areas without overlap and will impinge on the pupil from slightly different
angles. In some embodiments, the other eve of the viewer, e.g., the left eye, may be provided
with its own set of parallactically-disparate mntra-pupil images. The sets of parallactically-
disparate intra~-pupil mmages projected into each eye may be slightly different, e.g., the images
may show slightly different views of the same scene due to the shightly different perspectives
provided by each eye.

[0041] The wavefronts of hight forming each of the intra-pupit 1images projected into
a pupil of an eye of 3 view, in the aggregate, may approximate a continuous divergent wavefront.
The amount of perceived divergence of this approximated wavefront may be varied by varying
the amount of paraliax disparity between the mtra-pupil mmages, which varies the angular range
spanned by the wavefronts of light forming the intra~-pupil images. Preferably, this angular range
nimics the angular range spanned by the continuous wavefront being approximated. In some
embodiments, the wavefronts of light forming the mtra-pupil images are collimated or quasi-
collimated.

[0042] In some embodiments, the display system utilizes a light source that is
configured to output hight from a plurality of distinct light output locations. For example, the
light source may comprise a plurality of selectively activated hight-emitting regions, with each
region being a discrete light output location. The amount of parallax disparity between the inira-

pupil images may be varied by changing the hight output locations for each image. It will be

-11-
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appreciated that light from a given light output location may propagate through the display
system to the eye along one path, and that light from a different hight output location on the light
source may propagate through the display system to the eve along a different path.
Consequently, spatial differences in the hight output locations may transiate into differences in
the paths that the light takes to the eye. The different paths may correspond to different amounts
of parallax disparity. Advantageously, in some embodiments, the amount of parallax disparity
may be selected by selecting the amount of spatial displacement or separation between the light
output locations of the light source.

{0043} In some embodiments, as noted above, the light source may comprise a
plurality of selectively activated light-emitting regions, each of which corresponds to a distinct
light output location. The hight-emitting regions may be disposed on a plane and form a 2D light
emitter array. In some other embodiments, the light source may comprise a linear transfer lens
such as a F-theta (F-0 or F-tan 0} lens, a common or shared hight emitter, and an actuator to direct
the light emutted by the light emutter along different paths through the F-theta lens. The hight
exits the light source at different locations through the F-theta lens, which focuses the exiting
light onto an image plane. Light exiting the F-theta lens at different locations 15 also disposed at
different locations on the image plane, and the image plane may be considered to provide a
virtual 2D hight emitter array. Consequently, the individual regions of the light emitter array, and
the locations at which hight from the hinear transfer lens passes through the image plane may both
be referred to heremn as light output locations of the hight source.

[0044] In some embodiments, the actuator may be part of a dual axis galvanometer
comprising a plurality (e.g., a pair} of mirrors that are independently actuated on different axes to
direct light from the light emstter along the deswred path of propagation. In some other
embodiments, the light source may comprise a fiber scanner and the actuator may be an actuator
configured to move the fiber of the fiber scanner. The light source may also comprise or be in
communication with a processing module which synchronizes the output of hight by the hight
source with the location of the mirrors or fiber, and with the intra-pupil image to be displayed.
For example, the mirrors or fiber may move along a known path and the light emitter may be
controlled by the processing module to emit hght when the mirrors or fiber are at a position
corresponding to a desired light output location for a particular intra-pupil 1mage {(and the

paratlax disparity associated with that 1mage), as discussed further herein.

-12-
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[8045] The display system may also comprise a spatial light modulator between the
light source and projection optics for injecting light into the eye. The spatial light modulator
may be configured to modulate the light from the light source, to encode image information in
that light stream to form an intra-pupi] image. Preferably, the images are injected into the eye
through a projection optic that simultanecusly provides an image of the spatial light modulator
plane at or near optical infinity, or some other chosen “home plane,” and also provides an image
of the light source at or near the viewer’s pupil. Thus, both image content and precise amounts
of parallax disparity may be provided to the eve.

{0046} In some embodiments, the same spatial light modulator may be used to
modulate light to form various intra-pupil images to be provided to an eye. In some such
embodiments, the active light output locations (the light output locations from which light is
actively propagating at a given point in time) may be synchronized with the modulation by the
spatial hight modulator. For example, activation of a light output location corresponding to one
intra-pupil 1mage may be synchronized, or simultaneous, with the activation of display elements
in the spatial light modulator, with the display elements configured to form the intra~-pupil tmage
corresponding to a particular hight-emitting region.  Once another hight output location
corresponding to a second intra-pupil 1image is activated, the appropriate, possibly different,
display elements 1o the spatial hight modulator may be activated to form that second mtra-pupil
immage. Additional mtra-pupil images may be formed by synchronizing activation of the hght
output locations and the image content provided by the spatial hight modulator. This time-based
sequential injection of intra-pupil 1images to the eve may be referred to as temporal multiplexing
or temporally multiplexed display of the ntra-pupil images. Also, 1t will be appreciated that an
active or activated hght output location 1s a location from which light i3 actively propagating
from the light source to the spatial light modulator used to form the intra-pupil images.

{0047] In some other embodiments, spatial multiplexing may be utibzed. In such
embodiments, different areas of the spatial light modulator {(e.g different pixels) may be
dedicated to forming different intra-pupil images. An optical mechanism may be provided
between the spatial light modulator and the projection optic to direct light from different regions
such that the hight propagates in different directions through the projection optic. Examples of
suitable optical mechanisms include lenslet arrays. Consequently, different intra-pupil images

may be formed and provided to the eye simultaneously, with the parallax disparity determined by
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the locations of the pixels forming the images and with the optical mechanism directing the
propagation of hight from those pixels. In some embodiments, a light source without selectively
activated light-emitting regions {e.g., a point hight source} may be utilized to generate light for
the display system, since the parallax disparity may be set using the spatial light modulator n
comjunction with the optical mechanism.

{G048] In some other embodiments, both spatial and temporal multiplexing may be
utilized. In such embodiments, the display system may include a light source with selectively
activated light output locations, in addition to the above-noted optical mechanism and the
formation of different intra-puptl images in different areas of the spatial light modulator.
Parallax disparity may be provided using both the selective activation of light output locations
and the optical mechanism in conjunction with the simultaneous formation of different intra-
pupil images in different the locations of the spatial light modulator

{0049 In embodiments with temporal multiplexing, the set of intra-pupil 1mages for
approximating a particular continuous wavefront are preferably injected into the eve too rapidly
for the human visual system to detect that the images were provided at different times. Without
being limited by theory, the visual system may perceive tmages formed on the retina within a
flicker fusion threshold as being present simultaneously. In some embodiments, approximating a
continuous wavefront may include sequentially mjecting beams of light for each of a set of intra-
pupil images into the eve, with the total duration for injecting all of the beams of light being less
than the flicker fusion threshold, above which the human visual system will perceive images as
being separately injected nto the eye. As an example, the flicker fusion threshold may be about
1/60 of a second. It will be appreciated that each set of images may consist of a particular
number of paraliax views, e.g., two or more views, three or more views, four or more views, eic.
and all of these views are provided within the flicker fusion threshold.

{0050] Preferably, the display system has a sufficiently smali exit pupil that the depth
of field provided by light forming individual intra-pupl images is substantially infinite and the
visual system operates in an “open-loop” mode in which the eye is unable to accommeodate to an
mdividoal mtra-pupil 1mage. In some embodiments, the light beams forming individual images
occupy an area having a width or diameter less than about 0.5 mm when incident on the eve. It
will be appreciated, however, that light beams forming a set of intra-pupil images are at least

partially non-overlapping and preferably define an area larger than 0.5 mm, to provide sufficient
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nformation to the lens of the eye to elicit a desired accommodative response based on the
wavefront approximation formed by the wavefronts of the ight forming the intra-pupil images.

[0051] Without being limited by theory, the area defined by a set of beams of hight
may be considered to mimic a synthetic aperture through which an eve views a scene. It will be
appreciated that viewing a scene through a sufficiently small pinhole in front of the pupil
provides a nearly infinite depth of field. Given the small aperture of the pinhole, the lens of the
eye 15 not provided with adequate scene sampling to discern distinct depth of focus. As the
pinhole enlarges, additional information 1s provided to the eye’s lens, and natural optical
phenomena allow a limited depth of focus to be perceived. Advantageously, the area defined by
the set of beams of light and the corresponding sets of parallactically-disparate intra-pupil
images may be made larger than the pinhole producing the infinite depth of field and the multiple
mtra-pupil images may produce an approximation of the effect provided by the enlarged pinhole
noted above,

[0052] As discussed herein, in some embodiments, the different angles at which the
light beams propagate towards the pupi may be provided using a light source having a plurality
of selectively activated light output locations that output hight to a spatial hight modulator that
modulates the hight to form the images. It will be appreciated that light from different Light
output locations of the light source will take different paths to the spatial light modulator, which
m turn will take a different path from the spatial hight modulator to the output pupil of the
projection optic and thus to the viewer’s eves. Consequently, lateral displacement of the active
hight output locations translate nto angular displacement in the hght leaving the spatial hght
modulator and ultimately propagating towards the viewer’s pupil through the projection optic. In
some embodiments, ncreases i lateral displacement between the activated light-emitting
regions may be understood to translate to increases in angular displacement as measured with
respect to the spatial light modulator plane. In some embodiments, each of the intra-pupil
images may be formed by outputting light from a different light output location, thereby
providing the angular displacement between the beams of hight forming each of the images.

[{8053] In some embodiments, the hight source and/or light output locations of the
light source may change position or jitter within a single parallax image (intra-pupil image)
display episode. For example, the light source and/or light emutting regions may physically

move and/or different light output locations (e.g., the different light emitters of an array of light



WO 2018/075968 PCT/US2017/057730

emitters) may be activated to provide the desired change in position while displaying an intra-
pupil image. The speed of displacement or jitter mayv be higher than the update rate of the
parallax image on the spatial light modulator. The jittered displacement may be in any direction,
mcluding torsional, depending on the perceptual effect that 15 desired.

[0054] In some embodiments, the display system may include a combiner evepiece,
which allows virtual image content to be overlaid with the viewer’s view of the world, or
ambient environment. For example, the combiner eyepiece may be an optically transmissive
waveguide that allows the viewer to see the world. In addition, the waveguide may be utilized to
recetve, guide, and ultimately output light forming the intra-puptl images to the viewer’s eves.
Because the waveguide may be positioned between the viewer and the world, the light outputted
by the waveguide may be perceived to form virtual images that are placed on depth planes in the
world. In essence, the combiner eyepiece allows the viewer to receive a combination of hght
from the display system and light from the world.

RUERKY In some emboduments, the display system may also include an eye tracking
system to detect the viewer’s gaze direction. Such an eve tracking system allows appropriate
content to be selected based upon where the viewer is looking,

[0036] Advantageously, by shifting the mecharnsmm for providing divergent
wavetronts from multiple, discrete light output structures, which create wavefronts with a
particular associated divergence, to a single structure that can create an arbirary amount of
divergence, the physical size and complexity of the system may be reduced; that 15, some of the
output structures may be elimunated. In addition, it may be possible to place virtual content on a
larger number of depth planes they would be practical if each depth plane required a dedicated
structure to create a given wavefront divergence. This increase in the number of depth planes
may provide a more realistic and comfortable viewing experience for the viewer. In addition, in
some embodiments, light from each spatial light modulator pixel may remain nominally
collimated, thereby facilitating integration of a projection system having that spatial light
modulator with combiner eyepigces that utilize collimated pixel light.

[{0057] Reference will now be made to the figures, in which like reference numerals
refer to like parts throughout.

[0058] As discussed herein, the perception of an mmage as being “three-dimensional”

or “3-D” may be achieved by providing slightly different presentations of the image to each eve
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of the viewer. Figure 2 illustrates a conventional display system for simulating three-
dimensional imagery for a user. Two distinct images 190, 200—one for each eye 210, 220—are
outputted to the user. The images 190, 200 are spaced from the eyes 210, 220 by a distance 230
along an optical or z-axis that 15 parallel to the line of sight of the viewer. The images 190, 200
are flat and the eyes 210, 220 may focus on the images by assuming a single accommodated
state. Such 3-D display systems rely on the human visual system to combine the images 190,
200 to provide a perception of depth and/or scale for the combined image.

[0059] It will be appreciated, however, that the human visual system is more
complicated and providing a realistic perception of depth is more challenging. For example,
many viewers of conventional “3-D” display systems find such systems to be uncomfortable or
may not percetve a sense of depth at all. Without being limited by theory, 1t is believed that
viewers of an object may perceive the object as being “three-dimensional” due to a combination
of vergence and accommuodation. Vergence movements (i.e., rotation of the eyes so that the
pupils move toward or away from each other to converge the lines of sight of the eves to fixate
upon an object) of the two eves relative to each other are closely associated with focusing (or
“accommodation”) of the lenses and pupils of the eves. Under normal conditions, changing the
focus of the lenses of the eyes, or accommodating the eyes, to change focus from one object to
another object at a different distance will automatically cause a matching change in vergence to
the same distance, under a relationship known as the “accommodation-vergence reflex,” as well
as pupt! dilation or constriction. Likewise, a change m vergence will trigger a matching change
mn accommaodation of lens shape and pupil size, under normal conditions. As noted herein, many
stereoscopic or “3-D7 display systems display a scene using shightly different presentations (and,
so, shightly different 1mages) to each eye such that a three-dimensional perspective is perceived
by the human visual system. Such systems are uncomfortable for many viewers, however, since
they, among other things, simply provide a different presentation of a scene, but with the eyes
viewing all the image information at a single accommodated state, and work against the
“accommodation-vergence reflex”  Display systems that provide a better match between
accommodation and vergence may form more realistic and comfortable simulations of three-
dimensional imagery, contributing to increased duration of wear.

{8060] Figure 4 illustrates aspects of an approach for simulating three-dimensional

magery using multiple depth planes. With reference to Figure 3, objects at various distances
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from eyes 210, 220 on the z-axis are accommodated by the eyes 210, 220 so that those objects
are in focus; that 1s, the eves 210, 220 assume particufar accommodated states to bring into focus
objects at different distances along the z-axis. Consequently, a particular accommodated state
may be said to be associated with a particular one of depth planes 240, with has an associated
focal distance, such that objects or parts of objects in a particular depth plane are in focus when
the eye is in the accommodated state for that depth plane. In some embodiments, three-
dimensional imagery may be simulated by providing different presentations of an image for each
of the eyes 210, 220, with the presentations of the image also being different for different depth
planes. While shown as being separate for clarity of illustration, it will be appreciated that the
fields of view of the eves 210, 220 may overlap, for example, as distance along the z-axis
mncreases. In addition, while shown as flat for ease of illustration, it will be appreciated that the
contours of a depth plane may be curved in physical space, such that all features in a depth plane
are in focus with the eyve in a particular accommodated state.

[0061] The distance between an object and the eye 210 or 220 may also change the
amount of divergence of light from that object, as viewed by that eye. Figures 4A-4C ilustrate
relationships between distance and the divergence of light rays. The distance between the object
and the eye 210 1s represented by, in order of decreasing distance, R1, RZ, and R3. As shown in
Figures 4A-4C, the light rays become more divergent as distance to the object decreases. As
distance increases, the hight rays become more collimated.  Stated another way, it may be said
that the light field produced by a point (the object or a part of the object) has a spherical
wavefront curvature, which 13 a function of how far away the pomt 1s from the eye of the user.
The curvature increases with decreasing distance between the object and the eye 210
Consequently, at different depth planes, the degree of divergence of light rays 18 also different,
with the degree of divergence increasing with decreasing distance between depth planes and the
viewer’s eve 210, While only a single eye 210 is illustrated for clarity of illustration in Figures
4A-4C and other figures herein, it will be appreciated that the discussions regarding eye 210 may
be applied to both eyes 210 and 220 of a viewer.

[{8062] Without being hmited by theory, it 1s believed that the human eye typically
can interpret a finite number of depth planes to provide depth perception. Consequently, a

highly believable simulation of perceived depth may be achieved by providing

o0

to the eve,

different presentations of an image corresponding to each of these limited number of depth
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planes. The different presentations may be separately focused by the viewer’s eves, thereby
helping to provide the user with depth cues based on the accommodation of the eve required to
bring into focus different image features for the scene located on different depth planes and/or
based on observing different image features on different depth planes being out of focus.

[0063] Because each depth plane has an associated wavefront divergence, to display
image content appearing to be at a particular depth plane, some displays may utilize waveguides
that have optical power to output light with a divergence corresponding to that depth plane. A
plurality of similar waveguides, but having different optical powers, may be utilized to display
umage content on a plurality of depth planes. For example, such systems may utilize a plurality
of such waveguides formed in a stack. Figure 5 illustrates an example of a waveguide stack for
outputting tmage information to a user. A display system 250 includes a stack of waveguides
260 that may be utilized to provide three-dimensional perception to the eve/brain using a
plurality of waveguides 270, 280, 290, 300, 310 to output image information. Image injection
devices 360, 370, 380, 390, 400 may be utilized to inject light containing tmage information mto
the waveguides 270, 280, 290, 300, 310. Each wavegwmde 270, 280, 290, 300, 310 may nclude a
structure (e.g., an optical grating and/or lens 570, 380, 590, 600, 610, respectively) that provides
optical power, such that each waveguide outputs light with a preset amount of wavefront
divergence, which corresponds to a particular depth plane. Thus, each waveguide 270, 280, 290,
300, 310 places mnage content on an associated depth plane determined by the amount of
wavefront divergence provided by that waveguide.

[8064] It will be appreciated, however, that the one-to-one correspondence between a
waveguide and a depth plane may lead to a bulky and heavy device in systerns i which multiple
depth planes are deswred. In such embodiments, multiple depth planes would require multiple
waveguides. In addition, where color images are desired, even larger numbers of waveguides
may be required, since each depth plane may have multiple corresponding waveguides, one
waveguide for each component color may be required to form the color images.

{0065] Advantageously, various embodiments may provide a simpler display system
that approximates a desired continuous wavefront by using discrete light beams that form intra-
pupil images that present different parallax views of an object or scene.

[8066] With reference now to Figure 0A, the pre-accommodation and post-

accommodation conditions of an eye 210 upon recetving a continuous input wavefront 1000 are
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dhustrated.  [llustration a} shows the pre-accommodation condition, before the visual system
brings the wavefront 1000 into focus on the retina 211, Notably, the focal pomt 212 1s not on the
retina 211, For example, the focal point 212 may be forward of the retina 211 as illustrated.
Hlustration b} shows the post-accommodation condition, after the human visual system flexes
pupillary musculature of the eve 210 of the viewer to bring the wavefront 1000 nto focus on the
retina 211, As illustrate, the focal point 212 may be on the retina 211,

[0067] It has been found that a continuous wavefront such as the wavefront 1000 of
Figure 6A may be approximated using a plurality of wavefronts. Figure 0B illustrates the pre-
accommodation and post-accommodation conditions of the eve 210 upon recetving a piecewise
approximation of the continuous wavetront 1000 of Figure 6A. [llustration a) of Figure 6B
shows the pre-accommodation condition and illustration b) shows the post-accommodation
condition of the eve 210. The approximation may be formed using a plurality of constituent
wavefronts 1010a, 1010b, and 1010c¢, each of which 15 associated with separate beams of light.
As used herem, references numerals 1010a, 1010b, and 1010¢ may ndicate both a hght beam
and that light beam's associated wavetront. In some embodiments, the constituent wavefronts
1010a and 1010b may be planar wavefronts, such as formed by a collimated beam of light. As
shown in itlustration b), the wavefront approximation 1010 formed by the constituent wavefronts
1010a and 1010b are focused by the eve 210 onto the retina 211, with the focal point 212 on the
reting 211, Advantageously, the pre- and post-accommodation conditions are simular to that
caused by the continuous wavefront 1000 shown in Figure 6A.

[0068] It will be appreciated that continuous divergent wavefronts may be formed
using optical projection systems. Figure 7A illustrates an eye accommodating to a divergent
wavefront emanating from a fimte focal-distance virtual image provided by a projection system.
The system inchudes a spatial light modulator 1018 and projection optics 1020 with focal length
“F” and an external stop. An image may be formed by the spatial light modulator 1018 and hight
from the spatial light modulator 1018 containing the image nformation may be directed through
projection optics 1020 to the eye 210. As indicated in Figure 7A, the spacing (less than F)
between the spatial light modulator 1018 and the projection optics 1020 may be chosen such that
a divergent wavefront 1000 is outputted towards the eye 210, As noted above regarding Figure

6A, the eye 210 may then focus the wavefront 1000 on the retina 211,
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[{0069] Figure 7B illustrates a system for forming an approximation of the divergent
wavefront of Figure 7A utilizing wavefront segments formed by infimity-focused virtual images.
As above, the system includes spatial light modulator 1018 and projection optics 1020, The
spatial hight modulator 1018 forms two tmages that are shifted relative to one ansther. The
spatial light modulator 1018 is placed at distance F from the back focal plane of projection optics
1020, which have a back focal length of F. Light beam 1010a, containing image information for
a first image, propagates through the projection optics 1020 into the eye 210, Light beam 1010b
containing image information for a second image takes a different path through the projection
optics 1020 into the eye 210, As discussed herein, the light beams 1010a and 1010b may be
emitted from different regions of a light source (not illustrated), thereby causing those light
beams to tiluminate the spatial light modulator 1018 from different angles, which in turn causes
mages formed by the light beams 1010a and 1010b to be spatially shifted relative to one
another. The light beams 1010a and 1010b propagate away from the spatial light modulator
along paths through the projection optics 1020 and into the eye 210 such that those light beams
define an angular range, from one light beam to the other, that matches the angular range of the
divergent wavefront 1000 (Figure 7A). It will be appreciated that the angular separation between
light beams 1010a and 1010b increases with mcreases in the amount of wavefront divergence
that 1s approximated. In some embodiments, the projection optics 1020 and the spacing between
the spatial light modulator 1018 and the projection optics 1020 are configured such that each of
the light beams 10103 and 1010b are collimated.

[8070] With reference now to Figure 8, examples of parallax views forming the
divergent wavefront approximation of Figure 7B are illustrated. It will be appreciated that each
of light beams 1010a, 1010b, and 1010¢ form a distinct image of one view of the same objects or
scene from slightly different perspectives corresponding to the different placements of the
images in space. As illustrated, the images may be mjected into the eve 210 sequentially at
different times. Alternatively, the images may be imjected simultanecusly if the optical system
permuts, or the images can be injected in groups, as discussed herein. In some embodiments, the
total duration over which hight forming all of the images is injected into the eye 210 is less than
the flicker fusion threshold of the viewer. For example, the flicker fusion threshold may be 1/60
of a second, and all of the light beams 10103, 1010b, and 1010c are injected into the eyve 210

over a duration less than that flicker fusion threshold. As such, the human visual system
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mtegrates all of these images and they appear to the eye 210 as if the light beams 1010a, 1010b,
and 1610c were simultaneously injected into that eye 210. The light beams 101Ca, 1010b, and
1010c¢ thus form the wavefront approximation 1010.

{6871 With reference now to Figure 9, an example of a display system 1001
comprising a projection system 1003 for forming the divergent wavefront approximation 1010 of
Figure 7B 1s illustrated. The projection system 1003 comprises a light source 1026 configured to
output light 10103’ and 1010b° to a spatial light modulator 1018, which modulates the light to
form 1mages showing slightly different parallax views of the same object or scene. The
modulated light with the image information then propagates through the relay/projection optics
1020, and 1s outputted by the relay/projection optics 1020 as light beams 1010a and 1010b into
the eve 210. The projection system 1003 may also include a lens structure 1014, which may be
configured to convert the spatial differences in the emission of the light 1010a” and 1010b” into
angular differences in the propagation of that light to the spatial light modulator 1018, The
projection system 1003 may further include a polarizing beam sphitter 1016 configured to 1)
direct light from the light source 1026 to the spatial hight modulator 1018; and 2) permut
modulated light from the spatial light modulator 1018 to propagate back through the beam
splitter 1016 to the relay/projection optics 1020, In some embodiments, the display system 1001
may imclude an eye tracking device 1022, e.g., a camera, configured to monitor the gaze of the
eve. Such montoring may be used to determune the direction in which the viewer is looking,
which may be used to select image content appropriate for that direction. Preferably, the eye
tracking device 1022 tracks both eyes of the viewer, or each eye mcludes its own associated eye
tracking device. As a result, vergence of both eyes of the viewer may be tracked and the
convergence point of the eyes may be determined to determune in what direction and at what
distance the eyes are directed.

{8072] It will be appreciated that the light 1010a” and 1010b” may be outputted by the
light source 1026 at different times, the spatial light modulator 1018 may form the different
paratlax views with the light 10102’ and 1010b” at different times, and the resultant light beams
1010a and 1010b may be injected mnto the eve 210 at different times, as discussed herein.

{0073] With continued reference to Figure 9, the light source 1026 may be a 2D hght
source having a plurality of selectively-activated light output locations disposed substantially on

a plane. In some embodiments, the selectively-activated light output locations may be
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selectively activated light-emitting regions. For example, the light source 1026 may be a light-
emitting diode (LED} array, or a spatial light modulator (e.g., a digital micromirror device such
as a digital hight processing (DLP) device, a LCOS device, etc.} contaiming an array of discrate
units or hight emutters that output light. Examples of LED arrays include organic light-emitting
diode (OLED) arrays, and inorganic light-emitting diode (ILED) arrays. In some embodiments,
mdividual light-emitting diodes and/or light modulators in the light source 1026 may constitute a
light-emitting region. In some other embodiments, groups of light-emitting diodes and/or hight
modulators may form light-emitting regions. In such embodiments, there may be some overlap
between the hight-emitting diodes and/or light modulators of different light-emitting regions
although the regions may be considered distinct because the overlap is not complete.

[0074] In some other embodiments, the light source 1026 may be configured to focus
light onto an image plane to, in effect, provide a virtual 2D light source on that image plane.
Different locations on the 1mage plane may be considered to be different hight output locations
and those locations may be activated by directing hight through those locations on the image
plane using actuated mirrors or a fiber scanner to steer light from a light enmutter. Further details
regarding such virtual 2D light sources are provided below in the discussion of Figures 19 and
20,

[6075] In some embodiments, examples of spatial light modulators 1018 include
hiquad crystal on siicon (LCOS) panels.  As another example, n some other embodiments,
spatial light modulator 1018 may comprise a transmissive hiquad crystal panel or a MEMs device,
such as a DLP.

[0076] With continued reference to Figure 9, the display system 1001 may also
mclude control systems 1024 for determuning the tinung and the type of image content provided
by the display system. In some embodiments, the control system 1024 comprises one or more
hardware processors with memory storing programs for controlling the display system 1001, For
example, the system 1024 may be configured to control activation of the light-emitting regions
of the light source 1026, the actuation of mdividual pixel elements of the spatial light modulator
1018, and/or the interpretation and reaction of the display system 1001 to data received from the
eye tracking device 1022, Preferably, the system 1024 includes a computation module 10243
configured to receive an mnput regarding a desired depth plane or wavefront divergence and to

calculate the appropriate light-emitiing regions to activate, in order to form parallax views with
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the proper amount of disparity for the desired depth plane or wavefront divergence. In addition,
computation module 1024a may be configured to determine the appropriate actuation of the
pixels of the spatial light modulator 1018 to form images of the desired parallax views. The
system 1024 may also include a synchronization module 1024b that 1s configured to synchronize
the activation of particular light-emitting regions of the light source 1026 with modulation of
fight by the spatial hight modulator 1018 to form images to provide the parallax view
corresponding to those activated light-emitting regions. In addition, the system 1024 may
mclude an eye tracking module 1024c that receives inputs from the eye tracking device 1022.
For example, the eye tracking device 1022 may be a camera configured to image the eye 210,
Based on images captured by the eve tracking device 1022, the eye tracking module 1024¢ may
be configured to determine the orientation of the pupil and to extrapolate the line of sight of the
eye 210 This information may be electronically conveyed to the computation module 1024a.
The computation module 1024a may be configured to select 1mage content based upon the line
of sight or the gaze of the eve 210 {(preferably also based upon the line of sight or gaze of the
other eye of the viewer).

[6077] Because the light source 1026 may include arrays of discrete light emutters,
the size and shape of the light-emitting regions formed by the light emitters may be varied as
desired by activating selected ones of the hight emitters. Figure 10 dlustrates examples of sizes,
shapes, and distributions for the light-emitting regions. It will be appreciated that the hight and
dark areas in the figure mndicate different emitting regions that are activated for different parallax
views. Example a) shows elongated light-emutting regions that are horizontally spaced apart,
which may be desirable for horizontal parallax-only driven accommodation. Example b) shows
circular light-emutting regions with both horizontal and vertical displacement. Example ¢) shows
light-emitting regions that have a luminance fali-off. Example d} shows light-emitting regions
that overlap. Example e} shows light-emitting regions that form arrays. As indicated by the
dhustrated examples, the light source 1026 (Figure 9) may include hight emitters that are binary
{which simply turn on and off) and/or light emitters that incorporate grayscale (which emit hight
of selectively variable intensity). In some embodiments, the light source 1026 may include
elements that switch at very high rates, including rates bevond the parallax-switching rate for the
system 1001, For example, the hight source 1026 may have light outputting elements that switch

the light output on and off at a rate higher than the rate at which the parallax (intra-pupil) images
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are switched in embodiments in which different intra-pupil images are displayed at different
times.

[6078] With reference again to Figure 9, in some embodiments, the control system
1024 may include two parts: 1} hight field generation and 2) factored light field optimization. As
discussed herein, to approximate a wavefront, an appropriate image 15 displayed on the spatial
light modulator 1018 for each activated light-emitting region of the light source 1026, It will be
appreciated that these images are created during the light field generation step, where a 3D scene
is rendered from multiple, shightly offset viewpoints corresponding to the shight shifts in
activated light-emitting regions. For example, to display a 5x5 light field, the 3D scene would be
rendered 25 times from 25 different viewpoints that are arranged in a grid pattern. The location
of the viewpoint in the grid pattern would correspond to the location of the activated light source
region, and the rendered image would correspond to the image formed by the spatial Light
modulator.

[6079] It may be desirable to increase the brightness of images formed by the spatial
light modulator 1018, Advantageously, utilizing a hight source 1026 comprising an array of light
emitters allows the formation of hight-emitting regions having a variety of shapes and sizes,
which may be utilized to increase brightness. In some embodiments, brightness may be
increased by increasing the size of the activated hight-emitting region without significantly
changing the image formed by the spatial light modulator 1018, The computation module 1024a
may be configured to determine the size and shape of the activated light-enutting region using
factored light field optimization. The module 10243 may be configured to take an input focal
stack and create a series of patterns to be displayed on the spatial light modulator 1018 as well as
on the hight source 1026, with the patterns configured create a destred approximation to the focal
stack in the least squared sense. The optimization takes advantage of the fact that small shifts in
the viewpoint do not significantly change the perceived image, and is able to generate light-
emitting region patterns utihizing illumination from a larger area on the hight source 1026, while
displaying the same tmage on the spatial light modulator 1018,

{0080] The optimization problem may be formulated as a non-convex optimization

problem, given below:
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argmin Ly ~ P(AB"}3
{ABY

subjectto 0 <A B<I,
where the projection operator p performs the hinear transformation from the 4D Light field to the
3D focal stack (using the shift and add algorithm). This problem is a nonnegative matrix
factorization embedded in a deconvolution problem. The algorithm solving this problem uses the
alternating direction method of multipliers (ADMM). Additional details regarding an example
method of solving this problem are discussed in Appendix I It will be appreciated that the
module 1024a s configured to actively calculate, in real time, the appropriate size and shape of
the light-emitting region based upon the parallax view to be formed by a spatial light modulator
1018,

{00811 In some other embodiments, the optimization problem may be formulated as a

shightly different non-convex optimization problem, as given below:

argmin  fly — {ABT}i3
(A8} )
subjectto 0 <A, B<1,

where A and B represent the patterns displayed on the spatial light modulators (e g., the light
source 1026 and the spatial light modulator 1618 for forming mmages), v 15 the target 4D light
field that 1s the desired output of the algorithm, and AB' 15 the operator combining the spatial
fight modulator patterns to simulate the 4D hight field enutted by the physical display when A
and B are shown on the modulators. This problem 13 a nonnegative matrix factorization. The
algorithm solving this problem uses an iterative optimization technique to refine A and B from a
random mnitial guess.

[0082] With continued reference to Figure 9, it will be appreciated that the flicker
fusion threshold of the human visual system places a time constraint on the number of images
that may be injected into the eye 210 while still being percetved as being injected
simultaneously. For example, the processing bandwidth of the control system 1024 and the
ability to switch light-emitting regions of the light source 1026 and light modulators of the
spatial Hght modulator 1018 may himit the number of images that may be injected into the eye
210 within the duration allowed by the flicker fusion threshold. Given this finite number of

mmages, the control system 1024 may be configured to make choices regarding the images that
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are displayed. For example, within the flicker fusion threshold, the display system may be
required to inject a set of parallactically-disparate intra-pupil images into the eve, and n turn
each parallax view may require images of various component colors in order to form a full color
image. In some embodiments, the formation of full color images using component color images
1s bifurcated from the elucidation of a desired accommodation response. For example, without
being hmited by theory, it may be possible to elicit the desired accommodation response with a
single color of light. In such a case, the parallactically-disparate intra-pupil images used to elicit
the accommodation response would only be in the single color. As a result, it would not be
necessary to form parallactically-disparate mtra-pupi! images using other colors of light, thereby
freeing up time within the flicker fusion threshold for other types of images to be displaved. For
example, to better approximate the wavefront, a larger set of parallactically-disparate intra-pupil
immages may be generated.

[0083] In some other embodiments, the control system 1024 may be configured to
devote less time within the flicker fusion threshold for displaying images of colors of light for
which the human visual system is less sensitive. For example, the human visual system 1s less
sensitive to blue hight then green light.  As a result, the display system may be configured to
generate a higher number of images formed with green light than images formed with blue hight.

[0084] With reference now to Figure 11A, another example of a projection system
1003 for forming the divergent wavefront approximation of Figure 7B 13 illustrated. Preferably,
the projection systemn produces a relatively long depth of field, which may be controlled by the
himiting aperture in the systermn.  Without being limited by theory, projection systems providing
mmages to the eye with an effective pupt] diameter of approximately 0.5mm are belhieved to force
the human visual system to operate n “open-loop” mode, as the eve 1s unable to accommodate to
such images. By providing images with such an effective pupil diameter, the display system
reduces the spot-size on the retina for an infinity-focused image.

{0085] With continued reference to Figure 11 A, the projection system 1003 forms
images with parallax disparity as discussed herein. The images may be rapidly, alternatingly
provided to the eve of a viewer at a rate that 1s higher than the perception persistence of the
human visual svstem {e.g. >60Hz). As discussed herein, the illustrated projection system 1003
simultaneously produces an image of the illumination source at a finite conjugate plane, and an

mage of the pixel (image) source at infinity. In addition, selectively activated light-emitting
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regions 1026a and 1026b are spaced to produce displacement of the optical system pupil to align
the parallax images with respect to each other within the viewer pupil.

{0086] With reference now to Figure 11B, an example of a range of depth planes
provided by the projection system of Figure 11A is illustrated. The range spans from a far plane
at optical infinity to a near plane closer to the eve 210, The far plane at optical infinity may be
provided by collimated light beams 1010a and 1010b. The near plane may be provided using
spatially displaced activated light-emitting regions, as disclosed herein, and may be understood
to be the nearest depth plane provided by the display system. In some embodiments, the
percetved nearness of the near plane to the eye 210 may be determined by the maximum parallax
disparity between the light beams 1010a and 1010b, which may be determined by the maximum
distance that the display system allows the selectively activated light-emitting regions 1026a and
1026b to be separated while still forming a clear image of the light source 1026 at or near the
viewer’s pupil.

[6087] Advantageously, as discussed herein, the use of a light source 1026
comprising a plurality of discrete, selectively activated hight emutters provides the ability to
produce a broad range of pupil or perceived image shapes, lummnance profiles, and arrays to
achieve various depth of field effects (through manmpulation of illumination source size, shape
and position). The light source 1026 advantageously also provides the ability to flexibly and
mteractively change the shape of the pupi to accommodate horizontal parallax only, full
parallax, or other combinations of parallax as i1s desired for drving accommodation while
providing high lumimous efficiency.

[0088] With reference now to Figure 12, an example of a light source configuration
for projection systems 1003 15 illustrated. The hight source 1026 mcludes a single fixed
Hluminator 1028 and a spatial light modulator 1032 for regulating the output of hight from the
iluminator 1028 to the spatial light modulator 1018 for forming images. The light source 1026
may also inclode a condenser/collimator lens to direct hight from the iHuminator 1028 to the
spatial hght modulator 1032, The spatial light modulator 1032 may include pixels and/or
shutters that allow or block light from passing through as desired. It will be appreciated that the
pixels and/or shutters may be actuated to permut light to pass and that the areas in which hght

passes are considered to be hight-emitting regions {e.g. light-emitting regions 1026a and 1026b}.
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{0089] With reference now to Figure 13A, an example of a projection system 1003
for placing virtual objects on a default depth plane that is less than optical infinity 1s ilustrated.
As illustrated, the projection optics 1020 may have a focal length “F” and the spatial light
modulator may be positioned at less than F, which biases the system 1003 to have a far depth
plane at less than optical infinity by causing the light beams 1010a and 1010b to diverge. The
amount that the light beams 1010a and 1010b diverge may be determined by the position of the
spatial light modulator 1018 relative to the projection optics 1020, with closer spacing causing
greater amounts of divergence. Because a certain amount of divergence 1s expected as a default
due to the spacing, in some embodiments, the size of the light-emitting regions 1026a and 1026b
for each ntra-pupil image may be scaled up (e.g. by increasing the number of LEDs, increasing
the number of light source illumination pixels, etc. that are activated to illuminate the spatial
light modulator when forming an intra-puptl image) and the exit pupil associated with each mtra-
pupil mage may be larger than 0.5 mm. As a result, the visual system may not fusction in an
open loop mode. In some embodiments, the size of the light-emitting regions 1026a and 1026b
may be set by the control system 1024 (Figure 9), which may be programmed to vary the size of
the light-emitting regions 1026a and 1026b based upon a desired default depth plane for the
system 1003, In addition, the cross-sectional widths of the light beams for forming each intra-
pupil 1mage is preferably sufficiently large relative to the optical structures of the projection
optics 1020 for the projection optics 1020 to act on the light so as to provide the desired
divergence.

[8090] With reference now to Figure 13B, an example of a range of depth planes
provided by the projection system of Figure 13 A 1s illustrated. The illustrated range spans from
a far plane, at a distance of D that 15 less than optical mfinity, to a near plane relative to the eye
210. The far plane may be set by appropnate selection of the position of the spatial hight
modulator relative to the projection optics 1020, The near plane may be provided as disclosed
above regarding Figure 11B.

[0091] With reference now to Figure 14, an example of a projection system 1003
configured for the spatially multiplexed display of intra-pupil images 15 illustrated. Rather than
relving on spatial displacement between light emutting regions to provide the desired paraliax
disparity, parallax disparity may be provided by utilizing different areas of the spatial light

modulator 1018 to form different intra-pupil images. An optical mechanism 1019 s configured
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to direct the light from each of these different areas at different angles towards the projection
optics 1020, which outputs light beams 1010a and 1010b towards an eve of the viewer {not
shown). In some embodiments, the areas of the spatial light modulator 1018 for forming
different intra-pupil images may be interleaved.  For example, pixels providing image
mformation for different intra-pupil images may be interleaved with one another. The optical
mechanism 1019 may be configured to translate the different locations (e.g., different pixels)
from which the optical mechanism 1019 recetves light into the different angles at which the light
from the pixels enter the projection optics 1020, In some embodiments, the optical mechanism
1019 may include a prism and/or a lens structure such as a lenslet array.

[6092] It will be appreciated different, non-overlapping regions of the spatial hight
modulator 1018 may be dedicated to providing image mformation for different intra-pupil
mages. Because these regions are distinct from one another, they may be actuated
simultaneously in some embodiments. As a result, multiple intra-pupil images may be presented
to the eye simultaneouslv. This may advantageously reduce the requirements for the speed at
which the spatial light modulator 1018 is required to refresh images. As discussed above, in
order to provide the perception that all tmages of a set of tra-pupil 1mages for approximating a
continuous wavefront are present simultaneously, all of these images must be presented within
the flicker fusion threshold. In some embodiments, all or a plurality of images of a set of intra-
pupil 1mages are presented at the same time, n different regions of the spatial light modulator,
such that rapid sequential displaying of these simultaneously presented 1mages 1s not requured for
the human visual system to perceive the images as being present simultaneously.

[6093] As 1Hustrated, hight source 1028 provides light through lens structure 1014 to
iluminate the spatial light modulator 1018, In some embodiments, the light source 1028 may be
a single fixed illuminator without any selectively activated light-emitting regions.

{0094] In some other embodiments, the light source may include selectively activated
light-emitting regions, which may advantageously provide additional control over parallax
disparity. Thus, the projection system may utilize both spatial and temporal multiplexing. With
reference now to Figure 15, an example of a projection system 1003 configured for spatial and
temporal multiplexing of itra-pupil 1mages 1s illustrated. The projection system 1003 may
include the light source 1026, which may include selectively activated light-emitting regions,

e.g., regions 1026a and 1026b. As discussed herein, spatial displacement between the hight
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emitting regions may be utilized to provide parallax disparnity in the alternately outputted light
beams 1010a, 1010b, 1010¢, and 1010d. In addition, as discussed above regarding Figure 14, the
projection system 1000 may include the optical mechanism 1019 between the spatial hight
modulator 1018 and the projection optics 1020, The spatial light modulator 1018 and optical
mechanism 1019 may work together to provide spatial multiplexing. Thus, illumination of the
spatial light modulator 1018 by a single light-enmitting region may produce multiple intra-pupil
images. For example, activation of the light-emitting region 1026a illuminates the spatial light
modulator 1018, which simultaneously generates image information for two intra-pupil images,
with the light beams for each image directed in different directions by the optical mechanism
1019. The light enters the projection optics 1020 and exits as light beams 1010b and 1010d for
forming two distinct mtra-pupil images. Similarly, subsequent activation of the light-emitting
region 1026b results in hight beams 1010a and 1010d for forming two other intra-pupil images.

[0095] With reference to both Figures 14 and 15, in some embodiments, as discussed
above regarding Figure 11A-11B and 13A-13B, the locations of the spatial hight moodulator 1018
and optical mechanism 1019 relative to the projection optics 1020 may be selected to provide a
desired detfault “home” depth plane, which may be less than optical infinity.

[0096] The projection system 1003 shown in the various figures herein may be part
of a hybrid system utilizing a single finite focal-length eyepiece, which places objects on a non-
mfinity depth plane as a default, while employing paraliax-driven accommodation to place
virtual objects on other depth planes. For example, the projection system 1003 may be
configured to have a default depth plane at 0.3 dpt or 0.5 dpt, which may be sufficiently close the
optical mfinuty to fall within a tolerance of the human visual system for accommodation-
vergence mismatches. For example, without being himited by theory, it 13 believed that the
human visual system may comfortably tolerate displaying content from optical mfinity on a
depth plane of 0.3 dpt. In such systems, beams of light 1010a and 1010b will have an amount of
wavefront divergence corresponding to the defaclt depth plane.  Advantageously, such
configurations may reduce the computational a load on processors (e.g., graphics processing
units) in the display system, which may provide advantages for lowering power consumption,
lowering latency, increasing processor options, among other benefits

{6097} With reference now to Figure 16, an example 1s illustrated of a projection

system 1003 comprising a pupil relay combiner eyepiece 1030 for superimposing image content
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on a user’s view of the world. Preferably, the eyepiece 1030 is optically transmissive, allowing
light from the world to propagate through the eyepiece into the eye 210 of the viewer. In some
embodiments, the eyepiece 1030 comprises one or more waveguides having incoupling optical
elements 770 and outcoupling optical elements 800, The incoupling optical element 770 receive
light from the projection optics 1020 and redirect that light such that it propagates through the
eyepiece 1030 by total internal reflection to the out coupling optical element 800, The
outcoupling optical element 800 outputs the light to the viewer’s eye 210. Advantageously,
eyepiece 1030 preserves all of the image attributes of provided by the projection system 1003,
and thus rapidly switching paraliax views are accurately portrayed through the evepiece 1030

{0098] The mcoupling optical element 770 and the outcoupling optical element 800
may be refractive or reflective structures. Preferably, the incoupling optical element 770 and the
outcoupling optical element 800 are diffractive optical elements. Examples of diffractive optical
elements include surface relief features, volume-phase features, meta~-matenials, or hiquid-crystal
polarization gratings.

{0099 It will be appreciated that the outcoupling optical elements 800 or other
optical elements forming part of the evepiece 1030 may be configured to have optical power. In
some embodiments, the optical power may be chosen to correct for refractive errors of the eve
210, mcluding refractive errors such as myopia, hyperopia, presbyoma, and astigmatism.

[8160] With reference now to Figure 17, an example 15 illustrated of a projection
systern 1003 comprising the eye tracking system 1022 and a combiner eyepiece 1030 with a
pupil expander 1034, The pupil expander replicates the projection system pupi across the
eyepiece 1030, Since the pupil expander 1034 replicates the projection system pupil across a
large area that may be traversed by the viewer’s pupil through eye motion, the images formed by
the spatial light modulator 1018 and locations of the light-emitting regions of the light source
1026 can be updated based on mput from the eye tracking system 1022 in real time
Advantageously, this configuration enables a larger eyebox for more comfortable viewing,
relaxing restrictions on eve-to-combiner relative positioming and variations in mter-pupiliary
distance.

{0161 With reference now to Figure 18, an example s illustrated of a projection
system 1003 comprising eye tracking system 1022 and a combiner evepiece 1030 with a pupil

expander 1035 configured to produce a non-infinity depth plane. In some embodiments, the non-
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mfinity depth plane may be at 3 meters, which offers an in-budget accommodation of ~2.5
meters to infinity. For example, given the tolerance of the human visual system for
accommodation-vergence mismatches, virtual content at distances of ~2.5 meters to infinity from
the viewer may be placed on the 3 meter depth plane with little discomfort. In such a system, the
parallactically-disparate mtra-pupil images may be used to drive accommodation for a narrower
range of depth planes, possibly all closer to the viewer than the fixed “default” focal plane. In
some embodiments, this system may also incorporate the eye tracking system 1022 to determine
the distance of the viewer’s fixation based, e.g., on vergence angles of both eyes of the viewer.
{0102} In some embodiments, the light source 1026 may be replaced with a virtual
light source formed on the tmage plane of a light projection system. The light projection system
may include an actuator capable of causing a beam of light to scan across an area on the image
plane corresponding to the virtual light source. To numic the ability to activate the discrete
light-enutting areas of the hght source 1026, the output of light by the projection system is
synchronized with the movement of the actuator to cause light to be outputted to desired
locations on the image plane at particular times. Preferably, the rate at which the actuator is able
to scan the beam of light across the image plane s sufficiently high that all desired hight output
locations on 1mage plane may be accessed during the timeframe 10 which any given intra-pupil
image 1s displayed. For example, during the amount of time that a particular intra~-pupil image is
displayed, the actuator 1s preferable be able to scan a beam of light at least once, and preferably a
plurality of times, across the area of the image plane corresponding to the virtual 2D ight source.
[0103] Figure 19 illustrates a light source 2026 comprising murrors for directing the
propagation of light to different hight output locations. The light source 2026 comprises a light
emtter 2028 and marrors 2030 and 2032, which are moved by actuators 2031 and 2033,
respectively. Examples of light emitters 2028 include LEDY’s and lasers. In some embodiments,
a fiber optic cable may transmit hight from a remotely situated light emitter. As illustrated, hight
1010a’°, 1010b” propagates from the hight emitter 2028 to the mirror 2032 which reflects the Light
to the mirror 2030 which then reflects the light to propagate through the lens 2034 to focus on
the intermediate image plane 1026°. The nmurrors 2030 and 2032 may be part of a dual-axis
galvanometer, with the actuators 2031 and 2033 rotating the mirrors along different axes, e.g.,
orthogonal axes, thereby allowing hight to be directed to an area defined along the two axes of

the image plane 1026°. In some embodiments, the actuators 2031, 2033 may be motors. The
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lens 2034 may be a linear transfer lens such as a F-theta (F-6 or F-tan 8) lens and may be
configured to focus light onto the flat image plane 1026°. In some embodiments, light rays
1010a’°, 1010b’ propagate away from the image plane 10626" in a similar manner as light would
propagate from the light source 1026 (see, e.g., Figure 9). In some embodiments, the hght
source 2026 may also inclode a collimating fens 2036 to collimate light emitted by the hight
emitter 2028 before the light reaches the mirror 2032,

0104 The light source 2026 preferably also includes or is in communication with a
processing module 2038 that controls and synchronizes the cutput of light from the hight emitter
2028 with the movements of the actuators 2031, 2033 and the intra-pupil image to be formed.
For example, the processing module 2038 may coordinate the movements of the murrors 2032,
2030 with the emission of light from the light enutter 2028, 1n some embodiments, the mirrors
2032, 2030 are continuously rotated or swiveled back and forth by the actuators 2031, 2033 on
the axis on which the murror is designed to move. The emission of light (e.g , a pulse of light) by
the light emitter 2028 1s timed with this movement such that the hight 1s directed to a desired
location on the intermediate image plane 10267 at a given moment mn fime, and this location and
time are also deternuned based on the intra-pupil image to be displayed (e.g., the activation of a
particular light output location coincides in time with the display of an intra-pupil image having
parallax disparity associated with that particular light output location). In some embodiments,
the emussion of hight from the light emitter 2028 1s controlled by switching the light emitter 2028
between on and off states (e.g., by supplying or not supplying power, respectively, to the light
ermitter). In some other embodiments, the emussion of light from a light emitter 2028 may be
controlled mechanically, using a physical switch that selectively allows or blocks hight from
reaching the image plane 1026,

[6165] With reference now to Figure 20, light source 2026 may include a fiber
scanner 2027, The fiber scanner 2027 may include light enutter 2028 and an actuator 2040
which causes the fiber 2042 to move. Light 1010a’, 1010b’ propagates out of the end of the fiber
2042 through the lens 2034 and focuses on the image plane 2026°. It will be appreciated that the
actuator 2040 may cause the fiber 2042 to move along a predefined path (e.g., a circular path) at
a known speed. Consequently, the processing module 2038 may be configured to synchronize

the propagation of light out of the end of the fiber 2042 with the movement of the fiber 2042
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such that light propagates out of the fiber 2042 at a desired hight output location, which is in turn
synchronized with the intra-pupil image to be displayed.

{6106] As noted above, the light source 2026 may replace the hight source 1026 in
any of the display svstems discussed. For example, the light source 2026 may substitute for the
light source 1026 1n the projection system 1003 or display system 1001 of any of Figures 9, 114,
12, 13A, and 15-18.

{0187} With reference now to Figure 21, an example 1s illustrated of an eyepiece 660
{which may correspond to the eyepiece 1030, Figures 14-16} comprising a stacked waveguide
assembly for outputting light of different wavelengths corresponding to different component
colors. In some embodiments, the waveguide assembly includes waveguides 670, 680, and 690.
Fach waveguide mncludes an associated in-coupling optical element (which may also be referred
to as a light mput area on the waveguide), with, e.g., in-coupling optical element 700 disposed on
a major surface (e.g., an upper major surface) of waveguide 670, in-coupling optical element 710
disposed on a major surface {e.g., an upper major surface) of wavegumde 680, and in~-coupling
optical element 720 disposed on a major surface {e.g., an upper major surface} of waveguide
690. In some embodiments, one or more of the in-coupling optical elements 700, 710, 720 may
be disposed on the bottom major surface of the respective waveguide 670, 680, 690 (particularly
where the one or more in-coupling optical elements are reflective, deflecting optical elements).
As llustrated, the in-coupling optical elements 700, 710, 720 may be disposed on the upper
major surface of their respective waveguide 670, 680, 690 {or the top of the next lower
waveguide), particularly where those in-couphng optical elements are transnussive, deflecting
optical elements. In some embodiments, the in-coupling optical elements 700, 710, 720 may be
disposed in the body of the respective waveguide 670, 680, 690. In some embodiments, as
discussed herein, the in-coupling optical elements 700, 710, 720 are wavelength selective, such
that they selectively redirect one or more wavelengths of light, while transmitting other
wavelengths of light. While illustrated on one side or corner of their respective waveguide 670,
680, 690, it will be appreciated that the in-coupling optical elements 700, 710, 720 may be
disposed in other areas of their respective waveguide 670, 680, 690 in some embodiments.

{0108] As illustrated, the in-coupling optical elements 700, 710, 720 may be lateraily
offset from one another. In some embodiments, each in-coupling optical element may be offset

such that it receives light without that light passing through another in-coupling optical element.
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For example, each in-coupling optical element 700, 710, 720 may be configured to receive light
from a different image injection device 360, 370, 380, 390, and 400 as shown in Figure 6, and
may be separated {e.g., laterally spaced apart} from other in-coupling optical elements 700, 710,
720 such that it substantially does not receive light from the other ones of the in-coupling optical
elements 700, 710, 720. In some embodiments, the in-coupling optical elements 700, 710, 720
are vertically aligned and are not laterally offset.

[0109] Each waveguide also includes associated light distributing elements, with,
e.g., light distributing elements 730 disposed on a major surface {e.g., a top major surface) of
waveguide 670, hight distributing elements 740 disposed on a major surface {(e.g., a top major
surface) of waveguide 680, and light distributing elements 750 disposed on a major surface (e.g,,
a top major surface) of waveguide 690. In some other embodiments, the hght distributing
elements 730, 740, 750, may be disposed on a bottom major surface of associated waveguides
670, 680, 690, respectively. In some other embodiments, the hight distributing elements 730,
740, 750, may be disposed on both top and bottom major surface of associated waveguides 670,
680, 690, respectively; or the light distributing elements 730, 740, 750, may be disposed on
different ones of the top and bottom major surfaces in different associated waveguides 670, 680,
690, respectively.

[61190] The waveguides 670, 680, 690 may be spaced apart and separated by, eg.,
gas, hiquid, and/or sohd layers of material. For example, as tllustrated, layer 760a may separate
waveguides 670 and 680, and layer 760b may separate waveguides 680 and 690, In some
embodiments, the layers 7602 and 760b are formed of low refractive mndex materials {that 1s,
matertals having a lower refractive index than the matenal forming the immediately adjacent one
of waveguides 670, 680, 690}. Preferably, the refractive index of the material forming the layers
760a, 760b is 0.05 or more, or 0.10 or less than the refractive index of the material forming the
waveguides 670, 680, 690. Advantageously, the lower refractive index layers 760a, 760b may
function as cladding layers that facilitate TIR of light through the waveguides 670, 680, 690
{e.g, TIR between the top and bottom major surfaces of each waveguide) In some
embodiments, the layers 760a, 760b are formed of air. While not illustrated, 1t will be
appreciated that the top and bottom of the illustrated set 660 of waveguides may include

immediately neighboring cladding layers.
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[0111] With continued reference to Figure 21, light rays 770, 780, 790 are incident on
and injected into the waveguides 670, 680, 690 by projection system 1003 (Figures 9 and 11-16}.

[6112] In some embodiments, the light rays 770, 780, 790 have different properties,
e.g., different wavelengths or different ranges of wavelengths, which may correspond to different
colors. The m-coupling optical elements 700, 710, 720 each deflect the incident light such that
the light propagates through a respective one of the waveguides 670, 680, 690 by TIR.

[0113] For example, in-coupling optical element 700 may be configured to deflect
ray 770, which has a first wavelength or range of wavelengths. Similarly, the transnutted ray
780 impinges on and is deflected by the in-coupling optical element 710, which ts configured to
deflect light of a second wavelength or range of wavelengths. Likewise, the ray 790 s deflected
by the in-coupling optical element 720, which s configured to selectively deflect light of third
wavelength or range of wavelengths.

[0114] With continued reference to Figure 21, the in-coupled hight rays 770, 780, 790
are deflected by the in-coupling optical elements 700, 710, 720, respectively, and then propagate
by TIR within the waveguides 670, 680, 690, respectively. The light rays 770, 780, 790 then
impinge on the light distributing elements 730, 740, 750, respectively. The light distributing
elements 730, 740, 750 deflect the hight rays 770, 780, 790 so that they propagate towards the
out-coupling optical elements 800, 810, 820, respectively.

[01185] In some embodiments, the light distributing elements 730, 740, 750 are
orthogonal pupil expanders {OPE’s). In some embodiments, the OPE’s both deflect or distribute
light to the out-coupling optical elements 800, 810, 820 and also merease the beam or spot size
of this light as 1t propagates to the out-coupling optical elements. In some embodiments, e.g.,
where the beam size is already of a desired size, the light distributing elements 730, 740, 750
may be omitted and the m-coupling optical elements 700, 710, 720 may be configured to detlect
light directly to the out-coupling optical elements 800, 810, 820. In some embodiments, the out-
coupling optical elements 800, 810, 820 are exit pupils (EP’s) or exit pupil expanders (EPE’s)
that direct light in a viewer's eye 210 {(Figures 15-16). It will be appreciated that the OPE’s may
be configured to increase the dimensions of the eye box in at feast one axis and the EPE’s may
be to increase the eye box 1n an axis crossing, e.g., orthogonal to, the axis of the OPEs.

[6116] Accordingly, in some embodiments, the evepiece 660 includes waveguides

670, 680, 690; mn-coupling optical elements 700, 710, 720; hght distributing elements (e.g,

=37



WO 2018/075968 PCT/US2017/057730

OPE’s) 730, 740, 750; and out-coupling optical elements {e.g., EP’s) 800, 810, 820 for each
component color. The waveguides 670, 680, 690 may be stacked with an air gap/cladding layer
between each one. The in-coupling optical elements 700, 710, 720 redirect or deflect incident
light (with different in-coupling optical elements recetving light of different wavelengths} into its
waveguide. The light then propagates at an angle which will result in TIR within the respective
waveguide 670, 680, 690. In the example shown, light ray 770 {(e.g., blue light) 1s deflected by
the first in-coupling optical element 700, and then continues to bounce down the waveguide,
mteracting with the light distributing element {e.g., OPE’s) 730 and then the out-coupling optical
element {e.g., EPs) 800, in a manner described earlier. The light rays 780 and 790 (e.g., green
and red light, respectively} will pass through the waveguide 670, with light ray 780 impinging on
and being deflected by in-coupling optical element 710. The light ray 780 then bounces down
the waveguide 680 via TIR, proceeding on to its light distributing element (e.g., OPEs) 740 and
then the out-coupling optical element {e.g., EP’s) 810, Finally, hght ray 790 {e.g., red light)
passes through the waveguide 690 to impinge on the light in-coupling optical elements 720 of
the waveguide 690. The light in-coupling optical elements 720 detlect the hight ray 790 such that
the light ray propagates to light distributing element {e.g., OPEs) 750 by TIR, and then to the
out-coupling optical element (e.g, EPs) 820 by TIR. The out-coupling optical element 820 then
finally out-couples the light ray 790 to the viewer, who also receives the out-coupled light from
the other waveguides 670, 680.

{6117} With reference now to Figure 22, an example is illustrated of a wearable
display system 60. The display system 60 may correspond to the display system 1001 of Figure
9, with a projection system 1003 for each eye of the viewer or user 90.

[0118] The display system 60 includes a display 70, and various mechanical and
electronic modules and systems to support the functioning of that display 70. The display 70
may be coupled to a frame 80, which is wearable by a display system user or viewer 90 and
which is configured to position the display 70 in front of the eyes of the user 9¢. The display 70
may be considered eyewear in some embodiments. In some embodiments, a speaker 100 is
coupled to the frame 80 and configured to be positioned adjacent the ear canal of the user 90 (in
some embodiments, another speaker, not shown, is positioned adjacent the other ear canal of the
user to provide stereo/shapeable sound control). In some embodiments, the display system may

also include one or more microphones 110 or other devices to detect sound. In some
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embodiments, the microphone is configured to allow the user to provide mputs or commands to
the system 60 (e.g., the selection of voice menu commands, natural language questions, etc.}),
and/or may allow audic communication with other persons {(e.g., with other users of smmilar
display systems. The microphone may further be configured as a peripheral sensor to collect
audio data {e.g., sounds from the user and/or environment). In some embodiments, the display
system may also include a peripheral sensor 120a, which may be separate from the frame 80 and
attached to the body of the user 90 (e.g., on the head, torso, an extremity, etc. of the user 20).
The peripheral sensor 120a may be configured to acquire data characterizing the physiological
state of the user 90 in some embodiments. For example, the sensor 120a may be an electrode.
{6119] With continued reference to Figure 22, the display 70 is operatively coupled
by communications link 130, such as by a wired lead or wireless connectivity, to a local data
processing module 140 which may be mounted in a variety of configurations, such as fixedly
attached to the frame 80, fixedly attached to a helmet or hat worn by the user, embedded in
headphones, or otherwise removably attached to the user 90 (eg., in a backpack-style
configuration, in a belt-coupling style configuration). Sinularly, the sensor 120a may be
operatively coupled by communications link 120b, e.g., a wired lead or wireless connectivity, to
the local processor and data module 140. The local processing and data module 140 may
comprise a hardware processor, as well as digital memory, such as non-volatile memory (e.g,,
flash memory or hard disk drives}, both of which may be utilized to assist in the processing,
caching, and storage of data. The data may include data a)} captured from sensors {which may
be, e.g., operatively coupled to the frame 80 or otherwise attached to the user 90), such as image
capture devices {such as cameras), microphones, mertial measurement units, accelerometers,
compasses, GPS units, radio devices, gyros, and/or other sensors disclosed herein; and/or b)
acquired and/or processed using remote processing module 150 and/or remote data repository
160 {(including data relating to virtual content}, possibly for passage to the display 70 after such
processing or retrieval. The local processing and data module 140 may be operatively coupled
by commumication links 170, 180, such as via a wired or wireless communication links, to the
remote processing module 150 and remote data repository 160 such that these remote modules
150, 160 are operatively coupled to each other and available as resources to the local processing
and data module 140. In some embodiments, the local processing and data module 140 may

mclude one or more of the image capture devices, microphones, inertial measurement units,
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accelerometers, compasses, GPS units, radio devices, and/or gyros. In some other embodiments,
one or more of these sensors may be attached to the frame 80, or may be standalone structures
that communicate with the local processing and data module 140 by wired or wireless
communication pathways. In some embodiments, the local processing and data module 140 may
mclude one or more graphics processors, and may correspond to the control system 10624 (Figure
9.

{0126} With continued reference to Figure 22, in some embodiments, the remote
processing module 150 may comprise one or more processors configured to analyze and process
data and/or image information. In some embodiments, the remote data repository 160 may
comprise a digital data storage facility, which may be available through the internet or other
networking configuration in a “cloud” resource configuration. In some embodiments, the remote
data repository 160 may include one or more remote servers, which provide information, e.g.,
mnformation for generating augmented reality content, to the local processing and data module
140 and/or the remote processing module 150, In some embodiments, all data 1s stored and all
computations are performed 1n the local processing and data module, allowing fully astonomous

use from a remote module.

Examples ~ Licht Field and Focal Stack Factorization

(0121} Light field and focal stack factorization may be utilized to determine the light
output of the display system 1001, including the outputs of the light source 1026, 2026 and the

spatial light modulator 1018, Details regarding the factorization are discussed below,

1. Focal Stack Factorization

[6122] A focal stack y 1s factored into a series of time~roultiplexed patterns to be
displaved on two spatial hght modulators 4 and 8, which are located 1o the pumi and image
plane, respectively. In some embodiments, spatial hight modulators 4 and 8 may correspond to
the light source 1026, 2026 and the spatial ight modulator 1018, respectively. All quantities are
vectorized, such that the focal stack v € RT " ™°, which has a vertical resolution of m pixels, a
horizontal resolution of n pixels, and s focal shices, will be represented as a single vector vy €

RI7 . Bold-face symbols are used below for discrete vectors. Unless otherwise specified,
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different color channels are ignored and assumed to be independent. Table 1 provides an

overview of tensor notification and operators emploved herein.

Notation Interpretation

o scalar

a vector

A matrix

a°b vector outer product

AFH®EB Hadaroard roatrix product {elementwise product)
AD®B Hadamard matrix division (elementwise division)

Table 1: Overview of tensor notation and operators.

[0123] The spatial light modulator in the smage plane 8 also has a resolution of m X
n pixels, but in addition & time-multiplexed patterns may be shown in quick succession such that
they will be perceptually averaged by the viewer. These spatio-temporal patterns are represented
as the matrix B € R "% such that all spatial pixels are vectorized and form the row indices of
this matrix and the & time steps are the column indices of the matrix. Sinularly, the pupil-plane
SLM 4 will be represented as the matrix A € R9*¥, where o is the total number of addressable
SLM pixels in the pupil plane and the column indices again are the time steps.

[0124] Accordingly, the goal of factoring a focal stack v into a set of time-
multiplexed patterns may be written as the non-convex optimization problem

argmwin  -lly — P{AB"}|i5
{AB} (1)
subjectto 0 <A B <1,

where the projection operator P: RO ™ — R performs the linear transformation from the
4D Light field to the 3D focal stack (using the shifi+add algonthm) This problem s a
nonnegative matrix factorization embedded in a deconvolution problem. The alternating
direction methods of multiphers (ADMM]} (as described by Boyd et al, 2001, “Distributed
optimization and statistical learning via the alternating direction method of multipliers”,
Foundations and Trends in Machine Learning 3, 1, 1-122) may be used to solve it.

[8125] To bring Equation 1 into the standard ADMM form, it may be rewritten as the

equivalent problem
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arg min Hy — Pall?
{A.B} émmwrm (2)
subject to G, B
4 z—vec{AB"} = 0
C<AB<]

where the matrix P € R X ™18 44 the matrix form of operator I and the operator vec stmply
vectorizes a matrix into a single 1D vector {e.g. using column-major order as conducted by the
software MATLAB available from MathWorks of Natick, Massachusetts}.

[8126] Then, the Augmented Lagrangian of this system 1s formulated as

£,(AB,2,8) = g(2) + 7 (veclAB} —2) + 7] (AB"} 2|2

(3)
In the scaled form, this Augmented Lagrangian 15 written as
1 Ie) . : 7
Y = e —_ 2 Lol eC Ll -
L£,(ABzu) = 5 lly — Pzll5 + 5 ” veciAB'} —z+u Hz )

gz
where u = (1/p)é.

{0127} The ADMM algorithm then consists of three separate updates {or proximal

operators) that are iteratively executed as

o1 2 P p) . o
A éwarggun EiinPﬂiiE-FEHzmviEE, v=AB +wu )
{A, B} « arg minllV — AETEig ) V = ivec{u — 2} ©
geutAB -z %)

Here, the operator ivec {-} reshapes a vector into a matrix and undoes what the operator vec does
to vectorize a matrix. Equations 5-7 may be solved iteratively, each time using the latest output

from the previous step.

1.1 Efficient z-update

[6128] Equation 5 1s an unconstrained lingar problem that may be re-written as a

single linear equation system:

{; } 2= {pyv} (8)
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This system 1s large-scale, but all operations may be expressed as matrix-free function handles so
the matrices are never explicitly formed. A variety of different solvers that may be used to solve
this system for z. For example, the very simple simultanecus algebraic reconstruction technique
{SART) of MATLAB may be utilized.

[{6129] To increase computational efficiency, it would be desirable to derive a closed-
form solution for the z-update. This may facilitate a real-time implementation of the entire
algorithm. One approach to deriving a closed form solution starts with the normal equations for

Equation 8:

2= (PP +p? D (PTy + p?v) )

To find a closed form solution for this, the matrix inverse of (PTP + p°I) 1s derived. Since P
s 8 /

converts a light field into a focus stack and the Fourter Shice Theorem dictates that refocus in the

primal domain 13 a slicing in the Fourier domain, the closed form solution m the frequency

domain may be derived. Using this insight, one may write
s
PP =F} 00, F 10
= ¥4p i Y jEup. {10}
i=1

Here, 5 15 the number of slices 1n the focal stack, @ 1s a diagonal matrix representing the slicing
operator for focal slice ; in the 4D frequency domain. Fup and F;j} represent the discrete 4D
Fourier transform and its inverse, respectively.

[6130] An expected algebraic expression for the matrix inverse is

i
— F
Y5, 000+ p21 (11)

PP+ o)t =F;
It will be appreciated that such a closed form solution may provide a solution more quickly than

an iterative algorithm, since no tterations are required. Nevertheless, if sufficient computational

resources are avatlable, then an tterative algorithm 1s also suitable.
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1.2 Efficient A B-update

[6131] The A, B-update (Eq. 6) 15 a nonnegative matrix factorization {(NMF)
problem. In this case, it 1s the easiest possible NMF problem. Standard solutions for this and

more advanced NMF approaches are detailed in Sub-section 2 below.

1.3 Dealine with Color Channels

[0132] In the above derivations, a grayscale factorization was assumed or it was
assumed that each color channel may be treated independently. In some cases, this may not
provide a satisfactory approximation; for example, two color SLMs may iniroduce color
crosstalk, which is not modeled above. In addition, in some embodiments, the display svstem
may use a combination of a grayscale LCoS in the image plane and a color LED or OLED array
i the puptl plane. In this case, all color channels are linked.

{6133] In accounting for linked color channels, neither the z-update nor the w-update
change-these may be computed independently per color channel i every ADMM iteration.
However, the matnix factorization routine A B-update does change. lnstead of factoring each
color channel Agcs / Brop independently, a single factorization is performed for all color

channels of A simultaneously (B does not contain color channels in this case) as

argmin || [ Ve Ap 2
- ‘ Vr_' - A i B r ( 1 :’)
A, B ( G ) i F
{A, B} v, A,
2 Matrix Factorization Vananis

[6134] Nonnegative matrix factorization is one approach to decompose a matrix into
a sum of nonnegative rank-one matrices. The decomposition problem is not convex, therefore
solutions are not straightforward. The problem and possible solutions will now be discussed.

[$135] The problem may be stated as that of decomposing a matrix X into a sum of

rank-one matrices
K

X % ) oby, = ABY, (13)

k=1
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where X € R *%:x,;, > 0,A€ R "% s gy > 0, and B€ RY 1 by, 2 0. A sum of rank-one
matrices results in a rank-K approximation of the original matrox.
{0136] A least squared error solution to the problem may be found by optimizing the
following objective function:
arg min

cap  JAB) = X—AB = '2"2,‘.‘ (i — (ABT),)? »
subjectto 4 p- g Y 14

where the Forbenius norm of a matrix is given as | X 17= ¥, j x?]

2.1 Alternating Lease Squares Approach

{0137] The cost function J{A B) = ; X - AB" EE; is both nonlinear and non-

convex, with a number of local minima. When fixing either A or B, solving for the other matrix
15 convex. Without considering the nonnegativity constraints, an alternating least squares
approach, expected to converge, may be employved to solve the factorization problem. For this
purpose, each factorization matrix is updated while fixing the other in an alternating manner.
The individual updates are computed using a gradient descent method:

A —A-a,V, ] (AB)

B«B-ayVy/(AB) (15)
where Vg (A B) are the derivatives of the cost function with respect to the individual
factorization matrices, ug, g their respective step lengths. As shown in the following subsection,
one approach to choosing the step length 15 to pick them such that the update rules become
multiphicative. Before discussing the step lengths, the gradients are considered and may be given
as:

o
N

K
Vay j (A B) = zu:l (Xiu - g:l(ailbul)) (=buz) (16)

Vo, / {(A,B) = Ef , <.xvj Zj(1(%! b,z>> (o)

In matrix form, the gradients may be written as:
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2.2 Multplicative Update Rules

[6138] As noted above, a key to choosing the step length 15 that by combining them
with the steepest descent direction, the additive update rules (Eqg. 15) may be written in a purely
multiplicative way. Under the conditions that x;7 > 0 and A, B are mtialized with positive
values, multiplicative update rules provide that the factorization matrices rematn positive
throughout the tterative update process. The following step lengths result in multiplicative

update rules:

@, =AQ ((AB") B)
ay =B @ (A"(AB"))" (18)

Combining Equations 15, 17, 18 yields

A-A-{AQ((aB)B) ® (-(X—-AB")B)
=(A®(ABNB+A®XB-A®(ABNB) @ ((AB") B) (19)

B—B-(BQA'(ABNY ) ® (-A"X - AB"))"

=(BEAAB))+BO AN -B® (A(AB"))) D (A7(AB"))".

The following multiplicative update rules are simplified versions of Equation 19:

A— A®(XB) QO ((AB")B),

B—B®@AX) @@A@B). (20)
Starting from an mitial guess that contains only positive values {(usually random noise) and
assuming that the data matrix X 1s nonnegative, these update rules are expected to keep 4 and B
posittve throughout the terative process. In practice, a small value 15 added to the divisor 50 as

to avoid division by zero.

2.3 Weighted Nonnegative Mairix Factorization
argmin 1 " o Y
AR '2' ” X — AB EE{/VM '2“ . M/ij(xl‘j - (AB )U) (21)

subject to ABR>0

The multiplicative update rules may be modified to include weights for each matrix element xy

A—AG(WOXB) Q(WEMAB)B),
B—B® @A(WeX) @ @'(AB") ® W), (22)

where W 15 a weight matrix of the same size as X
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2.4 Projected NMF

The projected MMF adds an additional projection matrix P to the objective function that stays

fixed throughout the optimization procedure:

arg min 1 co2 1IN0 - . N
{A,B} j (A; B) - ";Z ” X — PAB ” F nd ':Z"Z”(XI} - Z‘ p”(zka,kbj,k)} (23)
subject to A B>0 .

Here, A and B remamn unchanged to the previous subjections m their dimensions but X €

R¥M: x;; = 0 is in the space spanned by P € R** ™. The gradients for this formulation are

Vay /(A B) = Z (xg — Z_Pzi Z Aipcbyic ) (—Puibji ) ,
, \ 5 i k (24)
Vb JIAB) = Y(xy; — X Pu Bk G ) (— B Pui %)

Which may be written in matrix form as

v,/ (AB)= —PT(X~P(AB")B
V,](AB)= —~ATP"(X - P (AB). (25)

Choosing the step length

2, = AQ (PT(PABT) B)
ap =B QO (PA)Y(PABT))’ (26)

leads to the following multiplicative update rules:

A—A®PXB) Q (PTPABTY,
B— B @ ((PA)X) @ {(PA) (PAB")) @7)

2.5 Projected Weighted NMF

[6139] For the projected NMF, weights may be added to the light field yielding the

following update rules

A AQ P (WOXB) QE(WOPABTB),
B—B®(PAWOX) ©(PV' (W PAB)) . (28)

[0140] It will be appreciated that each of the processes, methods, and algorithms

described herein and/or depicted in the figures may be embodied in, and fully or partially
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automated by, code modules executed by one or more physical computing systems, hardware
computer processors, application-specific circuitry, and/or electronic hardware configured to
execute specific and particular computer mstructions. For example, computing systems may
include general purpose computers {e.g, servers}) programmed with specific computer
mstructions or special purpose computers, special purpose circuitry, and so forth. A code
module may be compiled and linked into an executable program, installed in a dynamic link
iibrary, or may be written in an interpreted programming language. In some embodiments,
particular operations and methods may be performed by circuitry that is specific to a given
function.

[0141] Further, certain embodiments of the functionality of the present disclosure are
sufficiently mathematically, computationally, or technically complex that application-specific
hardware or one or more physical computing devices (utilizing appropriate specialized
executable instructions) may be necessary to perform the functionality, for example, due to the
volume or complexity of the calculations mnvolved or to provide results substantially in real-time.
For example, a video may include many frames, with each frame having milions of pixels, and
specifically programmed computer hardware 1s necessary to process the video data to provide a
desired image processing task or application i a commercially reasonable amount of time.

[0142] Code modules or any type of data may be stored on any type of non-transitory
computer-readable medium, such as physical computer storage including hard drnives, sohd state
memory, random access memory {RAM), read only memory (ROM), optical disc, volatile or
non-volatile storage, combinations of the same and/or the like. In some embodiments, the non-
transitory computer-readable medium may be part of one or more of the local processing and
data module {140}, the remote processing module (150}, and remote data repository {160). The
methods and modules {or data) may also be transmitted as generated data signals (e.g., as part of
a carrier wave or other analog or digital propagated signal} on a variety of computer-readable
transmission mediums, including wireless-based and wired/cable-based mediums, and may take
a variety of forms (e.g., as part of a single or mulitiplexed analog signal, or as multiple discrete
digital packets or frames). The results of the disclosed processes or process steps may be stored,
persistently or otherwise, in any type of non-transitory, tangible computer storage or may be

communicated via a computer-readable transmission medium.
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[6143] Any processes, blocks, states, steps, or functionalities in flow diagrams
described herein and/or depicted in the attached figures should be understood as potentially
representing code modules, segments, or portions of code which include one or more executable
mstructions for implementing specific functions {e.g., logical or arithmetical) or steps in the
process. The various processes, blocks, states, steps, or functionalities may be combined,
rearranged, added to, deleted from, modified, or otherwise changed from the illustrative
examples provided herein. In some embodiments, additional or different computing systems or
code modules may perform some or all of the functionalities described herein. The methods and
processes described herein are also not limited to any particular sequence, and the blocks, steps,
or states relating thereto may be performed in other sequences that are appropriate, for example,
in serial, in parallel, or in some other manner. Tasks or events may be added to or removed from
the disclosed example embodiments. Moreover, the separation of various system components in
the embodiments described heremn s for dlustrative purposes and should not be understood as
requiring such separation in all embodiments. It should be understood that the described
program components, methods, and systems may generally be integrated together in a single
computer product or packaged into multiple computer products.

[0144] In the foregoing specification, the invention has been described with reference
to specific embodiments thereof. It will, however, be evident that various modifications and
changes may be made thereto without departing from the broader spirit and scope of the
mvention. The specification and drawings are, accordingly, to be regarded mm an illustrative
rather than restrictive sense.

[0145] Indeed, it will be appreciated that the systerms and methods of the disclosure
each have several inmnovative aspects, no single one of which s solely responsible or required for
the desirable attributes disclosed herein. The various features and processes described above
may be used independently of one another, or may be combined in various ways. All possible
combinations and subcombinations are intended to fall within the scope of this disclosure.

{0146] Certain features that are described in this specification i the context of
separate embodiments also may be implemented m combination in a single embodiment.
Conversely, various features that are described in the context of a single embodiment also may
be implemented in multiple embodiments separately or in any suitable subcombination.

Moreover, although features may be described above as acting in certain combinations and even
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mitially claimed as such, one or more features from a claimed combination may in some cases be
excised from the combination, and the claimed combination may be directed to a subcombination
or varation of a sebcombination. No single feature or group of features is necessary or
mdispensable to each and every embodiment.

0147 It will be appreciated that conditional language used herein, such as, among
guag g

29 u¢ 29 u¢

others, “can,” “could,” “might,” “may.” “e.g.,” and the like, unless specifically stated otherwise,
or otherwise understood within the context as used, is generally intended to convey that certain
embodiments include, while other embodiments do not include, certain features, elements and/or
steps. Thus, such conditional language is not generally mntended to imply that features, elements
and/or steps are in any way required for one or more embodiments or that one or more
embodiments necessarily include logic for deciding, with or without author input or prompting,
whether these features, elements and/or steps are included or are to be performed in any

3

particular embodiment. The terms “comprising,” “including,” “having,” and the bike are
synonymous and are used inclusively, in an open-ended fashion, and do not exclude additional
elements, features, acts, operations, and so forth. Also, the term “or” 1s used m its inclusive
sense {and not i s exclusive sense) so that when used, for example, to connect a list of
elements, the term “or” means one, some, or all of the elements in the list. In addition, the

2

articles “a,” “an,” and “the” as used in this application and the appended claims are to be
construed to mean “one or more” or “at least one” unless specified otherwise. Similarly, while
operations may be depicted in the drawings 1o a particular order, it 15 to be recognized that such
operations need not be performed n the particalar order shown or in sequential order, or that all
Hhustrated operations be performed, to achieve desirable results. Further, the drawings may
schematically depict one more example processes in the form of a flowchart. However, other
operations that are not depicted may be incorporated in the example methods and processes that
are schematically illustrated. For example, one or more additional operations may be performed
before, after, simultaneously, or between any of the illustrated operations. Additionally, the
operations may be rearranged or reordered in other embodiments. In certain circumstances,
multitasking and parallel processing may be advantageous. Moreover, the separation of various
system components in the embodiments described above should not be understood as requiring

such separation in all embodiments, and it should be understood that the described program

components and systems may generally be integrated together in a single software product or
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packaged into multiple software products. Additionally, other embodiments are within the scope
of the following claims. In some cases, the actions recited in the claims may be performed in a
different order and still achieve desirable results.

{0148] Accordingly, the claims are not intended to be limited to the embodiments
shown herein, but are to be accorded the widest scope consistent with this disclosure, the

principles and the novel features disclosed herein.
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We claim:
I A head-mounted display system comprising:
a frame configured to mount on a viewer;
a light source;
a spatial light modulator configured to modulate light from the light source; and
projection optics mounted on the frame and configured to direct light from the
spatial light modulator into an eye of a viewer,
wherein the display system is configured to display a virtual object on a depth

plane by injecting a set of parallactically-disparate intra-puptl images of the object into

the eve.
2. The display system of Claim 1, wherein the display system is configured to

temporally multiplex display of individual intra-pupil images.

3. The display system of Claim 1, wherein the display system is configured to
spatially multiplex display of the intra-pupi! images.

4. The display system of Claim 1, wherein the display system is configured to
temporally multiplex display of a plurality of spatially-multiplexed intra-pupil images.

S. The display system of Claim 5, wherein the projection optics comprises a
waveguide comprising imcoupling optical elements and outcoupling optical elements.

&. The display system of Claim 5, wherein the projection optics comprises a
plurahity of waveguides, wherein each waveguide is configured to output light of a different
component color than other waveguides of the plurality of waveguides.

7. The display systermn of Claim 1, wheren the hight source comprises a plurality of
selectively-activated hight-emutting regions.

8. The display system of Claim 7, wherein the light source comprises at least one of
a light-emitting diode array and a spatial light modulator.

9. The display system of Claim 8, wherein the light-emitting diode array comprises
an organic light-emitting diode array or an inorganic hight-emitting diode array.

10. The display system of Claim 8, wherein the spatial light modulator light source

comprises a hiquid crystal array or a digital light processing (DLP) chip.
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I The display system of Claim 7, wherein the display system is configured to
change a position of activated light-emitting regions during injection of at least one of the intra-
pupil images into the eye.

12. The display system of Claim 1, wherein the light source comprises:

a light emitter; and

an actuator configured to direct light to the spatial light modulator along different

paths.

13. The display system of Claim 12, wherein the actuator is a dual-axis galvanometer.

14. The display system of Claim 12, wherein the light source comprises a fiber
scanner.

15. The display system of Claim 1, wherein the spatial light modulator configured to

modulate light from the light source comprises an LCOS panel.
16. The display system of Claim 1, further comprising an eye tracking sensor
contigured to track a gaze of the eye, wherein the display system s configured to:
determine a gaze of the eye using the eve tracking sensor; and
select content for the mtra-pupil images based upon the determined gaze of the
eve.

17. The display system of Claim 1, wherein the display systermn is configured to
synchromze a light output location of the light source with image content provided by the spatial
fight modulator,

18. The display system of Claim 1, further comprising an optical mechanism between
the spatial hight modulator and the projection optics, wheremn the optical mechanism s
configured to direct light from different locations of the spatial hight modulator o projection
optics at different angles.

19. The display system of Claim 18, wheremn the optical mechanism comprises one or
more of a prism or a lens structure.

20. The display system of Claim 19, wherein the lens structure is a lenslet array.

21 A method for displaying image content, the method comprising:

providing a spatial light modulator;
providing a light source configured to output light to the spatial light modulator

from a plurality of different light output locations; and
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displaying a virtual object on a depth plane by temporally sequentially injecting a

set of parallactically-disparate intra-pupil images of the virtual object into an eye of a

viewer, wherein gach of the intra-pupil images 1s formed by:

outputting light from the hght source to the spatial light modulator,
wherein the light is outputted from one or more associated hight output locations
of the light source;

modulating the light with the spatial light modulator to form an intra-pupil
image corresponding to the one or more associated light output locations; and

propagating the modulated light to the eve,

wherein the one or more associated light output locations for each intra-
pupil image 1s distinct from the one or more associated light output locations for
others of the mntra-pupil images.

22. The method of Claim 21, wherein activating the one or more associated light-
emitting regions comprises selecting the one or more associated light-emitting regions based
upon the depth plane, wherein a physical separation between hight-emutting regions for the mtra-
pupil images mereases with decreasing distance of the depth plave to the viewer.

23 The method of Claim 21, wherein light rays forming each of the parallactically-
disparate image are collimated, wherein the depth plane 1s at less than optical infinity.

24, The method of Claim 21, wherein mjecting the set of parallactically-disparate
mtra-pupil mmages is conducted within a timeframe below the flicker fusion threshold of the
viewer,

25. The method of Claim 24, wherein the flicker fusion threshold 13 1/60 of a second.

26, The method of Claim 21, further comprising an eye tracking sensor configured to
track a gaze of the eve, wherein displaying the virtual object comprises:

determining a gaze of the eve using the eye tracking sensor; and
selecting content for the intra-pupil images based upon the determined gaze of the
eye.

27. The method of Claim 21, further comprising projection optics configured to direct
modulated light from the spatial ight modulator to the eye.

28. The method of (laim 21, wherein the one or more associated light-emitiing

regions for the intra-pupil images partially overlap.
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29. The method of Claim 21, further comprising changing a position of the one or
more associated light-emitting regions during injection of at least one of the intra-pupil images
into the eve.

30. A display system comprising:

a light source comprising a plurality of spatially distinct light output locations;

a spatial light modulator configured to modulate hight from the light source;

projection optics mounted on the frame and configured to direct light from the
spatial light modulator into an eye of a viewer,

wherein the display system is configured to display a virtual object on a depth
plane by temporally sequentially injecting a set of parallactically-disparate intra-pupil
tmages of the object into the eve.

31 The display system of Claim 30, configured to output light from different hight
output locations of the light source for different mntra~-pupil images.

32, The display system of Claim 30, configured to vary a lateral separation between
the light output locations based upon a distance of the depth plane from the eve of the viewer.

33 The display systern of Claim 30, configured to increase the lateral separation
between light output locations with increases 1n the distance of the depth plane from the eye of
the viewer.

34. The display system of Claim 30, wherein the display system 1s configured to
change the light output locations during inyection of at least one of the intra~-pupil images into the
eye.

35. A method for displaying image content, the method comprising:

providing a head-mounted display:

displaying a virtual object on a depth plane by imjecting, within a flicker fusion
threshold, a set of parallactically-disparate intra-pupi! images of the virtual object from
the display mnto an eye of a viewer.

36. The method of Claim 35, further comprising changing a depth plane in which the
virtual object 1s disposed by changing a parallax disparity of the intra-pupil images.

37. The method of Claim 35, wherein injecting the set of parallactically-disparate
mtra-pupt! images comprises temporally sequentially mjecting individual ones of the intra-pupil

mmages into an eye of a viewer.
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38 The method of Claim 35, wherein injecting the set of parallactically-disparate
mtra-puptl images comprises simultaneously injecting multiple ones of the intra-pupil images.

39 The method of Claim 38, wherein injecting the set of parallactically-disparate
mtra-puptl images comprises temporally sequentially injecting multiple intra-pupil images at a
time.

40, The method of Claim 35, wherein the light beams forming the intra-pupil images
are collimated.

41, The method of Claim 35, wherein the light beams forming the intra-pupil images
have divergent wavefronts.

42. The method of Claim 35, wherein the display comprises:

a spatial light modulator configured to modulate light to form the intra-pupil
images; and
a hight source configured to direct light to the spatial light modulator,

43. The method of Claim 42, wherein the hght source comprises a plurality of
selectively activated light-emitting regions, wherein mjecting the set of parallactically-disparate
intra-pupil tmages comprises activating a different light enutting region for each intra-pupil
nnage.

44 The method of Clairn 42, wherein the light source is configured to output light
from a plurality of distinct light output locations, further comprising jittering the hight output

focations during injection of at feast one of the intra-puptl images mto the eye.
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