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VIRTUAL CHANNEL JOINING

RELATED APPLICATIONS

[0001] This application relates to and claims priority from U.S. Patent Application Serial
No. 13/944,756, filed on July 17, 2013, which relates to and claims priority from U.S.
Provisional Application, Serial No. 61/772,489, filed on March 4, 2013, the disclosure of which

is incorporated herein by reference in its entirety.

BACKGROUND

1. Field

[0002] This disclosure relates to wireless connectivity, especially to establishing
connectivity using multiple channels.

2. Related Arts

[0003] Various wired and wireless technologies are available for accessing networks,
such as the Internet. For example, state of the art smartphones can access the Internet using 3G,
4G, WiFi, and similar wireless technologies. Additionally, wireless technologies enable inter-
connectivity among two or more devices. Such technologies include Near Field

Communication (NFC), WiFi Direct, Bluetooth, and others.

[0004] Tethering is a connection procedure that requires significant user involvement and
knowledge, such that it generally remains within the realm of a “geck feature,” utilized mainly
by tech savvy users. Tethering is mostly used to connect a computer to a cellphone in order to
gain access to the Internet via the cellular network, when WiFi or other Internet connection is not
available. In addition to requiring user involvement in establishing tethering, various carriers
and phone manufacturers place barriers to tethering, leading to various by-pass “creativity,” such
as rooting Android devices or jailbreaking 10S devices and installing a tethering application on
the device.

[0005] Generally, when an application requires an access to the Internet, the device
selects one of the available channels, e.g., WiFi, and performs all communications required by

the application on the selected channel. For example, when a browser on a smartphone requests
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a page, all of the resources for that page are requested and received on one channel, e.g., WiFi,
although other channels are available, e.g., 4G.

[0006] Also, different devices may utilize different carriers, such that in a single location
there may be several devices, each utilizing different carrier and thus having different level of

service.

SUMMARY

[0007] The following summary of the invention is included in order to provide a basic
understanding of some aspects and features of the invention. This summary is not an extensive
overview of the invention and as such it is not intended to particularly identify key or critical
elements of the invention or to delineate the scope of the invention. Its sole purpose is to present
some concepts of the invention in a simplified form as a prelude to the more detailed description
that is presented below.

[0008] Various disclosed embodiments provide methods for establishing connection to
the Internet using multiple channels. A device takes advantage of several channels available to it
internally and/or from neighboring devices to request the various resources of the webpage, and
assembles the webpage using the resources arriving from the different channels. The
embodiments may be implemented as a client running on a device, €.g., an app running on a
mobile device such as a smartphone or tablet. As a shorthand, this client may be referred to
herein sometimes as Open Garden app. The Open Garden app runs on the mobile device along
other apps, and monitors other apps executing on the mobile device. When an app attempts to
communicate with external devices, e.g., a server on the Internet, Open Garden intercepts the
communication request and determine how best to send the request to the external devices. Open
Garden may also intercept incoming communication from external devices and determine
whether to route the communication internally, i.e., to which app to forward that communication,
or whether it needs to be forwarded to another external device.

[0009] When a device has the ability to connect to the Internet using multiple internal
channels, the device uses internal heuristics to request the webpage resources using these
channels. For example, a smartphone device has a cellular network radio and a WiFi radio.

However, conventionally the smartphone would use only one of these channels to connect to the



WO 2014/137382 PCT/US2013/056123

Internet and request webpage resources. According to disclosed embodiments, the smartphone
would use both of these channels to request webpage resources and then assemble and display
the webpage using the resources received via both channels.

[0010] According to other embodiments, a device may also request webpage resources
using other devices, thereby utilizing multiple channels. For example, one smartphone device
may have Bluetooth connection to another smartphone device. The first smartphone may utilize
its own internal channels (e.g., cellular and WiF1i) to request webpage resources, but also use its
Bluetooth connection to the second smartphone to request other webpage resources using the
second smartphone channels.

[0011] According to some embodiments, the mobile device utilizes the various channels
to request webpage resources by having each channel using its own unique IP address. The
requested webpage resources are returned to each requesting IP address, all of which lead to the
requesting device. The requesting device then assembles the webpage using the returned
resources. On the other hand, according to other embodiments, such as for a secure page (https:),
the target device must see the requests as originating from a single IP address. To achieve that, a
cloud exit server is connected to the Internet. All requests from all of the mobile device channels
are addressed to the cloud exit server. The cloud exit server forwards the requests to the
appropriate host using a single IP address, i.c., the cloud exit server own address. Thus, from the
target host’s perspective, all of the requests are coming from a single IP address, i.c., a single
device. Thus, the host returns the requested resources to the requesting IP address, which is the
cloud exit server IP address. The cloud exit server then forwards the received resources to the
appropriate requesting IP addresses. Thus, from the mobile device perspective, the requests are
sent and the resources are received using multiple channels.

[0012] The various disclosed embodiments enable multi-path access to the Internet, to
provide higher reliability and bandwidth. Additionally, the various embodiments enable
eliminating configuration choices: users will no longer need to pick how their device connects to
the Internet, since the devices will simply use multiple ways simultancously. Moreover, the
devices automatically find the available path to the Internet. For example, if a path fails, a new
one will be chosen and new connections will be established. Consequently, the network is self-

healing and self-forming. Each of the nodes operates only with local knowledge, but together
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the connected devices build a network using a probabilistic distributed algorithm. Using the
mesh network, when there is no direct Internet connection, devices will access the Internet
through chains of other devices. If necessary, the chains will grow by connecting to other
devices so as to reach the Internet. The described embodiments enable users to access the
Internet using the most appropriate connection, without configuring their devices or jumping
through hoops. The embodiments also enable users to access Internet as cheaply as possible.
Users can find the fastest connection and most powerful signal without checking every available
network, and can move between networks seamlessly. The embodiments provide ways to access
more data at faster speeds in more locations. The users become part of the network, sharing
connections when and where they provide the best possible access. This results in higher quality

streaming video and audio, more immediate multiplayer gaming, and faster downloads.

BRIEF DESCRIPTION OF THE DRAWINGS

[0013] The accompanying drawings, which are incorporated in and constitute a part of
this specification, exemplify the embodiments of the present invention and, together with the
description, serve to explain and illustrate principles of the invention. The drawings are intended
to illustrate major features of the exemplary embodiments in a diagrammatic manner. The
drawings are not intended to depict every feature of actual embodiments nor relative dimensions
of the depicted elements, and are not drawn to scale.

[0014] Figure 1 is a schematic diagram illustrating a mobile device requesting web
resources using multiple internal channels, according to one embodiment.

[0015] Figure 2A is a schematic diagram illustrating a mobile device requesting web
resources using multiple external channels, according to one embodiment.

[0016] Figure 2B is a schematic diagram illustrating a mobile device requesting web
resources using multiple external channels and a cloud exit server, according to one embodiment.
[0017] Figure 2C is a schematic diagram illustrating a mobile device requesting web
resources using multiple internal and external channels, according to one embodiment.

[0018] Figure 2D is a schematic diagram illustrating example of a process flow that may

be executed by one embodiment.
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[0019] Figure 2E is a schematic diagram illustrating example of a process flow that may
be executed by cloud exit server according to one embodiment.

[0020] Figure 3 illustrates an example of an environment for operating multiple
connections according to the various embodiments disclosed herein.

[0021] Figure 4 illustrates and example of a mesh network, wherein several devices
utilize multiple channels, according to the various embodiments disclosed herein.

[0022] Figure 5 illustrates an example of an environment for operating multiple
connections according to the various embodiments disclosed herein and including a clout route

oracle server.

DETAILED DESCRIPTION

[0023] The following provides examples of methods and systems for establishing
Internet communication utilizing several channels in parallel.

[0024] Virtual channel joining is a computer networking technique that allows increasing
the reliability, speed, and availability of an Internet connection of a computer, smartphone,
tablet, or another device, when more than one Internet connection is possible. The particular
device itself may have multiple Internet connections available to it, or each device may only
have one connection, but by accessing the Internet collectively and networking locally via mesh
network, the devices achieve virtual channel joining. Virtual channel joining may benefit from,
but does not require, any network devices (such as switches or routers) to change their behavior
or specification and is, therefore, easy to deploy. However, since it can be employed by network
devices along with end systems, such as computers, smartphones, tablets, smart TVs, or other
devices, it can be used to significantly improve Internet connectivity at larger scale. Virtual
channel joining can also enhance existing means of device-to-device communication on a local
network or provide sole means for it.

[0025] In the prior art, each enabled device access the Internet using its own resources.
When Internet connection fails, the device no longer can access the Internet until it reestablishes
the connection or discovers and establishes another connection. Such devices utilize a single
channel for connecting and communicating with the Internet. For example, a 4G enabled

smartphone would connect and communicate with the Internet using the 4G connection.
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However, if the smartphone discovers and connects to a WiFi connection, the smartphone would
connect and communicate with the Internet using the WiFi connection and not the 4G
connection. That is, so long as the WiFi connection is available, the device would use that
channel for all Internet communication. However, that particular channel may be slow or other
channels that are available internally or externally may provide better fidelity. Moreover,
parallel communication over multiple channels can enhance the speed and fidelity of the Internet
communication.

[0026] In this context, a mesh network is a network established through ad hoc links
directly between devices and can be used to communicate locally between the devices
comprising the mesh network. In some instances, the mesh networks can be coordinated by
servers on the Internet. According to disclosed embodiments, virtual channel joining can take
advantage of mesh networking as one of the means of establishing additional connections
between devices and provide additional channels for Internet connection and communication.
For this purpose the mesh network can use any physical medium to establish the peer-to-peer or
local connections, from wired connections, such as Ethernet, to wireless, such as Wi-Fi in access
point or ad hoc mode, Wi-Fi Direct, Bluetooth, ZygBee, NFC, 3G technologies, or various 4G
technologies such as LTE and WiMAX. The exact nature of the underlying technologies can be
taken into account by virtual channel joining, but any underlying networking technology can be
used. Note that any combination of mesh networks is also, by definition, a mesh network, even
if it happens to be disconnected.

[0027] Figure 1 illustrates an environment wherein a communication device 100, such as
a smartphone or a tablet has the capability to communicate with server 120, coupled to Internet
115, using either WiFi 110 access point using wireless connection 112, or using the cellular
network 105, using protocols such as 3G, 4G, LTE, and similar. For example, cellular network
105 may be standard wireless telephony system of a wireless communication provides, while
WiFi 100 access point 110 may be a wireless router connected to the Internet via, e.g., a cable or
land-based telephone line. Generally, such communication is performed using either of the
available connections 107 or 112. For most mobile devices, if WiFi access 112 is available, all
communications with server 120 would be over the WiFi connection. For example, when a

smartphone detects the presence of a WiFi router, if the smartphone recognizes the WiFi router it
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may connect to it automatically, or, if it doesn’t recognize it, it may ask the user whether to
connect. On the other hand, if WiFi connection 112 is not available, then the cellular connection
107 would be used for all of the communications, i.¢., voice and data. One of the reasons for this
arrangement is that a connection to the Internet requires an IP address, so that the server 120
“knows” who it is communicating with. Thus, the standard TCP-IP limits the device 100 to
communicate with the Internet via a single connection only, i.¢., cellular connection 107 or WiFi
connection 112. This limitation is alleviated as described below.

[0028] In the embodiment of Figure 1, the processor of device 100 executes special
instructions (e.g., a client app) that enable it to communicate with the Internet and server 120
using both cellular channel 107 and WiFi channel 112. For example, when a browser on device
100 attempts to download a webpage from server 120, the process would entails sending
repeated requests for various resources that comprise the webpage, ¢.g., text, images, Java
scripts, and other resources. However, rather than sending all of the requests using a single
channel, as is done in the prior art, the processor utilizes an allocation mechanism to send the
various requests using both channels 107 and 112. As the requests arrive at server 120, the
server gets requests from two different IP addresses; however, as far as the server 120 is
concerned, this is irrelevant: the server simply sends each requested resource to the specific
requesting address. As the resources arrive at device 100, they are cached and assembled
together to form the requested webpage. That is, the processor of device 100 knows that all of
the resources arriving on both channels relate to the sent requests and together comprise the
requested webpage.

[0029] As far as selecting which request to send on which channel, various algorithms or
heuristics can be employed, as exemplified by callout 101. For example, the simple one would
be to alternate between the channels, such that each request is sent on a different channel from
the previous request. Another example it to take into account the operational speed of each
channel and send the requests according to the operational speeds. In one example, requests for
heavy resources, such as images and video, are sent via the fast channel, while light resources,
such as text, are sent via the slower channel. According to another example, the service cost of
cach channel is taken into consideration, ¢.g., heavy resources are requested via the cheaper

channel, while light resources are sent via the more expensive channel.
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[0030] In the example of Figure 1, device 100 is an end system, in that it requests and
receives resources from other devices, but it does not send resources to any other device, i.e., it
does not serve as an intermediary or Internet access point for any other device. This is not a
requirement of the embodiment, but makes it easier to explain it. In most of the description that
follows, such an example will be utilized in order to make the explanation simple and clear.
However, the requesting device need not always be an end system. Rather, the device may
request web resources for itself, but may also request web resources for relaying to other devices
in the mesh network.

[0031] In the system of Figure 1, the mobile device 100 communicates directly with the
Internet using its internal channels. However, at times it may not be possible or desirable to
communicate using the mobile device internal channels. For example, during overseas travel,
using mobile device 100 to communicate directly with the Internet may be prohibitively
expensive or beyond one’s service provider agreement. This problem is alleviated by employing
the example illustrated in Figure 2A.

[0032] In Figure 2A, mobile device 200 requests and receives web resources from server
220, without having direct connection to the Internet. For example, device 200 may be a
smartphone of a user traveling in a foreign country and being unable or unwilling to connect to
the local wireless provider network. Therefore, in this example, mobile device 200 utilizes peer-
to-peer connections to establish a mesh network with devices 201 and 202 using, ¢.g., Bluetooth,
NFC, and similar protocols. For illustration purposes, two Bluetooth connections are shown, one
connecting device 200 to device 201 and one connecting device 200 to device 202. Device 200
uses the peer-to-peer connections to instruct the processors in devices 201 and 202 to request the
web resources, each using its own IP address, and forward the received resources to the
originating device 200 over the peer-to-peer network.

[0033] In the schematic of Figure 2A, solid line indicates a physical layer connection,
while dashed line indicates data communication. As can be seen, device 200 has both physical
layer and data communication with both devices 201 and 202. In the specific example of Figure
2A, both connections are identified as Bluetooth connection, but other peer-to-peer protocols

may be used. Conversely, in the specific example of Figure 2A, device 201 communicates with
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the Internet using 4G cellular network, while device 202 communicates with the Internet over a
WiFi connection.

[0034] As in the example of Figure 1, device 200 may use various conventions or
heuristics to determine which request to send via which device. For example, device 200 can
measure the response time, and thereby the bandwidth, of each device in the mesh network and
utilize this information in allocating requests. Also, cach device in the mesh network may
communicate its bandwidth cost, and the requesting device may use that information in
determining the allocation of web resources requests. For example, device 200 may maintain a
table listing the cost and connection speed of each peer it is communicating with and use the
table to determine which peer to use for each originating request.

[0035] The embodiments of Figures 1 and 2A assume that the server 120 or 220 is
capable of servicing different web resource requests from different web addresses. However, in
certain situations this is not possible. For example, encrypted requests, ¢.g., https, or instant
communication requests, ¢.g., Skype®, must be handled using a single IP address. The example
of Figure 2B illustrates how a device can send web resources requests on multiple channels, in a
situation where the server 220 must serve the requests using a single 1P address.

[0036] In the example of Figure 2B, device 200 forms a mesh network with device 201
and 202, and uses those devices to obtain resources from the Internet, e.g., server 220. However,
in this specific example it is not possible to service the requests using two different IP addresses.
Accordingly, in this example a cloud exit server 222 is used to receive the requests and relay the
requests to the target device, ¢.g., server 220, using a single IP address. When the target device
returns the requested resource to the cloud exit server 222, using the single IP address of cloud
exit server 222, cloud exit server 222 sends the response to the originating device 200, either via
the IP addresses from where the request arrived or via other channels.

[0037] In one example, the processor of device 200 executes instructions for operating
the web requests. In this example this is accomplished by device 200 running an application,
referred to herein as Open Garden. In all cases where the Open Garden understands the protocol
for requesting resources and is able to send requests via multiple paths, device 200 will send the
requests using the available channels, as illustrated in the examples of Figures 1 and 2A. On the

other hand, when Open Garden does not understand the protocol or understands the protocol but
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cannot split the requests into multiple channels, it encapsulates the request and sends it to the
cloud exit. Device 200 can send the request via any channel it chooses, since from the relaying
device, e.g., cither of devices 201 and 202, the request simply needs to be sent to the IP address
of the cloud exit server 222, and these devices simply relay the request to that IP address.

[0038] An example of a process flow that may be executed by the Open Garden
application is illustrated in Figure 2D. In step 281 the process routinely checks for new requests.
At step 282, when a request is received, the process attempts to decipher the request and, if
successful, the process proceeds to step 282 to select a channel for sending the request. When
the appropriate channel has been selected, the request is sent at step 284. Conversely, if the
request cannot be deciphered, the process proceeds to step 285, wherein the request is
encapsulated and in step 286 the address of the cloud exit server 222 is applied to the request.
The process then proceeds to step 283 to select a channel, and the encapsulated request is sent in
step 284.

[0039] When the cloud exit server 222 receives the request, it de-encapsulates it and
determines what are the address of the originating and target devices. If the packet received is
only a partial request, the cloud exit assembles the request from all of the parts received from all
of the channels. Once the cloud exit has the entire request, it sends it to the target destination
device, e.g., server 220. The destination device receives the request having the cloud exit server
address as the originating address. Thus, target device sends the reply to the cloud exit server
222. When cloud exit server 222 receives the reply, it relays it to the originating device 200,
either via the intermediate requesting devices, e.g., devices 201 and 202, or via any other
appropriate channel it selects. That is, since the cloud exit server 222 knows where the request
was originated from, it can send the reply using any available channels.

[0040] An example of a process that may be performed by cloud exit server 222 is
illustrated in Figure 2E. After a request is received at step 291, the process proceeds to step 292
to check whether the received request is partial or complete request. If it is a complete request,
at step 293 the address of the target server 220 is applied to the request, which is then sent at step
294. On the other hand, if the request is only a partial request, at step 295 the remainder of the
request is received and at 296 the entire request is assembled. The process then reverts to step

293 to apply the target’s address and to send the request at 294.
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[0041] Thus, for example, if device 200 sends Request 1 via device 201, using IP address
of cloud exit 222 as the destination, and Request 2 via device 202, also using IP address of cloud
exit 222 as the destination, devices 201 and 202 will relay the requests using the IP address of
cloud exit server 222. When cloud exit server 222 receives Requests 1 and 2, it decapsulates
them and finds out that the originating device is device 200 and the target device is server 220. It
therefore relays the requests to server 220 using its own IP address as the request originator.
When target server 220 receives Requests 1 and 2, having IP address of cloud exit 222 as the
originator, it fulfills Request 1 and Request 2 by sending the Reply 1 and Reply 2 to the IP
address of cloud exit server 222. When cloud exit server 222 receives Reply 1 and Reply 2,
since it knows that the requests were originated from device 200, it can relay the responses to
device 200 using any available channel, and not necessarily via devices 201 and 202.

[0042] As explained above, device 200 can access the Internet using its own multiple
channels. Also, device 200 can access the Internet using channels of multiple connected devices.
Device 200 may take advantage of both of these methods simultaneously, i.e., using internal
channels and using connected devices. Figure 2C illustrates an example wherein device 200
utilizes its internal channels to connect to the Internet via cellular network 105 and a WiFi device
110, and also connects to the Internet using two devices 201 and 202, connected in a mesh
network. Moreover, each of devices 201 and 202 may also utilize multiple channels to connect
to the Internet, and device 200 may take advantage of that as well. For example, Figure 2C
illustrates device 202 connecting to the Internet via a cellular network and via the same WiFi
access point 110 (although it could have just as easily used another WiFi access point).

[0043] Figure 3 illustrates an example of an environment for operating multiple
connections according to the various embodiments disclosed herein. Figure 3 is as illustration of
but a very small part of the entire environment, which may include many devices interconnected
in many mesh networks. For example, devices 300, 301 and 302 are connected to one mesh
network with other devices, while devices 303 and 309 are interconnected in another mesh
network. Device 300 uses its cellular transceiver to communicate with cellular tower 305, and
simultaneously uses a second transceiver, ¢. g., Bluetooth transceiver, to communicate with
mobile device 308. Since mobile device 308 is connected to the Internet via WiFi device 311,

device 300 may use this connection to communicate with Internet servers, ¢.g., servers 320 and
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321. Moreover, cloud exit server 322 can service traffic which cannot normally be handled
using multiple connections, such as, for example, encrypted or VOIP traffic. Thus, device 300
utilizes one channel to communicate with the Internet directly via the cellular network and a
second channel to connect to a WiFi device through mobile device 308. On the other hand,
device 302 uses three channels: one cellular channel, one WiFi channel, and one channel through
its connection to device 304.

[0044] As explained thus far, virtual channel joining improves the speed, reliability, and
availability of network connections between devices and of the Internet connections of the
devices through several techniques. When possible, virtual channel joining may use mesh
networking to connect all devices accessing each other or the Internet together. Notably, the
virtual channel joining described this far is beneficial also in environment without, or regardless
of having Internet connection. For example, Figure 4 illustrates an environment showing
multiple devices 400-409 interconnected, wherein at least some of the devices, ¢.g., devices 401-
409 utilize multiple channels. Thus, every device in this mesh network can communicate with
another device using one or more paths. This can be useful, e.g., in social network setting, in
device-to-device direct chatting and texting, and other possible applications. Of course, as soon
as one device in the network has access to the Internet, it may function as a gateway to the
Internet for all of the other interconnected devices.

[0045] In the methods for virtual channel joining as described herein, the communication
traffic can be analyzed to understand some of its nature. That is, while conventionally programs
deal with traffic on a particular OSI layer and are oblivious of anything happening on higher or
lower OSI layer, embodiments of the invention analyze the traffic and make decision as to which
OSlI layer to use. Specifically, the method looks at the nature of the communication and treats it
at that level. For example, the method may detect web (HTTP) requests, DNS requests,
BitTorrent traffic, and HTTPS requests and treat each request in a manner that is most efficient
for the particular request. Some traffic may not be decipherable and may remain unclassified,
but it is normally advantageous to classify as much traffic as possible. The reason is that serving
requests on higher OSI layers normally results in better performance.

[0046] The following are some examples of how analyzing and classifying the traffic can

enhance the communication by taking advantage of virtual channel joining. A first example is
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when it is determined that the request is idempotent. For example, when detecting HTTP
requests that are normally idempotent, such as GET requests, the system can attempt retries, or
even send redundant queries on multiple paths. In such a case, the request can be duplicated and
sent simultaneously over different channels or different paths. Also, if a response is not received
by a certain time, even though the request may have not yet failed, the request can be sent again
over the same or different channel. Since the request is idempotent, it doesn’t matter for the
server that it received multiple requests. On the other hand, if two responses are received, they
are guaranteed to be identical, so that the later received one can be discarded. Also, to make sure
this implementation is not less reliable than a mobile device operating using only a single
channel, referred to as the default channel, the method will attempt to send the first request using
the default channel in addition to other channels.

[0047] In another example, if it is determined that the request is, for example, a web or a
DNS request, a proper reply may already be residing in cache memory of the originating or mesh
networked device. Using caching provides a moderate to substantial reduction in network use
and in the speed of loading. For DNS requests, the system can provide an additional layer of
caching, and similarly intelligently route them as units, even if they do not arrive in one IP
packet.

[0048] To provide one specific example, if two users are near each other and their mobile
devices run a client application according to one of the embodiments described herein, each
device can communicate at least using its own cellular network connection, its own WiFi
connection and, using a mesh network, each other’s cellular and WiFi connections. In such a
case, if both users decide to go on, ¢.g., Facebook, there is really no need for both of the devices
to download the Facebook style sheet, since it is always the same — only the content is different
for different users. Thus, when a first device downloads the Facebook style sheet, it can store it
in the cache memory and when the second device requests the Facebook style sheet, it can be
sent to it from the cache of the other device, rather than actually sending the request to the
Facebook server.

[0049] In the above provided Facebook example, there will be a modest gain in reduction
of traffic. However, a much larger gain can result when there is some topical correlation

between many users in a mesh network. For example, many users in a conference wanting to
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view the same presentation slides. Rather than every user downloading the presentation, only
one or a few devices can download the presentation and use caching to deliver the presentation to
other devices in the mesh network, thus drastically reducing the amount of network traffic.
[0050] Note that DNS requests are almost always idempotent. Therefore, if the reply is
not present in cache, the system can handle the DNS request using the method of handling
idempotent requests described above. Also, since DNS requests are small, the overhead of
sending redundant DNS requests is rather low, but the benefit can be in a more robust operation
such that the benefit is rather high.

[0051] Traffic that is opaque and encrypted is normally processed by the system on IP
layer, or, for HTTPS traffic, on TCP layer. The traffic is normally injected into the system at the
IP layer, but unlike prior art which would simply send such traffic on the IP layer, the method
analyzes the traffic to see if its beneficial to use a different layer. Processing even TCP layer as a
byte stream rather than a stream of IP packets can in practice result in drastic performance
improvements, since mesh networks can often run over media with relatively high non-
congestive packet loss, and thus the performance of the TCP connection may be limited by the
packet loss on the mesh network if it is treated as an IP packet stream.

[0052] In general, the system can process traffic on several layers: IP layer, where
packets are received and forwarded, TCP layer, where a byte stream is received and forwarded,
and application layer, where application requests are received and forwarded. It is noted in this
context that the benefits of the disclosed embodiments are maximized when the requests can be
handled at the highest possible layer, ¢.g., the application layer. For example, doubling the
physical layer connection would not result in higher speeds for receiving responses to given
requests. On the other hand, doubling an HTTP or a DNS request can increase the speed and
reliability of obtaining the response. Thus, even when a request is injected at the IP layer, it is
analyzed to see whether it can be handled at a higher layer, e.g., if it’s an HTTP or DNS request.
[0053] Priority may be given to applications that comprise a significant fraction of the
traffic or a significant fraction of the time the user spends with the application. High-value
applications are also added to the set of specially recognized applications. Applications with a
non-trivial number of idempotent requests are particularly attractive to recognize for virtual

channel joining; the most important examples today are HTTP, DNS, BitTorrent, and HTTPS.
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[0054] The system may use various parameters to decipher and detect the type of request
being sent. For example, the system may look at port number, the type of packets (e.g., TCP,
uDP), and the content. A specific example would be, if the request specifies port 80 and the
content starts with GET ABC, then it signifies an HTTP request and can be treated as an HTTP
request; or if it’s port 53 and it’s a uDP packet, it has a layout of a DNS packet, then it can be
treated as a DNS packet.

[0055] The methods implementing virtual channel joining may satisfy the requests, in
some cases, using a different network interface to route the traffic than would be done without it,
or in some cases routing the request over the mesh network to a different device with its own
Internet access. When using virtual channel joining, it is best for the system to have as many
network interfaces as possible enabled on each device. For example, a computer can enable a
wired Ethernet connection, Wi-Fi, and a 4G LTE dongle; a smartphone can enable its 4G
interface, join a Wi-Fi network, and use Wi-Fi Direct and Bluetooth to join the mesh network.
[0056] When implementing any of the methods disclosed herein, since each device may
communicate using multiple channels, it is advantageous to provide some methods or heuristics
to enable channel or route selection. A variety of route selection engines can be employed to
optimize various desired design considerations. For example, when speed is of principal
importance, methods that make maximal possible use of all available Internet exits work best,
e.g., equal-bytes, equal-requests, bytes-proportional-to-past-performance, and requests-
proportional-to-past-performance approaches. Equal requests approach is the simplest and it
strives to send roughly equal number of requests to all available Internet exits. It can do so in a
variety of ways, for example, picking a random exit for the current request, using a round-robin
schedule, or picking random and keeping track of and correcting the resulting additive
imbalances (multiplicative imbalances are not possible in the long run due to law of large
numbers). Equal bytes approach is a refinement of the equal-requests method, which weighs
requests by the number of bytes. This allows more uniform byte distribution among the
contributing channels. Bytes proportional to past performance is a method where the system
keeps an estimate of past performance of a channel, either based on natural usage, or based on a

synthetic test traffic, and weighs the number of bytes that will go down this channel by the past
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performance estimate. Requests proportional to past performance is a similar technique, but one
where the system keeps track of requests rather than bytes.

[0057] When conservative reliability is paramount, a queue spill route selector works
well. Queue spill maintains a virtual queue within each device that has a direct Internet
connection that does not go through other devices. Under the queue spill discipline, these
devices, by default, send traffic using the direct Internet connection, the way it would be sent
without virtual channel joining. Only when the virtual queue of requests reaches a particular
threshold, which can be set in advance or based on measurement of behavior of this device, does
the device begin to route some requests to other devices in the mesh, so that their Internet
connections are also used. Queue spill provides a very conservative system, which prioritizes
reliability and availability over speed. A retry strategy that works well with queue spill is to
issue retries on the direct connection for still-outstanding requests that go through other devices
when slots become accessible in the virtual queue under the limit.

[0058] When a typical web page is loaded, many objects (web resources) are typically
requested. The methods of virtual channel joining takes advantage of this approach by splitting
off the requests to be sent on different paths. Sometimes, however, a single very large object can
be requested, such as during a software update download or when HTTP streaming is used to
view a video. In this case, the one single item can still be obtained using multiple connections by
using HTTP range requests, which allow using multiple requests, i.c., each forming a sub-request
of the original request and each requesting only part of a file. Thus, the file is requested in parts,
instead of the entire file at once. Each sub-request, i.¢., each part, may be requested using any of
the available channels. Note that most video streaming services must support range requests to
enable skipping and seeking in the video by the user; range requests are thus a completely
normal form of request for them to see and work well on YouTube, Netflix, Vimeo, and all
Akamai-served sites.

[0059] In the embodiments illustrated in Figures 1-4, the method of virtual channel
joining is implemented as a distributed system, wherein each device individually decides which
selection scheme to use, makes its own decision as to which channels to utilize, and sets up its
own connections. However, according to one embodiment, a cloud route oracle server is an

optional part of the system and can be used to offload an arbitrary part of the mesh network
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routing protocol to a well-connected and well-provisioned server in the cloud, typically
somewhere on the Internet. The example of Figure 5 illustrates an environment wherein cloud
route oracle server 524 services any queries about routes from the various devices in the system.
These queries can be sent by devices directly or through other devices on the local network. A
sample query may include request for information as to how to best get to a given device, queries
regarding cost of various connections, bandwidth of various available services, and similar.
Cloud route oracle server 524 retains some of the background information supplied in the queries
and caches or stores it. Then oracle server 524 helps devices find other devices, choose routes,
and weigh route and Internet exit characteristics.

[0060] The cloud route oracle server 524 may form part of the cloud exit server 522, or
may be a separate and independent server. The cloud exit server 522 can be used to provide
security, privacy, and speed improvements, and the channel joining benefit to traffic that is even
completely opaque and remains unclassified by the system. Cloud exit server 524 can also be
applicable to classified traffic, where its understood nature can be used to improve speed. For
example, HTTP traffic can have comments stripped and variable names shortened in JavaScript,
the size of images reduced by dropping metadata, converting to a more efficient image format,
discarding some information encoded in the image that is unlikely to be visible to the human eye,
and video traffic re-encoded better.

[0061] When used with opaque traffic, the system with the cloud exit server 524 operates
as follows. When a request is originated in a user application of a mobile device, the client
residing in the mobile device attempts to decipher or classify the request. If the request is
decipherable and the client can handle the request without the support of cloud exit server 524,
the client handles the request. Otherwise, if the request is not decipherable, the packets of the
request are encapsulated by the client of the originating mobile device and sent over one or
multiple paths. The encapsulating packets have the address of the cloud exit server 524 as the
destination, while the encapsulated packets have the target server address as the destination and
the address of the mobile device as the originating address.

[0062] Error correction techniques can be used to ensure the encapsulated packets arrival
at the cloud exit server 524. Many error-correcting codes, such as Reed Solomon codes in

general can be suitable, but the following simple technique also works well in practice: when
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more than two paths are available, use one of the paths to send the exclusive OR of packets sent
on other paths. If one of the packets fails to arrive, it can be reconstructed by taking the
exclusive OR of packets that did arrive. Under this scheme, the loss of two packets still requires
a retransmission, but the combination of low overhead and low probability of retransmission
makes this mechanism attractive.

[0063] When the encapsulated packets arrive at the cloud exit server 524, they are
decapsulated to expose the target address and originating address. The now decapsulated packets
are directed to the target server using the target address as the destination and the cloud exit
server 524 address as the originating. The replies are then directed by the target server to the
Cloud Exit server 524. As the replies arrive at the cloud exit server 524, sends them to the
originating device using any available channels, i.e., not necessarily the same channels form
which the requests were received by the cloud exit server 524.

[0064] It should be understood that processes and techniques described herein are not
inherently related to any particular apparatus and may be implemented by any suitable
combination of components. Further, various types of general purpose devices may be used in
accordance with the teachings described herein. The present invention has been described in
relation to particular examples, which are intended in all respects to be illustrative rather than
restrictive. Those skilled in the art will appreciate that many different combinations will be
suitable for practicing the present invention.

[0065] Moreover, other implementations of the invention will be apparent to those skilled
in the art from consideration of the specification and practice of the invention disclosed herein.
Various aspects and/or components of the described embodiments may be used singly or in any
combination. It is intended that the specification and examples be considered as exemplary only,

with a true scope and spirit of the invention being indicated by the following claims.
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Claims

1.

A process embodied in a processor readable code that, when executed causes a
computing device to perform the steps comprising:

a. establish and simultaneously maintain multiple connections to a plurality
of other devices, thereby establishing a plurality of communication channels;

b. obtain a plurality of web resources by sending a plurality of resource
requests to a target device, wherein at least two of the plurality of requests are sent over

two different communication channels of the plurality of communication channels.

The process of claim 1, wherein maintain multiple connections comprises maintaining

unique IP address for each communication channel.

The process of claim 1, wherein at least one of the plurality of resource requests is

encapsulated prior to its transmission.

The process of claim 3, wherein the encapsulated request is sent to a cloud exit server to

be decapsulated and forwarded to the target device by the cloud exit server.

The process of claim 1, wherein at least one of the plurality of web resource requests
comprises an HTTP range request, specifying a part of a file to be sent to the computing

device.

The process of claim 1, wherein the computing device sends equal number of requests

over each one of the plurality of communication channels.

The process of claim 1, wherein the computing device weighs requests by number of
bytes in each request and balances the number of bytes sent over each one of the

communication channels.
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The process of claim 1, wherein the computing device maintains an estimate of past
performance of each one of the plurality of communication channels and weighs number
of bytes to be sent over each one of the plurality of communication channels according to

the corresponding estimate of past performance.

The process of claim 1, wherein the computing device maintains an estimate of past
performance of each one of the plurality of communication channels and weighs number
of requests to be sent over each one of the plurality of communication channels according

to the corresponding estimate of past performance.

The process of claim 1, wherein the computing device maintains an estimate of usage
cost of each one of the plurality of communication channels and weighs number of
requests to be sent over each one of the plurality of communication channels according to

the corresponding estimate of usage cost.

The process of claim 1, wherein the computing device further sends a request to a server

to obtains connection information for at least one of the plurality of other devices.

The process of claim 1, wherein one of the plurality of other devices comprises a

smartphone and one of the plurality of other devices comprises a WiFi router.

The process of claim 12, wherein at least one of the plurality of resource requests is sent

to the Internet via the smartphone.

The process of claim 1, wherein one of the plurality of communication channels is
established over cellular network and one of the plurality of communication channels is

established over WiFi transmission.

The process of claim 1, wherein one of the plurality of communication channels is
established over cellular network and one of the plurality of communication channels is

established over Bluetooth.
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The process of claim 12, wherein at least one of the plurality of resource requests is sent

to the Internet via the Bluetooth.

A system for enabling multi-channel communication with a mobile device, the mobile
device having a user application running therein, the system comprising:

a main application residing on a network-connected server, the main application

causing the server to perform the process comprising:

receiving an encapsulated request sent from the mobile device and
determining originating address of the request;

decapsulating the encapsulated request to obtain a decapsulated request
and determining target address from the decapsulated request to determine a target of the
decapsulated request;

sending the decapsulated request to the target using the target address;

receiving a response to the decapsulated request from the target; and,

forwarding the response to the mobile device using the originating
address.

The system according to claim 17, wherein determining originating address of the request

is performed after decapsulating the encapsulated request.

The system according to claim 18, further comprising:
a client application residing on the mobile device, the client application causing the
mobile device to perform the process comprising:

intercepting a request generated by the user application;

analyzing the request to determine whether the request is decipherable and can be
handled by the client application;

when the request is not decipherable, encapsulating the request inside an
encapsulation packet, wherein the encapsulated request contains the source address and
the target address and the encapsulation packet contains address of the network-
connected server; and,

sending the encapsulated request to the network-connected server.
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The system according to claim 19, wherein when the request is dechipherable, sending

the request to the target address.

. The system according to claim 19, wherein when the request is dechipherable as being an

idempotent request, sending the request to the target address a plurality of times using a
plurality of channels.

The system according to claim 19, wherein when the request is dechipherable, splitting
the request into a plurality of sub-requests and sending the plurality of sub-requests to the
target address using a plurality of channels.

The system according to claim 19, wherein when the request is dechipherable, sending
the requests to the target address and, when a reply to the request is received, storing at
least part of the reply in a cache memory.

The system according to claim 23, further comprising receiving a forward request from a
second mobile device and determining whether a reply to the forward request is stored in
the cache memory of the mobile device and, if so, sending the reply to the second mobile
device without forwarding the forward request.

The system according to claim 19, wherein when the request is dechipherable, sending
the requests to the target address via a second mobile device and, when a reply to the
request is received in the second mobile device, storing at least part of the reply in a
cache memory of the second mobile device.

The system according to claim 19, wherein when the request is dechipherable, sending
the requests to the target address via a second mobile device and, when the request is
received by the second mobile device, determining whether a reply to the request is
stored in a cache memory of the second mobile device and, if so, fetching the reply from
the cache of the second mobile device and sending the rely to the originating mobile
device.

The system according to claim 19, wherein when the request is dechipherable to contain a

plurality of sub-requests, determining whether replies to at least one of the sub-requests is
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stored in the cache memory and, if so, providing the reply to the user application and
sending remainder sub-requests to the target address.
The system according to claim 27, wherein the plurality of sub-requests are sent via a
plurality of communications channels and wherein at least one of the communication
channels comprises an ad-hoc connection to a second mobile device.
A process embodied in a processor readable code that, when executed causes a
computing device to perform the steps comprising:
receiving a communication request on an OSI IP layer;
analyzing the request to classify the request and determine whether it can be
handled on a higher OSI layer;
when the request cannot be handled on a higher level, sending the request over the
IP layer;
when the request can be handled on a higher level, sending the request over the
higher OSI layer.
The process of claim 29, wherein analyzing the request comprises determining the
request’s port number, the request’s type of packets, and the request’s content.
The process of claim 29, wherein when it is determined that the request can be handled
over an OSI application layer, sending the request and a duplicate of the request over
multiple communications channels.
The process of claim 29, wherein when the request is classified as an HTTP request,
sending the request over multiple communications channels at the application layer.
The process of claim 29, wherein when it is determined that the request cannot be
handled at a higher OSI layer, encapsulating the request by including a target address and
an originating address in the encapsulated request and having a web exit address of a
cloud exit server on encapsulation of the request, enabling the cloud exit sever to
decapsulate the request and forward the request using the target address.
The process of claim 33, further comprising encrypting the request.
The process of claim 33, wherein encapsulating the request comprises placing a packet of
the request having a source address and a target address inside an encapsulation packet

having a cloud exit server address.
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36. The process of claim 33, wherein encapsulating the request comprises breaking packet of
the request into multiple sub-packets, and placing each sub-packet with a source address
and a target address inside an encapsulation packet having a cloud exit server address,
thereby generating multiple encapsulated requests.

37. The process of claim 36, wherein the multiple encapsulated requests are sent over

multiple communication channels.
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AMENDED CLAIMS
received by the International Bureau on 28 June 2014 (28.06.2014)

A proccss cmbodied in a processor readable code that, when executed causes a mobile
device to perform the steps comprising:

a. establish and simultancously maintain multiple connections by thc mobile
device to a plurality of other devices, thereby establishing a plhurality of communication
channels;

b. obtain a plurality of wcb resources by scnding a plurality of resource
rcquests to a target device, whercin at least two of the plurality of requests are scnt over

two diffcrent communication channels of the plurality of communication channels.

The process of claim 1, wherein maintain multiple connections comprises maintaining

unique IP address for cach communication channcl.

The process of claim 1, whercin at lcast onc of the plurality of resource requests is

encapsulated prior to its transmission.

The process of claim 3, whercin the cncapsulated request is sent to a cloud exit server to

be decapsulated and forwarded to the target device by the cloud exit server.

The process of claim |, wherein at least one of the plurality of web resource requests

comprises an HT TP rangc request, specifying a part of a file to be scnt to the computing

device.

The process of claim 1, wherein the computing device sends equal number of requests

over each one of the plurality of communication channels.
The process of claim 1, whercin the computing device weighs requests by number of

bytcs in cach request and halances the number of bytes sent over each one of the

communication channels.

AMENDED SHEET (ARTICLE 19)
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The process of claim I, whercin the computing device maintains an estimate of past
performance of cach one of the plurality of communication channels and weighs number
of bytcs to be sent over each one of the plurality of communication channels according to

the corresponding estimate of past performance.

The process of claim 1, wherein the computing device maintains an estimatc of past
performance of cach one of the plurality of communication channels and wcighs number
ol requests to be sent over each one of the plurality of communication channels according

to the corresponding estimate of past performance.

The process of claim 1, wherein the computing device maintains an estimate of usage
cost of cach one of the plurality of communication chamnels and weighs numbcr of
rcquests to be sent over each one of the plurality of communication channcls according to

the corresponding estimate of usage cost.

The process of claim 1, wherein the computing dcvice further sends a request to a server

to obtains connection information for at least one of the plurality of other devices.

. The process of claim 1, wherein one of the plurality of other devices comprises a

smartphone and one of the plurality of other devices comprises a Wil'i router.

(Original) Thc process of claim 12, wherein at least one of the plurality of resource

requests is sent to the Internet via the smartphone.

The process of claim 1, wherein one of the plurality of communication channels is
established over cellular network and one of the plurality of communication channels is

established over WiFi transmission.

The process of claim 1, whercein one of the plurality of communication channels is

established over ccllular network and one of the plurality of communication channels is

established over Bluetooth.

AMENDED SHEET (ARTICLE 19)
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16. The process of claim 12, wherein at least one of the plurality of resource requests is sent

to the Intcrnet via the Bluctooth.

17. A system for enabling multi-channcl communication with a mobile device, the mobile
device having a user application running therein, the system comprising:

4 main application residing on a nctwork-connccted server, the main application

causing the server to perform the process comprising:

rccciving an cncapsulated request sent from the mobile device and
determining originating addrcss of the request,

decapsulating thc cncapsulated request to obtain a decapsulated request
and determining target address from thc dccapsulated request to determine a target of the
decapsulated request;

sending the dccapsulated request to the target using the target address;

rcceiving a response to the decapsulated request from the target; and,

forwarding the response to the mobile device using the originating
address.

18. The system according to claim 17, wherein determining originating address of the request

is performed after decapsulating the cncapsulated request.

19. The system according to claim 18, further comprising:

a clicnt application residing on the mobile device, the client application causing the
mobile device to perform the process comprising:

intercepting a request generated by the user application;

analyzing the request to determine whether the request is decipherable and can be
handled by the clicnt application;

when the request is not decipherable, encapsulating the request inside an
cncapsulation packet, wherein the encapsulated request contains the source address and
the target address and the encapsulation packet contains address of the network-
connecled server; and,

scnding the encapsulated request to the network-connected server.

AMENDED SHEET (ARTICLE 19)
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The system according to claim 19, whercin when the requcest is dechipherable, sending

the request to the target address.

The system according to claim 19, wherein when the request is dechipherable as being an
idempotent request, sending the request to the target address a plurality of times using a

plurality of channels.

The system according to claim 19, wherein when the request is dechipherable, splitting
the request into a plurality of sub-requests and sending the plurality of sub-requests to the

target address using a plurality of channels.

The system according to claim 19, wherein when the request is dechipherable, sending
the requests to the target address and, when a reply to the request is received, storing at

least part of the reply in a cache memory.

‘The system according to claim 23, further comprising receiving a forward request from a
second mobile device and determining whether a reply to the forward request is stored in
the cache memory of the mobile device and, if so, sending the reply to the second mobile

device without forwarding the forward request.

The system according to claim 19, wherein when the request is dechipherable, sending
the requests to the target address via a second mobile device and, when a reply to the
request is received in the second mobile device, storing at lcast part of the reply in a

cache memory of the second mobile device.

The system according to claim 19, wherein when the request is dechipherable, sending
the requests to the target address via a second mobile device and, when the request is
received by the second mobile device, determining whether a reply to the request is
stored in a cache memory of the second mobile device and, if so, tetching the reply from
the cache of the second mobile device and sending the rely to the originating mobile

devicc,

AMENDED SHEET (ARTICLE 19)
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The system according to claim 19, wherein when the request is dechipherable to contain a
plurality of sub-rcquests, dctermining whether replies to at least one of the sub-requests is
stored in the cache memory and, if so, providing the reply to the user application and

sending rcmainder sub-requests to the target address.

. The system according to claim 27, wherein the plurality of sub-requests are sent via a

plurality of communications channcls and wherein at least one of the communication

channels comprises an ad-hoc conncction to a second mobile device,

A proccss cmbodicd in a processor readable code that, when executed causes a
computing device to perform the steps comprising:
rccei';'ing a communication request on an OSI IP layer;
analyzing the request to classify the request and determine whether it can be
handled on a higher OSI layer;
when the request cannot be handled on a higher level, sending the request over the
IP laycr;
when the request can be handled on a highér level, sending the request over the

higher OSI layer.

The process of claim 29, whercin analyzing the request comprises determining the

request’s port number, the request’s type of packcts, and the rcquest’s content.
The process of claim 29, wherein when it is determined that the request can be handled
over an OS] application layer, sending the request and a duplicate of the request over

multiplc communications channels.

The process of claim 29, whercin when the request is classified as an HTTD request,

seriding the request over multiplc communications channels at the application layer.

AMENDED SHEET (ARTICLE 19)
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The process of claim 29, whercin when it is detcrmined that the request cannot be
handled at a higher 0sI laycr, cncapsulating the request by including a target address and
an originating addrcss in thc cncapsulated request and having a web exit address of a
cloud exit server on encapsulation of the request, enabling the cloud exit sever to

decapsulate the request and forward the request using the target address.

. The process of claim 33, further comprising encrypting the request.

. The process of claim 33, whercin encapsulating the request comprises placing a packet of

the rcquest having a source address and a target address inside an encapsulation packet

having a cloud exit server address.

The proccss of claim 33, whercin encapsulating the request comprises breaking packet of
the request into multiple sub-packets, and placing cach sub-packet with a source address
and a target address inside an encapsulation packet having a cloud exit server address,

thereby generating multiple encapsulated rcquests.

. The process of claim 36, wherein the multiple encapsulated requests are sent over

multiple communication channcls,

AMENDED SHEET (ARTICLE 19)



WO 2014/137382 PCT/US2013/056123
31

STATEMENT UNDER ARTICLE 19 (1)

Claims 1-37 are all the claims pending in the application.

Claim | has been amended to clarify that the simultaneous communication channels are
maintained by the mobile device to a plurality of other dcviccs. Conversely, in cited Siorpacs the
mobile device maintains only a single communication channel and switches the protocol when
needed. As stated in the Written Opinion, in Siorpaes the server maintains a plurality of sessions
with multiple devices, however this is not what is claimed. What is claimed is a mobile device
maintaining a plurality of sessions with a plurality of other devices and requesting web resources
by sending a plurality of requests via at least two of these devices,

Entry and consideration of this Amendment are respectfully requested.
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INTERNATIONAL SEARCH REPORT

PCT/US2013/056123 02.05.2014

International application No.
PCT/US 13/56123

A.  CLASSIFICATION OF SUBJECT MATTER
IPC(8) - GO6F 15/173 (2014.01)
USPC - 709/238

According to International Patent Classification (IPC) or to both national classification and [PC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by ¢!
IPC(8): GO6F 15/173 (2014.01)
USPC: 709/238

lassification symbols)

IPC(8): GO6F 15/173 (2014.01)

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

USPC: 709/203, 238; 370/466, 467, 536 (keyword limited; terms below)

Electronic data base consulted during the international search (name of

data base and, where practicable, search terms used)

PatBase; Google(Web, Patent); Search terms used: virtual channel joining |P address encapsulation tunneling cellular bluetooth
handover handoff http request weigh prioritize cloud smartphone history prediction bandwidth cost target destination endpoint

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.
X US 2005/0080884 A1 (Siorpaes et al.) 14 April 2005 (14.04.2005), entire document especially 1-3,5,6, 11, 14,15
- Fig. 1, 2; para [0048]-{0067], [0115] [0127], [0148] -
Y : 4,7-10,12,13,16
Y US 2013/0045710 A1 (Raleigh) 21 February 2013.(21.02.2013), para (0071}, [0094], [0131], 4,7-10, 12,13, 16
[0257], [0265], [0273), [0322], [0341], [0438], [0448], [0515], [0527]
A US 2012/0198081 A1 (Zhao et al.) 02 August 2012 (02.08.2012), entire document 1-16
LA US 2012/0188980 A1 (Wang et al.) 26 July 2012 (26.07.2012), entire document 1-16
US 2007/0242637 A1 (Dynarski et al.) 18 October 2007 (18.10.2007), entire document 1-16
US 2006/0072151 A1 (Amani et al. ) 06 April 2006 (\06.042006) entire document 1-16
A US 2005/0250507 A1 (Leung et al.) 10 Noyember 2005 (10.11.2005), entire document 1-16

E] Further documents are listed in the continuation of Box C.

T

*

the priority date claimed

Special categories of cited documents: .

“A” document defining the general state of the art which is not considered
to be of particular relevance

“E” earlier application or patent but published on or after the international
filing date

“L” document which may throw doubts on priority claim(s) or which is
cited to establish the publication date of another citation or other
special reason (as specified)

“0” document referring to an oral-disclosure, use, exhibition or other
means

“P” document published prior to the international filing date but later than

“T” later document published after the international filing date or riority
date and not in conflict with the apghcanon but cited to understand

the principle or theory underlying the invention

document of particular relevance; the claimed invention cannot be
considered novel or cannot be considered. to involve an inventive
step when the document is taken alone

document of particular relevance; the claimed invention cannot be
considered to involve an inventive step when the document is
combined with one or more other such documents, such combination
being obvious to a person skilled in the art

wy”

'

“&” document member of the same patent family

Date of the actual completion of the international search

26 March 2014 (26.03.2014)

Date of mailing of the international search report

02 MAY 2014

Name and mailing address of the ISA/US

Mail Stop PCT, Attn: ISA/US, Commissioner for Patents
P.O. Box 1450, Alexandria, Virginia 22313-1450

Facsimile No. §71-273-3201

Authorized officer:
' Lee W. Young

PCT Helpdesk: 571-272-4300
PCT OSP: 571-272-7774

Form PCT/ISA/210 (second sheet) (July 2009)
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Box No. I1 Observations where certain claims were found unsearchable (Continuation of item 2 of first sheet)

This international search report has not been established in respect of certain claims under Article 17(2)(a) for the following reasons:

D Clalms Nos.:

because they relate to subject matter not required to be searched by this Authority, namely

2. D Clalms Nos.:

because they relate to parts of the international application that do not comply with the prescrlbed requirements to such an
extent that no meaningful international search can be carried out, specifically:

3. D Claims Nos.:

because they are dependent claims and are not drafted in accordance with the second and third sentences of Rule 6.4(a).

Box No. III Opservations where unity of invention is lackmg (Continuation of item 3 of first sheet)

This International Séarching Authority found multiple inventions in this international application, as follows:

~PLEASE SEE EXTRA SHEET--

1. D As all required additional search fees were timely paid by the applicant, this international search report covers all searchable
claims.

2. D As all searchable claims could be searched without effort justifying addiﬁonal fees, this Authority did not invite payment of
additional fees. .

13. D As only some of the required additional search fees were timely paid by the applicant, thls international search report covers
only those claims for which fees were paid, specifically claims Nos.:

4. VA - No required additional search fees were timely paid by the applicant. Consequently, this international search report is

1rc1sé_.ricted to the invention first mentioned in the claims; it is covered by claims Nos.:

Remark on Protest D The additional éearch fees were accompanied by the applicant’s protest and, where applicable, the
’ payment of a protest fee.
D The additional search fees were accompanied by the applicant’s protest but the applicable protest
fee was not paid within the time limit specified in the invitation. .

D No protest accompanied the payment of additional search fees.

Form PCT/ISA/210 (continuation of first sheet (2)) (July 2009)
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Box No. lll Observations where unity of invention is lacking:

This application contains the following inventions or groups of inventions which are not so linked as to form a single general invel:\tive
concept under PCT Rule 13.1. In order for all inventions to be examined, the appropriate additional examination fees must be paid.-

Group |: Claims 1-16 are drawn to.a process embodied in a processor readable code that, when executed causes a computing device to
perform the steps comprising: a. establish and simultaneously maintain multiple connections to a plurality of other devices...b. obtain a
plurality of web resources by sending a plurality of resource requests to a target device, wherein at least two of the plurality of requests
are sent over two different communication channels.

Group II: Claims 17-28 are drawn to a system for enabling multi-channel communication with a mobile device, the mobile device having
a user application running therein, the system comprising:...receiving an encapsulated request sent from the mobile device and
determining originating address of the request; decapsulating the encapsulated request to obtain a decapsulated request and
determining target address from the decapsulated request to determine a target of the decapsulated request; sending the decapsulated
request to the target using the target address; receiving a response to the decapsulated request from the target; and, forwarding the
response to the mobile device using the originating address.

Group Hil: Claims 29-37 are drawn to a process embodied in a processor readable code that, when executed causes a computing device
to perform the steps comprising: receiving a communication request on an OS| IP layer; analyzing the request to classify the request
and determine whether it can be handled on a higher OS| layer; when the request cannot be handled on a higher level, sending the
request over the |P layer; when the request can be handled on a higher level, sending the request over the higher OS layer.

The inventions listed as Groups | through Il do not relate to a single general inventive concept under PCT Rule 13.1 because undef
PCT Rule 13.2 they lack the same or corresponding technical features for the following reasons:

Special Technical Features

The special technical feature of Group | is a process embodied in a processor readable code that, when executed causes a computing
device to perform the steps comprising: a. establish and simultaneously maintain multiple connections to a plurality of other devices...b.
obtain a plurality of web resources by sending a plurality of resource requests to a target device, wherein at least two of the plurality of
requests are sent over two different communication channels, not required in any other group.

The special technical feature of Group Il is a system for enabling multi-channel communication with a mobile device, the mobile device
having a user application running therein, the system comprising:...receiving an encapsulated request sent from the mobile device and
determining originating address of the request; decapsulating the encapsulated request to obtain a decapsulated request and
determining target address from the decapsulated request to determine a target of the decapsulated request; sending the decapsulated
request to the target using the target address; receiving a response to the decapsulated request from the target; and, forwarding the
response to the mobile device using the originating address, not required in any other group. .

The special technical feature of Group Il is a process embodied in a processor readable code that, when executed causes a computing

device to perform the steps comprising: receiving a communication request on an OS| IP layer; analyzing the request to classify the

request and determine whether it can be handled on a higher OS| layer; when the request cannot be handled on a higher level, sending
" the request over the IP layer; when the request can be handled on a higher level, sending the request over the higher OS| fayer, not

required in any other group. .

Common Technical Features

Group | through |l share the technical feature of muitiple commumcauon channels. However, this shared technical features does not
represent a contribution over the prior art:

US 2005/0250507 A1 (Leung et al.) (hereinafter Leung) 10 November 2005 (10.11.2005)

Leung teaches multiple communication channels (e.g. a first transceiver transmits a request-to-send message over a plurahty of
communication channels, para [0007), [0015); abstract);

As the above common features were known in the art at the time of the invention, these cannot be considered a special technical feature
that would otherwise unify the groups.

Therefore, Groups ! - il lack unity under PCT Rule 13 because.they do not share a same or corresponding special technical feature.

Form PCT/ISA/210 (extra sheet) (July 2009)
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