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(57) ABSTRACT 

A tool for estimating performance of a data Storage System 
includes a database comprising performance data for a 
plurality of possible data Storage System configurations, and 
a computer or processor for receiving user input defining a 
data Storage System configuration, retrieving recorded per 
formance data corresponding to the data Storage System 
configuration from the database, and calculating estimated 
performance data for the data Storage System configuration 
based on the data from the database. 
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PERFORMANCE ESTMATION TOOL FOR DATA 
STORAGE SYSTEMS 

BACKGROUND 

0001. The use of computers and computer networks 
pervade virtually every business and other enterprise in the 
modem World. With computers, users generate and receive 
vast quantities of data that can be stored for a variety of 
purposes. This Storehouse of data can grow at a phenomenal 
pace and become critically valuable to those who have 
generated it. Thus, to be Successful in today's economy, 
companies should seek to obtain the most efficient, cost 
effective, and best performing Information Technology Solu 
tions they can afford. Because data Storage has become one 
of the most important components in that Information Tech 
nology infrastructure, there is an ever-present need for data 
Storage Systems that improve on capacity, Speed, reliability, 
etc. 

0002. In a single computer, the primary data storage 
device is usually a hard drive with a storage capacity 
measured in gigabytes. Additionally, computers may store 
data using such devices as CD-ROM drives, floppy disk 
drives, tape drive, etc. Within a computer network, the 
computers of the network may also store data on -network 
Servers or other data Storage devices, Such as those men 
tioned above, that are accessible through the network. For 
larger Systems with even greater data Storage needs, arrayS 
of data Storage disks may be added to the network. Such an 
array of data Storage disks is Sometimes referred to as a 
Redundant Array of Independent (or Inexpensive) Disks 
(RAID). 
0003 Storage Area Networks (SANs) are technology 
being implemented to accommodate high-capacity data Stor 
age devices, particularly disk arrays, within a network. 
Essentially, a SAN is a high-speed network between client 
devices, Such as networked personal computers and Servers, 
and data Storage devices, particularly disk arrayS. In most 
cases, a SAN overcomes the limitations and inflexibility of 
traditional attached data Storage. 
0004. Where disk arrays and/or a SAN are implemented 
as a data Storage Solution, it is important to match the 
performance of the array or arrays with the data Storage 
needs of the network. This raises the issue of how to 
determine or predict the performance of a particular data 
Storage configuration. In other words, how can enough of the 
right performance data be communicated to aid a Solution 
designer in predicting the performance limitations of an 
array'? 

0005 The answer can be complex and difficult. There are 
many factors to consider when looking at the performance of 
a data Storage Solution. These include the characteristics of 
the client devices (e.g., networked computers and servers), 
the workload, and the disk array itself. Understanding the 
limitations of the disk array would aid the Solution designers 
and technical consultants, and would also help field engi 
neers as they try to debug or optimize the data Storage 
Solution. 

0006. In the past, these issues have been addressed on a 
configuration-by-configuration basis. When one of the 
almost infinite possible data Storage System configurations is 
implemented and tested, performance data can be docu 
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mented in, for example, a white paper. However, each Such 
paper gives performance data Specific to the data Storage 
System configuration being documented. Thus, it is easy to 
See why countleSS Such paperS exist, one for each tested 
configuration. However, due to Small variations in configu 
ration or operating conditions, one can often find multiple 
paperS on Similar configurations with no consensus in the 
recorded results. Alternatively, there may be no paper avail 
able at all on the configuration a designer is considering. 

SUMMARY OF SELECTED EMBODIMENTS 

0007. In one of many possible embodiments, a tool for 
estimating performance of a data Storage System includes a 
database comprising performance data for a plurality of 
possible data Storage System configurations, and a computer 
or processor for receiving user input defining a data Storage 
System configuration, retrieving recorded performance data 
corresponding to the data Storage System configuration from 
the database, and calculating estimated performance data for 
the data Storage System configuration based on the data from 
the database. 

0008. In another possible embodiment, a method of esti 
mating performance of a data Storage System includes 
receiving user input defining a data Storage System configu 
ration; retrieving recorded performance data corresponding 
to the data Storage System configuration from a database; 
and calculating estimated performance data for the data 
Storage System configuration based on the data from the 
database. 

0009. In another possible embodiment, a method of doing 
business in which data Storage equipment is Sold includes 
defining performance criteria desired from a data Storage 
System; proposing a data Storage System configuration in 
accordance with the performance criteria; and validating the 
proposed data Storage System configuration against the per 
formance criteria with an automated performance estimation 
tool. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0010. The accompanying drawings illustrate various 
Selected embodiments of the present invention and are a part 
of the specification. The illustrated embodiments are 
examples of the present invention and do not limit the Scope 
of the invention. 

0011 FIG. 1 is an illustration of a network with an 
implemented data Storage Solution which can be evaluated 
using embodiments of the present invention. 
0012 FIG. 2 is an illustration of the software and hard 
ware of a data Storage performance estimation tool accord 
ing to an embodiment of the present invention. 
0013 FIGS. 3a and 3b (collectively, “FIG. 3”) are a 
flowchart illustrating a method of estimating data Storage 
performance according to an embodiment of the present 
invention. FIG.3 also shows how the illustrated method can 
be implemented in the software illustrated in FIG. 2. 
0014 FIG. 4 is an illustration of a user interface for the 
Software of FIG. 2 according to one embodiment of the 
present invention. 
0015 FIG. 5 is a flowchart illustrating a business method 
that uses the performance estimation tool of FIG. 2 accord 
ing to one embodiment of the present invention. 
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0016 Throughout the drawings, identical reference num 
berS designate Similar, but not necessarily identical, ele 
mentS. 

DETAILED DESCRIPTION OF SELECTED 
EMBODIMENTS 

0.017. This specification describes methods and systems 
that can be used to estimate the performance of a data 
Storage System, e.g., a disk array. The estimated performance 
data can be used to help diagnose an existing data Storage 
System or Select an optimal configuration for a System being 
designed. Among other things, the Specification describes a 
Performance Estimation Tool (“PET) that can be used to 
produce estimated performance data for a particular data 
Storage System. 

0.018 FIG. 1 illustrates a network with an implemented 
data Storage System that can be evaluated using the PET 
disclosed herein. As shown in FIG. 1, a number of client 
devices (102), for example, personal computers, laptops, 
Servers, etc., are connected to a network (100). Also con 
nected to the network (100) is a data storage device (101). 
0019. The client devices (102) can store data to, and 
retrieve data from, the storage device (101) through the 
network (100). In this way, each client device (102) has 
additional data Storage resources available beyond the data 
Storage capacity of that client device itself. 

0020. In many cases, the data storage device (101) will 
include one or more arrays of data Storage diskS. Such a disk 
array is also referred to as a Redundant Array of Independent 
(or Inexpensive) Disks (RAID). As indicated above, a com 
mon data Storage device used in a Storage Area Network 
(SAN) is a disk array or RAID. As used herein, a disk array 
or RAID is defined as two or more hard drives or other data 
Storage disks that provide data Storage for connected client 
devices. 

0021 Redundant Arrays of Independent (or Inexpensive) 
Disks are intended to provide Storage with better perfor 
mance and reliability than individual disks. In the pursuit of 
better performance or better reliability, numerous RAID 
types have been devised. Each of these RAID types or levels 
has different reliability and performance characteristics. 

0022. For example, one RAID Type is called Type-1. 
With a Type-1 RAID, data that is written to one disk is 
Simply mirrored to another, Second disk. Thus, data Stored in 
a Type-1 RAID is very reliable because all the data is stored 
twice and is, therefore, automatically backed up against 
inadvertent error or corruption. 

0023. In a Type-1 disk array with N disks, there are N/2 
disks worth of data Storage Space, and up to N/2 different 
input or output operations (I/O) can be accommodated at any 
given time (one I/O per 2 disks in the array). Thus, a Type-1 
RAIDSacrifices Storage capacity to a certain extent in favor 
of higher reliability and performance. 

0024. Another RAID Type-is called Type-5. In Type-5 
RAID, one disk’s worth of parity information is calculated 
from the other disks in the array. Parity refers to an integer's 
property of being odd or even. Parity checking is used to 
detect and correct errors in binary-coded data, including data 
Stored on a disk array, Such as a RAID. 
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0025 Therefore, in a Type-5 disk array with N disks, 
there are N-1 disks worth of data Storage space. However, 
when a write command is entered into a Type-5 array, the 
array must first read from two disks as part of the parity 
calculation and then write to two disks afterward. As a result, 
a Type-5 array can only handle about half as many input/ 
output commands in a given amount of time as a Type-1 
array. Thus, a Type-5 array has a larger Storage capacity for 
a given number of disks at the Sacrifice of Some input/output 
Speed. 
0026. Given this general information, it becomes appar 
ent that each RAID Type-has its own Strengths and weak 
nesses. A Type-5 array can fit more user data onto a given 
number of disks than can a Type-1 array. However, a Type-5 
array processes input/output commands at a rate only about 
half that of a Type-1 array. 
0027. The strengths and weaknesses of individual RAID 
types have given rise to the hierarchical Storage array. In a 
hierarchical Storage array, data is moved from RAID Type-to 
RAID Type-based on certain criteria in order to try to obtain 
more of the Strengths and less of the weaknesses than each 
of the individual RAID types offer by themselves. 
0028. The PET disclosed herein allows users to input 
Some basic information about the configuration of a data 
Storage System, e.g., a disk array. The System may be a 
proposed System under consideration or an existing System 
in need of Study. The basic information input may include, 
for example, the number of disks, the disk types, the RAID 
type or level, the number of front-end and back-end con 
trollers, and the intensity of the workload. 
0029. Using these inputs, the PET outputs an estimation 
of the performance characteristics of the data Storage SyS 
tem. As will be described in more detail below, the estima 
tion of performance is based on real performance measure 
ments and may include an estimation of the Input/Output per 
Second (IO/sec), megabytes per Second (MB/sec), and 
response time of the data Storage System for various speci 
fied workloads. 

0030 FIG. 2 is an illustration of the software and hard 
ware of one possible embodiment of the data storage PET. 
As shown in FIG. 2, the PET may essentially be a piece of 
Software (200) that can be executed by any general-purpose 
computer. This Software can be Stored on any medium for 
Storing computer-readable instructions, including, but not 
limited to, a hard drive, floppy disk, CD-ROM, etc. Alter 
natively, the PET software could be implemented as, for 
example, firmware for a processor, an application-specific 
integrated circuit (ASIC) or a combination of hardware and 
Software in a dedicated performance estimation tool. 
0031. In the embodiment of FIG. 2, the PET software 
(200) is installed on a laptop or notebook computer (205). 
This has the advantage of allowing the PET to be highly 
portable. Consequently, a designer or field engineer can use 
the PET at any location, including on-site with a data Storage 
System being Studied. 
0032). In the example of FIG. 2, the PET software (200) 
comprises three principal components, a user interface 
(201), a performance estimation engine (203) and a database 
of performance data (202). The database (202) may be part 
of the PET software (200) or may be a separate data 
structure. Each of these components will be described in 
detail below. 
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0033. The user interface (201) is preferably a graphical 
user interface and allows the user to input information about 
the data Storage System that is to be Studied, i.e., for which 
performance estimates are desired. This may be a planned 
System being Studied by a designer or an existing System 
being Studied by a field engineer. 

0034 Based on the user's inputs, the performance esti 
mation engine (203) will generate the desired performance 
estimates using the data in the database (202). The user 
interface (201) will then provide the performance estimates 
to the user. This output may be in numeric or graph form, or 
both. The user interface (201) may also allow the user to 
Specify in what form the performance estimates are dis 
played. 

0035) The database of performance data (202) is a data 
base that contains performance data for the field of possible 
configurations and components of a data Storage System. 
This data is used by the performance estimation engine 
(203) to generate or lookup estimated performance data for 
the user-defined configuration Specified by the input through 
the user interface (201). 
0036) To generate the database (202), a variety of differ 
ent data Storage System configurations and components are 
tested under various conditions (e.g., workloads) and the 
performance results are recorded. Because of the huge field 
of possible configurations, it would be extremely difficult to 
test and record actual performance data for each possible 
configuration. Consequently, a more efficient approach is to 
measure performance data for a Selected Subset of the 
possible configuration field and then interpolate that data to 
provide performance data for the entire field. Disk arrayS can 
contain different types and sizes of physical disk mecha 
nisms, but these variations can be accounted for in the 
database (202). 
0037 For example, in a large RAID, there may be 1,024 
disks in the array. In order to plot a reasonable performance 
curve, 12 capacity or performance points to be measured are 
chosen Spanning the operational range of the array. There are 
approximately 10 possible intensity levels (loads) per disk. 
That makes the total array load intensity Some value 
between 1 and 10,000. It is sufficient, for example, to 
measure only 10 different intensities at each performance 
point. 

0.038. There 1-to-4 possible configuration choices for the 
Front-End Controllers (FECs) and Back-End Controllers 
(BECs) in a disk array. In this example, it is sufficient to 
measure two of the possible configurations, e.g., configura 
tions 1 and 4. This data is then interpolated, including for the 
untested configurations 2 and 3. The interpolated data for the 
untested configurations can then be spot-checked to ensure 
that the interpolations were accurate. 

0039 There are multiple disk types (sizes). The perfor 
mance of each type/size can be measured as described 
above, i.e., a number of measured performance points are 
taken over the operation range of the disk and then inter 
polated. As described above, there are also multiple RAID 
types or levels (ways to configure the drives or disks in the 
array). Each RAID type is also measured for performance 
using a number of actual measurement points over the 
operating range, which points are then interpolated to com 
plete the performance database. 
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0040. There are literally infinite possible workloads to 
apply to a disk array. In this example, the five most common 
Workloads -a combination of Sequential, random, and dif 
ferent block sizes-are chosen for testing. The reported 
performance for a data Storage System is then presented in 
terms of these five workloads. 

0041. In generating the database (202), it is useful to 
insure that the measured performance data reflects cache 
avoidance operation. In other words, every effort is made to 
provide disk array performance data that is based Solely on 
the performance of the back-end (or disk mechanism end) of 
the disk array without reflecting on any data caching capa 
bilities of the data Storage System. This is the most conser 
vative performance data possible (minimal cache hits), but 
a good starting point for the PET. 

0042. Once the database (202) is constructed, the PET 
can be used to provide performance estimates over the entire 
field of possible data Storage System configurations. The 
method of operating the PET will be described with refer 
ence to FIG. 3. FIG. 3 also illustrates how the method 
corresponds to operation of the three basic components of 
the PET software (200) shown in FIG. 2. 
0043. As shown in FIG. 3a, the user interface (201) is 
used to input data defining the configuration of the data 
storage system under study (Step 300). For example, this 
data may include the disk type, RAID type or level, the 
number of array groups, the number of controllers (FECs 
and BECs), the actual or expected workload intensity and 
the workload type. 
0044) The user may also specify through the interface 
how the performance data is to be displayed. For example, 
if the performance data is to be shown graphically as a 
performance curve, the user may specify the graph axes. The 
axes may be, for example, Capacity, IO/Sec, or Response 
Time. 

0045. From this user input, the performance estimation 
engine (203) will perform a number of calculations. The 
engine (203) will calculate the total number of disks in the 
array (Step 301), calculate the total raw capacity of the array 
(step 302), calculate the useable capacity of each RAID type 
available (e.g., the RAID type-1 useable capacity, the RAID 
type-5useable capacity, etc.) (step 303) and the total useable 
capacity (step 304). With these numbers, the engine (203) 
can access the database (202) of performance data (includ 
ing both actual and interpolated performance data) (Step 
305) and, given the user input defining the data storage 
configuration under Study, obtain performance data for that 
configuration. 

0046) Proceeding to FIG. 3b, the engine (203) uses the 
retrieved performance data to calculate the performance of 
the data Storage configuration being Studied for a variety of 
different workloads (step 307). In the present example, five 
different workloads are used. The workloads chose are: 8 k 
random reads, 8 k random writes, 8 k random read/writes at 
a 60/40 mix, 64 k Sequential reads and 64 k Sequential 
writes. 

0047 The engine (203) then collates the performance 
estimates for display to the user (step 308). As noted, this 
display may include a graph of a performance curve plotting, 
for example, Capacity, IO/Sec, or Response Time. 
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0048. The user interface (201) then displays the perfor 
mance data (step 309). As will be demonstrated below with 
regard to FIG. 4, this display may include tables showing 
the input data and output data, as well as a graph of the 
performance curve plotting the variables Specified by the 
USC. 

0049 FIG. 4 illustrates an exemplary screen shot of a 
user interface for the PET. As shown in FIG. 4, the interface 
(201a) may include inputs (400), such as pull-down menus, 
data entry fields, and slides that allow the user to describe the 
data Storage configuration to be Studied and Specify in what 
form the performance estimates are output. The resulting 
performance estimates may be shown on the same Screen as 
both tabular data (401) and a graphed performance curve 
(402), e.g., a Saturation or latency curve. 
0050. As illustrated in FIG. 4, one possible way to 
implement the PET is using Microsoft(R) Excel(R). Excel 
includes a user interface with graphic capabilities. The 
database (202, FIG. 2) can be stored as an Excel spreadsheet 
file. The performance estimation engine (203, FIG. 2) can 
be created using the Visual Basic programming capability 
embedded in Excel. Consequently, EXcel provides a readily 
available means of constructing a PET. 
0051) An example of a portion of the engine (203, FIG. 
2) written in visual basic for Excel follows: 
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Solution, e.g., a particular data Storage System configuration, 
can then be proposed to meet those requirements (step 501). 
0054) Once the storage solution is defined and proposed, 
the proposed data Storage System configuration can be input 
to the PET described herein to test whether the Solution will, 
in fact, meet the requirements defined by the customer (Step 
502). The PET then provides performance estimates for the 
proposed configuration. 

0055. The estimated performance of the proposed data 
Storage Solution is then compared to the performance 
requirements specified by the customer (determination 503). 
If the estimated performance matches or exceeds the cus 
tomer's requirements, the proposed Storage Solution is Vali 
dated and the customer can purchase with confidence that 
the data Storage Solution will meet the Specified performance 
criteria (step (504). 
0056. If the performance estimates from the PET indicate 
that the proposed data Storage Solution will not meet the 
performance criteria Specified by the customer, the Solution 
can be re-designed. New Solutions are then tested with the 
PET until a valid solution meeting the customer's perfor 
mance criteria is reached. 

0057 The preceding description has been presented only 
to illustrate and describe the invention. It is not intended to 
be exhaustive or to limit the invention to any precise form 
disclosed. Many modifications and variations are possible in 

For i = 3 To (NUM OF DIFFERENT DISK TYPES : NUM OF DIFFERENT RAID 
TYPES + 1) 

Value = Value + ((BasicValue * 
(((Worksheets(“equations'). Range(LocalColumn & Row1). Value) * 

IntensityRatio * CapacityRatio) + 
((Worksheets(“equations').Range(LocalColumn & (Row1 + 1)). Value) * 

IntensityRatio * (1 - CapacityRatio)) + 
((Worksheets(“equations').Range(LocalColumn & Row2). Value) * 

(1 - IntensityRatio) * CapacityRatio) + 
((Worksheets(“equations').Range(LocalColumn & (Row2 + 1)). Value) * 

(1 - IntensityRatio) * (1 - CapacityRatio)))) * 
(DiskTypeAndERaidType RatiosArray(i) / TotalNumberOfArrayGroups)) 

Call IncrementColumn(LocalColumn) 
Call IncrementColumn(LocalColumn) 

Next i 

0052. As mentioned, the PET described herein can be 
used to test the viability of a proposed data Storage System 
configuration based on anticipated performance demands. 
Alternatively, the PET can be used to diagnose the operation 
of an existing data Storage System. The PET can also be used 
in a busineSS method in which data Storage equipment is 
being Sold to or Serviced for a potential customer. One 
example of such a business method is illustrated in FIG. 5. 

0053. Obviously, a potential customer of data storage 
equipment will want to know that the equipment purchased 
will meet the existing or anticipated data Storage needs of 
that potential customer. As shown in FIG. 5, a sales pro 
fessional can define with the customer what the performance 
requirements of that customer are (step 500). A storage 

light of the above teaching. It is intended that the Scope of 
the invention be defined by the following claims. 

What is claimed is: 
1. A tool for estimating performance of a data Storage 

System, Said tool comprising: 
a database comprising performance data for a plurality of 

possible data Storage System configurations, and 
a computer or processor for receiving user input defining 

a data Storage System configuration, retrieving recorded 
performance data corresponding to Said data Storage 
System configuration from Said database, and calculat 
ing estimated performance data for Said data Storage 
System configuration based on the recorded perfor 
mance data from Said database. 
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2. The tool of claim 1, wherein Said database comprises: 
performance points obtained from testing a plurality of 

data Storage System configurations, and 
data points obtained by interpolating between Said per 

formance points. 
3. The tool of claim 1, further comprising a display for 

displaying Said estimated performance data. 
4. Software Stored on a medium for Storing computer 

readable instructions, Said Software, when executed, causing 
a computer or processor to: 

receive user input defining a data Storage System configu 
ration; 

retrieve recorded performance data corresponding to Said 
data Storage System configuration from a database; and 

calculate estimated performance data for Said data Storage 
System configuration based on the data from Said 
database. 

5. The Software of claim 4, wherein said Software, when 
executed, further causes a computer or processor to display 
Said estimated performance data in a user interface. 

6. The Software of claim 5, wherein said Software, when 
executed, further causes a computer or processor to display 
a graph of Said estimated performance data. 

7. The software of claim 6, wherein axes for said graph are 
Specified by user input. 

8. The software of claim 4, wherein said user input 
comprises disk type data for Said data Storage System, RAID 
type data for Said data Storage System; and a number of array 
controllers for Said data Storage System. 

9. The Software of claim 8, wherein said user input further 
comprises anticipated workload data for Said data Storage 
System. 

10. The Software of claim 8, wherein said Software, when 
executed, further causes a computer or processor to calculate 
Said estimated performance data by: 

calculating a total number of disks in Said data Storage 
System based on Said user input; 

calculating a total raw capacity of Said data Storage 
System based on Said user input; and 

calculating a total useable capacity of Said data Storage 
System based on Said user input. 

11. The Software of claim 4, wherein said estimated 
performance data is calculated for a plurality of workloads. 

12. A method of estimating performance of a data Storage 
System, Said method comprising: 

receiving user input defining a data Storage System con 
figuration; 

retrieving recorded performance data corresponding to 
Said data Storage System configuration from a database; 
and 

calculating estimated performance data for Said data Stor 
age System configuration based on the data from Said 
database. 

13. The method of claim 12, further comprising compiling 
Said database by: 

testing a plurality of data Storage System configurations to 
obtain a plurality of performance points, and 
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interpolating between said performance points to com 
plete Said database. 

14. The method of claim 12, further comprising display 
ing Said estimated performance data in a user interface. 

15. The method of claim 14, wherein said displaying said 
estimated performance data comprising displaying a graph 
of Said estimated performance data. 

16. The method of claim 15, further comprising display 
ing Said estimated performance data in a graph with user 
Specified axes. 

17. The method of claim 12, wherein said user input 
comprises disk type data for Said data Storage System, RAID 
type data for Said data Storage System; and a number of array 
controllers for Said data Storage System. 

18. The method of claim 17, wherein said user input 
further comprises anticipated workload data for Said data 
Storage System. 

19. The method of claim 12, wherein calculating said 
estimated performance data includes: 

calculating a total number of disks in Said data Storage 
System based on Said user input; 

calculating a total raw capacity of Said data Storage 
System based on Said user input; and 

calculating a total uSeable capacity of Said data Storage 
System based on Said user input. 

20. The method of claim 19, further comprising calculat 
ing said estimated performance data for a plurality of 
Workloads. 

21. A device for estimating performance of a data Storage 
System, Said device comprising: 

means for receiving user input defining a data Storage 
System configuration; 

means for retrieving recorded performance data corre 
sponding to Said data Storage System configuration 
from a database; and 

means for calculating estimated performance data for Said 
data Storage System configuration based on the data 
from Said database. 

22. The device of claim 21, further comprising means for 
compiling Said database including: 

means for testing a plurality of data Storage System 
configurations to obtain a plurality of performance 
points, and 

means for interpolating between Said performance points 
to complete Said database. 

23. The device of claim 21, further comprising means for 
displaying Said estimated performance data to a user. 

24. The device of claim 23, wherein said means for 
displaying Said estimated performance data comprising 
means for displaying a graph of Said estimated performance 
data. 

25. The device of claim 24, further comprising means for 
displaying Said estimated performance data in a graph with 
user-specified axes. 

26. The device of claim 21, wherein said user input 
comprises disk type data for Said data Storage System, RAID 
type data for Said data Storage System; and a number of array 
controllers for Said data Storage System. 
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27. The device of claim 26, wherein said user input further 
comprises anticipated workload data for Said data Storage 
System. 

28. The device of claim 21, wherein said means for 
calculating Said estimated performance data comprise: 
means for calculating a total number of disks in Said data 

Storage System based on Said user input; 
means for calculating a total raw capacity of Said data 

Storage System based on Said user input; and 
means for calculating a total useable capacity of Said data 

Storage System based on Said user input. 
29. The device of claim 21, wherein said means for 

calculating Said estimated performance data calculated esti 
mated performance data for a plurality of workloads. 

30. A method of doing business in which data storage 
equipment is Sold, Said method comprising: 

defining performance criteria desired from a data Storage 
System; 

proposing a data Storage System configuration in accor 
dance with Said performance criteria; and 

validating Said proposed data Storage System configura 
tion against Said performance criteria with an auto 
mated performance estimation tool. 

31. The method of claim 30, further comprising refining 
a proposed data Storage System configuration until Said 
proposed data Storage System configuration is validated. 
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32. The method of claim 30, wherein said automated 
performance estimation tool comprises 

a database comprising performance data for a plurality of 
possible data Storage System configurations, and 

a computer or processor for receiving user input defining 
a data Storage System configuration, retrieving recorded 
performance data corresponding to Said data Storage 
System configuration from Said database, and calculat 
ing estimated performance data for Said data Storage 
System configuration based on the data from Said 
database. 

33. The method of claim 32, further comprising compiling 
Said database by: 

testing a plurality of data Storage System configurations to 
obtain a plurality of performance points, and 

interpolating between said performance points to com 
plete Said database. 

34. The method of claim 32, further comprising display 
ing Said estimated performance data. 

35. The method of claim 34, further comprising graphi 
cally displaying Said estimated performance data. 


