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SYSTEMS AND METHODS FOR UTILIZING The one or more physical processors may represent process 
A LIVING ENTITY AS A MARKER FOR ing functionality of multiple components of the system 
AUGMENTED REALITY CONTENT operating in coordination . Therefore , the various processing 

functionality described in relation to the one or more pro 
FIELD OF THE INVENTION cessors may be performed by a single component or by 

multiple components of the system . 
The systems and methods described herein relate to The content management component may be configured 

presenting virtual content in an augmented reality environ to manage virtual content to be rendered in an augmented 
ment . reality environment . For example , the content management 

10 component may be configured to obtain , download , upload , 
BACKGROUND modify , remove , and / or otherwise manage information 

stored and / or accessible by the system . The information may 
Augmented reality environments may be used to present include virtual content information . Virtual content infor 

virtual content to users as if it were present in the real world . mation may define virtual content ( or a set of virtual 
15 content ) , a reference frame of the virtual content , a corre 

SUMMARY lation between the reference frame of the virtual content and 
one or more linkage points defined with respect to a living 

The systems and methods described herein may facilitate entity ( i.e. , the arrangement of the multiple linkage points ) , 
the rendering of virtual content in an augmented reality and / or other information related to the virtual content . The 
environment based on living entities serving as markers for 20 linkage points may serve as an anchor for the reference 
the virtual content . An augmented reality environment may frame of virtual content . As such , when rendered in an 
include views of images forming virtual content superim augmented reality environment by the display device , the 
posed over views of the real world . Virtual content may be virtual content may appear within a user's field of view 
rendered by a display device in an augmented reality envi based on how the reference frame of the virtual content is 
ronment based on the field of view seen through the display 25 correlated to the real world by virtue of the position of the 
device . The virtual content may comprise objects , surfaces , linkage points in the real world . In various implementations , 
textures , effects , and / or other content visibly manifested in the virtual content information may comprise triggering 
views of the augmented reality environment . In some imple information for virtual content ( e.g. , a virtual content item or 
mentations , virtual content may comprise an avatar and / or a set of virtual content ) . For example , the triggering infor 
other full- or partial - body virtual content object depicted 30 mation may indicate an arrangement of linkage points 
based on the living entity . In various implementations , a defined with respect to a living entity , a state of a living 
living entity and multiple linkage points for the living entity entity , and / or an action of a living entity that prompt virtual 
may be detected within the field of view of a user . Based on content to be rendered in the augmented reality environment 
the arrangement of the linkage points , virtual content may be when the arrangement of linkage points , state of the living 
rendered and appear superimposed over or in conjunction 35 entity , and / or action of the living entity is detected and / or 
with a view of the living entity in the augmented reality identified . 
environment . In some implementations , the rendering of The content management component may be configured 
virtual content in the augmented reality environment may be to obtain virtual content information . For example , the 
triggered by the arrangement of the multiple linkage points content management component may be configured to 
for a given living entity . For example , the arrangement of the 40 obtain virtual content information from electronic storage , 
multiple linkage points may indicate a state or action of the from one or more devices of the user , one or more connected 
living entity at a given time . Virtual content may be rendered devices ( e.g. , a device of a living entity visible within a field 
in the augmented reality environment based on the state or of view of the user ) , and / or via a network ( e.g. , via the 
action of the living entity . Internet , cloud storage , and / or one or more other networks ) . 

In various implementations , the system described herein 45 In various implementations , the content management com 
may be configured to render virtual content in an augmented ponent may be configured to receive an indication of an 
reality environment based on a living entity , in accordance arrangement of linkage points , a particular state of a living 
with one or more implementations . The system may include entity , and / or a particular action of a living entity and obtain 
one or more of an interface , one or more physical processors , corresponding virtual content information . 
electronic storage , a display device , an imaging sensor , 50 The content triggering component may be configured to 
and / or other components . trigger images of virtual content to be rendered in an 

The one or more physical processors may be configured augmented reality environment . In various implementations , 
by computer - readable instructions . Executing the computer the content triggering component may be configured to 
readable instructions may cause the one or more physical detect a living entity and multiple linkage points for the 
processors to render virtual content in an augmented reality 55 living entity visible within the field of view of a user . For 
environment based on living entities serving as markers for example , the content triggering component may be config 
the virtual content . The computer - readable instructions may ured to detect a living entity and one or more linkage points 
include one or more computer program components . The for the living entity visible within the field of view of a user 
computer program components may include one or more of based on a transponder of the living entity . Based on the 
a user interface component , a content management compo- 60 arrangement of the linkage points , the content triggering 
nent , a content triggering component , an image generation component may be configured to cause the content manage 
component , a display control component , and / or other com ment component to obtain virtual content information defin 
puter program components . The one or more physical pro ing particular virtual content that is to be displayed when the 
cessors may be physically located within a user device arrangement is present and cause the image generation 
and / or within any of the other components of the system . For 65 component to generate an image of the particular virtual 
example , the user device may comprise the display device content to be displayed in the augmented reality environ 
and / or be communicatively coupled to the display device . ment . 
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In some implementations , the content triggering compo points may define the relative position of each of the linkage 
nent may be configured to trigger images of virtual content points . In some implementations , the content triggering 
to be rendered in an augmented reality environment based component may be configured to determine an arrangement 
on information received from a living entity . For example , of the linkage points detected for each of the multiple living 
the content triggering component may be configured to 5 entities simultaneously . In some implementations , the con 
receive triggering information from a transponder of the tent triggering component may be configured to trigger 
living entity , a wearable device of the living entity ( e.g. , a images of virtual content to be rendered in an augmented 
visor or glasses in the case of a human and / or a collar in the reality environment based on the arrangement of the linkage 
case of an animal ) , a user device ( e.g. , a smart phone ) , and / or points defined with respect to the living entity . The virtual 
other device of the living entity . In some implementations , 10 content information obtained may define the virtual content 
the triggering information received from the living entity item to be displayed when the arrangement is present , in 
may cause virtual content unique to the living entity to be addition to at least a correlation between the arrangement 
rendered in an augmented reality environment . For example , and a reference frame of the virtual content item . 
the triggering information may be provided with , or prompt The content triggering component may be configured to 
the content management component to obtain , virtual con- 15 identify a state of the living entity or an action of the living 
tent information defining virtual content to be displayed entity based on the arrangement of the linkage points at one 
based on the living entity ( e.g. , virtual content information or more points in time . A state of a living entity may refer 
defining virtual content unique to the living entity ) . In some to the physical state of the living entity at a given point in 
implementations , the living entity and / or another user asso time . For example , the state of a living entity may be 
ciated with the living entity may specify the virtual content 20 standing , sitting , laying down , and / or one or more other 
to be displayed based on the living entity . In other words , the current physical states of the living entity . An action of a 
living entity may choose which virtual content is to be living entity may refer to a physical action of the living 
displayed or superimposed an image of them via the display entity at a given time . For example , the action of a living 
device of the user . entity may be running , standing up , sitting down , walking , 

The linkage points associated with a living entity may 25 jumping , acts of intimacy , and / or one or more other actions 
serve as an anchor for the reference frame of virtual content . of the living entity . In some implementations , the content 
As such , the position of the linkage points in the real world triggering component may trigger images of virtual content 
may define the reference frame of virtual content with to be rendered in an augmented reality environment based 
respect to the real world . In some implementations , the on the identified state or action of the living entity . 
linkage points may be defined with respect to the living 30 The content triggering component may be configured to 
entity . In some implementations , the linkage points may be identify the living entity . The identification of the living 
located on one or more items worn by and / or affixed to the entity may comprise identification of a specific living entity 
living entity . For example , one or more linkage points may ( i.e. , a specific user and / or specific pet ) , a type of living 
be defined with respect to a device ( e.g. , a visor or glasses ) entity ( e.g. , a specific species , a specific subset of a species , 
or item ( e.g. , jacket or collar ) worn by the living entity . The 35 and / or other type of living entity ) , a predefined group of 
linkage points may be defined by one or more body parts of living entities ( e.g. , family , friends , co - workers , and / or other 
the living entity . group of living entities associated with the user ) , and / or 

The content triggering component may be configured to other one or more other identifications of the living entity . 
utilize one or more image recognition techniques to detect a Each living entity , type of living entity , and / or group of 
living entity and one or more linkage points for the living 40 living entities may be associated with specific virtual con 
entity visible within the field of view of the user . For tent . In some implementations , the content triggering com 
example , the content triggering component may be config ponent may trigger images of virtual content to be rendered 
ured to detect a living entity visible within the field of view in an augmented reality environment based on the identifi 
of the user by comparing a first image of the series of images cation of the living entity . 
captured at a first point in time and a second image of the 45 The image generation component may be configured to 
series of images captured at a second point in time . In some generate an image of virtual content to be displayed in an 
implementations , the content triggering component may be augmented reality environment . In various implementations , 
configured to detect a living entity within a proximity of the the image generation component may be configured to 
user based on audio information received by the system . For generate an image of virtual content to be displayed in an 
example , audio information received may indicate the pres- 50 augmented reality environment based at least on a user's 
ence of a living entity within a proximity of the user , field of view and virtual content information ( i.e. , informa 
location information for the living entity , and / or other infor tion defining at least the virtual content and a reference 
mation of the living entity . The content triggering compo frame of the virtual content ) . 
nent may be configured to detect linkage points for the living A user's field of view may be defined based on orientation 
entity visible within the field of view using facial and / or 55 information , location information , and / or other information . 
body recognition techniques , by identifying one or more The orientation information may define an orientation of the 
body parts of the living entity , by detecting clothing or items display device . For example , the orientation of display 
worn by living entity configured to serve as linkage points device may be defined by one or more of a pitch angle , a roll 
for virtual content , by detecting one or more specific colors angle , a yaw angle , and / or other measurements . When 
or sound patterns , and / or using one or more other image 60 looking through the display device , the orientation of dis 
recognition techniques capable of detecting linkage points play device may indicate the direction of a user's gaze . The 
for the living entity visible within the field of view of a user . location information may identify a physical location of the 

The content triggering component may be configured to display device . By determining the direction of a user's gaze 
determine an arrangement of the linkage points detected for and the user's physical position in the real world , a user's 
a given living entity . The arrangement of linkage points may 65 field of view may be determined . 
define the position of the linkage points in relation to one The image generation component may be configured to 
another . In other words , the arrangement of the linkage generate an image of virtual content to be displayed in the 
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augmented reality environment based on the arrangement of virtual content rendered based on a non - human living entity , 
linkage points . That is , the image generation component in accordance with one or more implementations . 
may be configured to generate an image of virtual content FIG . 6 illustrates a method for rendering a virtual content 
based on a correlation between linkage points and the object in an augmented reality environment based on a 
reference frame of the virtual content . In some implemen- 5 living entity , in accordance with one or more implementa 
tations , the image generation component may be configured tions . 
to generate an image of virtual content based on the size of 
the arrangement of the multiple linkage points within the DETAILED DESCRIPTION 
field of view of the user and / or the distance of the living 
entity from the user . The image generation component may This disclosure relates to systems and methods for utiliz 
be configured to automatically generate images of the virtual ing living entities as markers for virtual content in an 
content as a user's field of view changes or as a living entity augmented reality environment , in accordance with one or 
moves within a user's field of view , thus changing the more implementations . Virtual content may refer to one or 
depiction of the virtual content in the augmented reality more virtual content items . A virtual content item may 
environment based on the reference frame of the virtual comprise a two- or three - dimensional virtual image of an 
content and its correlation to the position of the linkage object , a part of an object , a surface , a texture , an effect , 
points . and / or other content visibly manifested in views of the 

The display control component may be configured to augmented reality environment . In some implementations , 
cause an image generated by image generation component to 20 virtual content may comprise an avatar and / or other full- or 
be displayed in an augmented reality environment via a partial - body virtual content object depicted based on the 
display device . The display control component may be living entity . The living entities used as a marker by the 
configured to effectuate transmission of instructions to the systems and methods disclosed herein may be human and / or 
display device to cause the image to be displayed . Images of of one or more other species ( e.g. , a dog , a cat , and / or one 
virtual content generated by image generation component 25 or more other species ) . Virtual content may be rendered by 
may be presented via a display device in conjunction with a display device in an augmented reality environment based 
the real world so that the virtual content appears as if it exists on the field of view seen through the display device and a 
in the real world . The display control component may be position of linkage points of the living entity in the real 
configured to cause updated images of virtual content to be world . 
displayed in the augmented reality environment via a display 30 In some implementations , the techniques described herein 
device in real - time . may be used to render virtual content in an augmented 

These and other objects , features , and characteristics of reality environment based on the user . That is , a display 
the system and / or method disclosed herein , as well as the device of a user may render virtual content based on one or 
methods of operation and functions of the related elements more living entities within field of view of the user while the 
of structure and the combination of parts and economies of 35 user and / or the one or more living entities simultaneously 
manufacture , will become more apparent upon consideration visualize virtual content based on the user . In other words , 
of the following description and the appended claims with the techniques described herein may be used by individual 
reference to the accompanying drawings , all of which form users to view virtual content depicted in association with or 
a part of this specification , wherein like reference numerals superimposed over both themselves and one or more living 
designate corresponding parts in the various figures . It is to 40 entities within their field of view . For example , the tech 
be expressly understood , however , that the drawings are for niques described herein may enable a user to look down at 
the purpose of illustration and description only and are not their own hand and see virtual content superimposed over 
intended as a definition of the limits of the invention . As their hand based on the detection of linkage points of the 
used in the specification and in the claims , the singular form hand and virtual content information defining virtual content 
of “ a ” , “ an ” , and “ the ” include plural referents unless the 45 to be rendered over the hand . 
context clearly dictates otherwise . It will be appreciated by those having skill in the art that 

the implementations described herein may be practiced 
BRIEF DESCRIPTION OF THE DRAWINGS without these specific details or with an equivalent arrange 

ment . In other instances , well - known structures and devices 
FIG . 1 illustrates a system for rendering a virtual content 50 are shown in block diagram form in order to avoid unnec 

object in an augmented reality environment based on a essarily obscuring the implementations of the invention . 
living entity , in accordance with one or more implementa Exemplary System Architecture 
tions . FIG . 1 illustrates a system 100 for rendering a virtual 
FIG . 2 illustrates an exemplary correlation between an content object in an augmented reality environment based on 

arrangement of linkage points defined with respect to a 55 a living entity , in accordance with one or more implemen 
living entity and a reference frame of a virtual content item , tations . The system may include one or more of interface 
in accordance with one or more implementations . 102 , one or more physical processors 110 , electronic storage 
FIG . 3A and FIG . 3B illustrate exemplary displays of an 130 , display device 140 , imaging sensor 150 , and / or other 

augmented reality environment including virtual content components . 
rendered based on a living entity , in accordance with one or 60 The one or more physical processors 110 ( also inter 
more implementations . changeably referred to herein as processor ( s ) 110 , processor 

FIG . 4A and FIG . 4B illustrate exemplary displays of an 110 , or processors 110 for convenience ) may be configured 
augmented reality environment including virtual content to provide information processing capabilities in system 
rendered based on multiple living entities simultaneously , in 100. As such , the processor ( s ) 110 may comprise one or 
accordance with one or more implementations . 65 more of a digital processor , an analog processor , a digital 
FIG . 5A , FIG . 5B , and FIG . 5C illustrate exemplary circuit designed to process information , a central processing 

displays of an augmented reality environment including unit , a graphics processing unit , a microcontroller , an analog 
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circuit designed to process information , a state machine , content currently displayed via display device 140 and / or 
and / or other mechanisms for electronically processing infor requests to swap out the virtual content rendered in an 
mation . augmented reality environment for other virtual content . In 

Processor ( s ) 110 may be configured to execute one or some implementations , user interface component 114 may 
more computer readable instructions 112. Computer read- 5 be configured to generate and provide to a user an interface 
able instructions 112 may include one or more computer that may receive requests to render virtual content and / or 
program components . Computer readable instructions 112 modify virtual content while virtual content is simultane 
may include one or more of user interface component 114 , ously rendered in the augmented reality environment via 
content management component 116 , content triggering display device 140. In some implementations , user interface 
component 118 , image generation component 120 , display 10 component 114 may be configured to generate a user inter 
control component 122 , and / or other computer program face that enables a user to request the removal of virtual 
components . As used herein , for convenience , the various content rendered in the augmented reality environment . 
computer readable instructions 112 will be described as In various implementations , user interface component 114 
performing an operation , when , in fact , the various instruc may be configured to generate a user interface that provides 
tions program the processor ( s ) 110 ( and therefore system 15 an indication of the virtual content available to be presented 
100 ) to perform the operation . via display device 140. Virtual content may comprise one or 

User interface component 114 may be configured to more virtual content items able to depicted in an augmented 
generate and cause a user interface to be displayed to a user . reality environment based on one or more reference frames . 
In various implementations , the user interface may be dis An augmented reality environment may comprise a space 
played to a user via a display interface of a user device . For 20 that represents a virtual environment that may be superim 
example , a user interface may be displayed to a user via a posed over a perspective of a physical real - world environ 
graphical user interface of a user device , a display of display ment around a user . An augmented reality environment may 
device 140 , or any other display interface provided via a user include attributes of a virtual environment , including virtual 
device and / or a component of system 100 . content superimposed over portions of the physical envi 

In various implementations , user interface component 114 25 ronment . In some implementations , an augmented reality 
may be configured to generate a user interface that provides environment may represent physical objects in the physical 
a user with information related to system 100. For example , world as virtual content in the augmented environment . 
the information related to the system may comprise an Virtual content may refer to one or more virtual content 
indication of one or more connected devices ( e.g. , a user items . A virtual content item may comprise a two- or 
device such as a smartphone or display device , and / or other 30 three - dimensional virtual image of an object , a part of an 
devices connectable to system 100 ) , virtual content depicted object , a surface , a texture , an effect , and / or other content 
in the augmented reality environment whether currently visibly manifested in views of the augmented reality envi 
visible or not , virtual content available be presented via ronment . For example , a virtual content item may comprise 
display device 140 ( e.g. , content available via one or more an effect ( or animation ) that is rendered in an augmented 
devices of a user , electronic storage 130 , and / or other 35 reality environment when a particular action of a living 
components of system 100 ) , an indication of a direction in entity is identified ( e.g. , virtual spinning wheels to replace 
which virtual content may be visible via display device 140 , legs when it is determined that the living entity is running ) . 
an indication of one or more markers visible via display In some implementations , virtual content may comprise an 
device 140 , an indication of one or more living entities avatar and / or other full- or partial - body virtual content 
visible via display device 140 , one or more instructions for 40 object depicted based on the living entity . Virtual content 
the user to trigger the rendering of virtual content in the comprising an avatar and / or other full- or partial - body 
augmented reality environment via display device 140 , an virtual content object may be based on an individualized 
indication of one or more other users interacting with and / or texture map ( or “ skin ” ) and created using a three - dimen 
viewing virtual content , a current time and / or date , and / or sional full body scan and / or using other techniques now 
other information related to system 100. In some implemen- 45 known or future developed for generating three - dimensional 
tations , user interface component 114 may be configured to content . 
generate a user interface that provides a user with informa In some implementations , virtual content depicted in the 
tion related to system 100 without enabling the user to augmented reality environment may comprise a set of virtual 
provide input via the user interface . content . A set of virtual content is one or more virtual 

In various implementations , user interface component 114 50 content items that share a reference frame . That is , the 
may be configured to generate a user interface that provides position , orientation , scale , and / or other parameters of the 
a user with information related to system 100 and enables a virtual content item or items in the set of virtual content can 
user to provide input . For example , the user interface may be manipulated in a coordinated way by manipulating the 
comprise selectable icons , input fields , and / or other user reference frame for the set of virtual content . 
input options enabling a user to control one or more aspects 55 The virtual content available to be presented via display 
of system 100. In some implementations , user interface device 140 may include virtual content stored on or acces 
component 114 may be configured to generate a user inter sible via one or more devices of a user , electronic storage 
face that enables a user to request virtual content to be 130 , and / or other components of system 100. In some 
rendered in the augmented reality environment . In some implementations , user interface component 114 may be 
implementations , user interface component 114 may be 60 configured to provide a list of virtual content available to be 
configured to generate a user interface that enables a user to presented via display device 140 obtained from content 
modify virtual content information for virtual content based management component 116. For example , user interface 
on one or more types of user input . For example , a user component 114 may be configured to cause a selectable list 
interface generated by user interface component 114 may be of virtual content available to be presented via display 
configured to receive requests to modify virtual content 65 device 140 to be provided to a user . The list of virtual 
displayed via display device 140. Requests to modify virtual content available to be presented via display device 140 may 
content may comprise requests to modify ( i.e. , alter ) virtual include virtual content stored on or accessible via one or 



US 10,796,467 B2 
9 10 

more devices of a user , electronic storage 130 , other com download , upload , modify , remove , and / or otherwise man 
ponents of system 100 , virtual content available via one or age information stored and / or accessible by system 100 . 
more connected devices ( e.g. , a device of a living entity Information stored and / or accessible by system 100 may 
visible within a field of view of the user ) , and / or virtual include virtual content information . Virtual content infor 
content available via a network ( e.g. , obtainable via the 5 mation may define virtual content ( or a set of virtual 
Internet , stored in cloud storage , or otherwise available via content ) , a reference frame of the virtual content , a corre 
a network ) . In some implementations , the list of virtual lation between the reference frame of the virtual content and 
content may include an indication of a state or action of a one or more linkage points defined with respect to a living 
living entity that must be identified to trigger the rendering entity ( i.e. , the arrangement of the multiple linkage points ) , 
of virtual content associated with the state or action . The 10 and / or other information related to the virtual content . 
state or action of the living entity may be identified by For example , and referring to FIG . 2 , exemplary correla 
content triggering component 118 based on the arrangement tion 200 between an arrangement of linkage points defined 
of linkage points defined with respect to the living entity . with respect to a living entity and a reference frame of a 

In some implementations , user interface component 114 virtual content item , in accordance with one or more imple 
may be configured to cause a selectable list of virtual content 15 mentations . Exemplary correlation 200 may define how 
objects to be provided to a user via a user interface . In some virtual content 204 may be rendered and appear superim 
implementations , user interface component 114 may be posed over or in conjunction with a view of living entity 202 
configured to receive a selection indicating virtual content to in the augmented reality environment . Particular linkage 
be presented via display device 140. For example , user points on living entity 202 may be matched with particular 
interface component 114 may be configured to receive user 20 predefined points on virtual content 204. A given linkage 
input indicating a selection of one or more virtual content point of living entity 202 may be matched with a given point 
objects to be presented via display device 140. In some of virtual content 204 based on the arrangement of the 
implementations , content management component 114 may linkage points of living entity 202 and / or based on a pre 
be configured to store indications of particular virtual con defined correlation between linkage points defined with 
tent triggered or selected to be displayed , particular virtual 25 respect to particular features of living entity 202 ( i.e. , the 
content triggered or selected to be displayed for specific head , abdomen , knees , feet , etc. ) and points of virtual 
types of living entities or specific identified living entities , content 204 associated with corresponding features of a 
particular virtual content triggered or selected to be dis living entity . Living entity 202 is depicted wearing glasses 
played in association with a given action , particular virtual in exemplary correlation 200. The glasses worn by living 
content triggered or selected to be displayed in association 30 entity 202 may or may not be involved in the rendering of 
with a given state , particular virtual content triggered or virtual content in an augmented reality environment by 
selected to be displayed at a determined location , and / or system 100 , as described further below with respect to FIG . 
other information indicating virtual con displayed via 3A and FIG . 3B . 
display device 140. In some implementations , the indica In some implementations , the correlation between the 
tions of particular virtual content triggered or selected to be 35 reference frame of virtual content and the arrangement of 
displayed may be utilized in conjunction with machine linkage points defined with respect to a living entity may be 
learning techniques to determine virtual content to depict for modified . In some implementations , a user may modify the 
a given user , for a given living entity , for a given action or correlation between the reference frame of virtual content 
state , and / or at a given location . and the arrangement of linkage points defined with respect 

In some implementations , a living entity visible within a 40 to a living entity . For example , a user may modify the 
field of view of a user may be provided with a user interface correlation between the reference frame of virtual content 
that includes a selectable list of virtual content to be dis and the arrangement of linkage points defined with respect 
played in association with the living entity . For example , the to a living entity via a user interface generated by interface 
living entity may be provided with a list of virtual content component 114 and presented via display device 140. For 
via a device of the living entity ( e.g. , via a smartphone or 45 example , a user may modify the correlation between the 
wearable device of the living entity ) . As such , a living entity reference frame of virtual content and the arrangement of 
may choose the virtual content to be displayed in association linkage points defined with respect to a living entity as the 
with or superimposed over their image in the augmented virtual content is rendered in an augmented reality environ 
reality environment displayed to the user via display device ment and displayed via display device 140. In some imple 
140 . 50 mentations , a user may modify the correlation between the 

In some implementations , user interface component 114 reference frame of virtual content and the arrangement of 
may be configured to generate a user interface that provides linkage points defined with respect to a living entity in 
one or more selectable controls associated with recording , real - time . In some implementations , a user may store an 
broadcasting , live streaming , and / or otherwise providing an image of virtual content rendered in an augmented reality 
image of an augmented reality environment to one or more 55 environment in order to later modify the correlation between 
other users . For example , the one or more selectable controls the reference of the virtual content and the arrangement of 
may enable a user to pause , stop , fast forward , rewind , linkage points . 
and / or otherwise control a recording . In some implementa In some implementations , the correlation between the 
tions , the one or more selectable controls may enable a user reference frame of virtual content and the arrangement of 
to identify one or more recipients of an image of an 60 linkage points defined with respect to a living entity may be 
augmented reality environment and / or establish one or more updated over time . For example , one or more machine 
access controls associated with the image of the augmented learning techniques may be used to update the correlation 
reality environment . between the reference frame of virtual content and the 

Content management component 116 may be configured arrangement of linkage points defined with respect to a 
to manage virtual content to be rendered in an augmented 65 living entity may be updated over time . The machine learn 
reality environment . In various implementations , content ing techniques may be supervised or unsupervised . In some 
management component 116 may be configured to obtain , implementations , indications of particular arrangements of 
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linkage points associated with one or more living entities the augmented reality environment when the arrangement of 
may be obtained and stored over time . For example , indi linkage points , state of the living entity , and / or action of the 
cations of particular arrangements of linkage points associ living entity is detected and / or identified by content trigger 
ated with multiple living entities may be aggregated by ing component 118. In other words , the triggering informa 
imaging sensors ( e.g. , imagining sensor 150 ) of multiple 5 tion may define a correlation between the virtual content and 
users over time and stored , indications of particular arrange one or more arrangements of linkage points defined with 
ments of linkage points associated with a single living entity respect to a living entity , a correlation between the virtual 
may be aggregated by imaging sensors ( e.g. , imagining content and a state or action of a living entity , and / or other 
sensor 150 ) of multiple users over time and stored , and / or triggering information related to the virtual content . 
indications of particular arrangements of linkage points 10 In various implementations , content management compo 
associated with a one or more living entities may be obtained nent 116 may be configured to obtain virtual content infor 
by the user via imagining sensor 150 and stored . As such , a mation . For example , content management component 116 
network of users may build a database of indications of may be configured to obtain virtual content information 
particular arrangements of linkage points for all or portion of from electronic storage . In some implementations , content 
all living entities encountered ; the network of users may 15 management component 116 may be configured to obtain 
build a database of indications of particular arrangements of virtual content information stored at one or more devices of 
linkage points for each , or at least one specific , living entity ; user . In some implementations , content management com 
a single user may build a database of indications of particu ponent 116 may be configured to obtain virtual content 
lar arrangements of linkage points for all or portion of all information from one or more connected devices ( e.g. , a 
living entities encountered ; and / or a single user may build a 20 device of a living entity visible within a field of view of the 
database of indications of particular arrangements of linkage user ) . For example , content management component 116 
points for each , or at least one specific , living entity . A may be configured to receive virtual content information 
database of indications of particular arrangements of linkage from one or more connected devices ( e.g. , a device of a 
points may be used to update correlations between a refer living entity visible within a field of view of the user ) . In 
ence frame of virtual content and an arrangement of linkage 25 some implementations , content management component 116 
points defined with respect to a living entity . For example , may be configured to receive virtual content information 
one or more machine learning techniques now known or from one or more connected devices ( e.g. , a device of a 
future developed may be used to update correlations living entity visible within a field of view of the user ) 
between a reference frame of virtual content and an arrange responsive to a request for the virtual content information 
ment of linkage points defined with respect to a living entity 30 from the user ( i.e. , one or more devices of the user ) . In some 
based on one or more databases of indications of particular implementations , content management component 116 may 
arrangements of linkage points . In some implementations , be configured to obtain virtual content information via a 
the correlations between the reference frames of virtual network ( e.g. , via the Internet , cloud storage , and / or one or 
content and an arrangement of linkage points defined with more other networks ) . For example , content management 
respect to a living entity may be updated to more accurately 35 component 116 may be configured to download virtual 
render muscle deformation , the effects of gravity , the move content information from the Internet or from cloud storage 
ment or position of the body of a living entity or aspects of in response to a selection or triggering of virtual content to 
the body of a living entity while in different states or be displayed on display device 140 . 
performing different actions , and / or other characteristics In various implementations , content management compo 
relevant to depicting life - like virtual content . 40 nent 116 may be configured to receive an indication of an 

In various implementations , virtual content information arrangement of linkage points from content triggering com 
may comprise multiple parameters that define virtual content ponent 118 and obtain virtual content information based on 
to be displayed in an augmented reality environment . For the arrangement . For example , content management com 
example , the parameters may define a position of the virtual ponent 116 may be configured to receive an indication of a 
content when displayed in an augmented reality environ- 45 particular arrangement of linkage points from content trig 
ment ( e.g. , a physical location in the real - world associated gering component 118 and obtain virtual content informa 
with the virtual content , a position in relation to one or more tion based on the particular arrangement and the triggering 
linkage points , and / or a position in relation to one or more information of the virtual content information . The virtual 
other virtual content items ) , a size of the virtual content , an content information obtained may define the virtual content 
orientation of the virtual content with respect to a reference 50 item to be displayed when the arrangement is present and a 
frame of the virtual content , one or more colors of the virtual correlation between the arrangement and a reference frame 
content , a shape of the virtual content , one or more haptic of the virtual content item . 
features of the virtual content , one or more sounds associ In various implementations , content management compo 
ated with the virtual content , and / or one or more other nent 116 may be configured to receive an indication of a 
parameters that may define how a virtual content object is 55 state or action of a living entity from content triggering 
rendered in an augmented reality environment . For example , component 118 and obtain virtual content information based 
parameters defining one or more animations associated with on the state or action . For example , content management 
virtual content may define the nature and timing of an component 116 may be configured to receive an indication 
animation associated with the virtual content object . of a particular state or action identified by content triggering 

In various implementations , virtual content information 60 component 118 and obtain virtual content information based 
may comprise triggering information for virtual content on the particular state or action and the triggering informa 
( e.g. , a virtual content item or a set of virtual content ) . For tion of the virtual content information . The virtual content 
example , the virtual content information may comprise information obtained may define a virtual content item to be 
triggering information for virtual content that indicates an displayed when the state or action is identified and a 
arrangement of linkage points defined with respect to a 65 correlation between a reference frame of the virtual content 
living entity , a state of a living entity , and / or an action of a item and linkage points defined with respect to the living 
living entity that prompt the virtual content to be rendered in entity . 
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In an exemplary implementation , the virtual content item automatically download or request virtual content informa 
to be displayed when the action is identified may comprise tion from a transponder of the living entity , a wearable 
an animation associated with the action . For example , a device of the living entity ( e.g. , a visor or glasses in the case 
stored animation depicting an Olympic sprinter running may of a human and / or a collar in the case of an animal ) , a user 
be associated with the action “ running . ” When it is detected 5 device ( e.g. , a smart phone ) , and / or other device of the living 
that a living entity is running , system 100 may be configured entity based on a determination that the virtual content 
to cause the stored animation to superimposed over the information is not available via a device of a user , electronic 
living entity to appear as if the user is running with the form storage 130 , display device 140 , or other component of 
of an Olympic sprinter . In some implementations , system system 100. In some implementations , content management 
100 may use machine learning to determine virtual content 10 component 116 may be configured to automatically down 
to depict for a given user , for a given living entity , for a given load virtual content information from the Internet or from 
action or state , and / or at a given location . For example , cloud storage responsive only to a determination that the 
stored indications of particular virtual content triggered or virtual content information is not available via a device of a 
selected to be displayed by a user , particular virtual content user , electronic storage 130 , display device 140 , one or more 
triggered or selected to be displayed for specific types of 15 other component of system 100 , a transponder of the living 
living entities or specific identified living entities , particular entity , a wearable device of the living entity ( e.g. , a visor or 
virtual content triggered or selected to be displayed in glasses in the case of a human and / or a collar in the case of 
association with a given action , particular virtual content an animal ) , a user device ( e.g. , a smart phone ) , and / or other 
triggered or selected to be displayed in association with a device of the living entity . 
given state , particular virtual content triggered or selected to 20 In various implementations , content management compo 
be displayed at a determined location , and / or other infor nent 116 may be configured to store virtual content infor 
mation indicating virtual content displayed via display mation . For example , content management component 116 
device 140 may be monitored and accessed over time to may be configured to store virtual content information at one 
determine virtual content to depict for a given user , for a or more devices of a user , electronic storage 130 , display 
given living entity , for a given action or state , and / or at a 25 device 140 , and / or other storage component accessible by 
given location . system 100. For example , content management component 

In some implementations , content management compo 116 may be configured to store virtual content information 
nent 116 may be configured to obtain virtual content infor in cloud storage . 
mation from a sign post . For example , in some implemen In some implementations , content management compo 
tations , a sign post may comprise a wirelessly connectable 30 nent 116 may be configured to generate virtual content 
device linked to a power source and electronic storage . In information . Virtual content information defining virtual 
some implementations , a device of the living entity ( e.g. , a content may be generated using various techniques . Virtual 
smartphone , a tablet , a computer , a wearable ice , and / or content information may be initially generated using one or 
other user device associated with the living entity ) may be more techniques for generating three - dimensional content . 
a sign post configured to provide virtual content information 35 In various implementations , virtual content information 
to a device of the user . For example , a visor or glasses of a defining virtual content objects may be generated based on 
human living entity may serve as a sign post , and a collar or user input identifying one or more parameters . Therefore , 
other wearable item of an animal / pet living entity may the virtual content information may include information 
comprise a sign post . In some implementations , content indicating the one or more parameters in order to define a 
management component 116 may be configured to obtain 40 virtual content object . In some implementations , virtual 
virtual content information from a transponder of a living content information defining virtual content objects may be 
entity within the field of view of a user and / or within a generated using three - dimensional animation techniques , 
proximity of the user . In some implementations , content using three - dimensional drawings ( e.g. , using computer 
management component 116 may be configured obtain aided design ( CAD ) software ) , based on three - dimensional 
virtual content information from a sign post as described in 45 photography of real - world objects , based on still images 
co - pending U.S. patent application Ser . No. 15 / 707,854 , and / or videos captured with a three - dimensional camera , 
entitled “ SYSTEMS AND METHODS FOR UTILIZING A using three - dimensional graphic modeling techniques , and / 
DEVICE AS A MARKER FOR AUGMENTED REALITY or using other techniques now known or future developed 
CONTENT , ” the disclosure of which is hereby incorporated for generating three - dimensional content . The virtual con 
by reference in its entirety herein . 50 tent information may be generated automatically and / or 

In some implementations , content management compo based on user input related to the one or more techniques for 
nent 116 may be configured to determine whether virtual generating three - dimensional content . In various implemen 
content information defining virtual content is locally stored tations , virtual content information may be generated , modi 
or available via a device of a user , electronic storage 130 , fied , and / or otherwise produced in real - time based on user 
display device 140 , and / or other components of system 100. 55 input . 
Based on a determination that the virtual content informa Content triggering component 118 may be configured to 
tion is not available via a device of a user , electronic storage trigger images of virtual content to be rendered in an 
130 , display device 140 , or other component of system 100 , augmented reality environment . In various implementations , 
content management component 116 may be configured to content triggering component 118 may be configured to 
download virtual content information from the Internet or 60 detect a living entity and multiple linkage points for the 
from cloud storage . For example , content management com living entity visible within the field of view of a user . Based 
ponent 116 may be configured to automatically download on the arrangement of the linkage points , content triggering 
virtual content information based on a determination that the component 118 may be configured to cause content man 
virtual content information is not available via a device of a agement component 116 to obtain virtual content informa 
user , electronic storage 130 , display device 140 , or other 65 tion defining particular virtual content that is to be displayed 
component of system 100. In some implementations , con when the arrangement is present and cause image generation 
tent management component 116 may be configured to component 120 to generate an image of the particular virtual 
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content to be displayed in the augmented reality environ recognition techniques to detect a living entity visible within 
ment . Triggering information may be used to cause an image the field of view of the user . In some implementations , 
of virtual content to be rendered in an augmented reality content triggering component 118 may be configured to 
environment based on the detection of a living entity and detect a living entity using facial recognition or body 
multiple linkage points defined with respect to the living 5 recognition . In some implementations , content triggering 
entity within the field of view of a user , the determination of component 118 may be configured to detect a living entity 
a particular arrangement of the multiple linkage points , based on the establishment of wireless communication 
and / or the identification of a state or action of the living between a user device , display device 140 , and / or other 
entity based on the arrangement of the multiple linkage component of system 100 with a device of the living entity 
points . 10 ( e.g. , a smartphone , a tablet , a computer , a wearable device , 

In various implementations , content triggering compo and / or other user device associated with the living entity ) . 
nent 118 may be configured to detect a living entity and one For example , content triggering component 118 may be 
or more linkage points for the living entity visible within the configured to detect a living entity based on the establish 
field of view of a user using one or more image recognition ment of wireless communication between a user device , 
techniques , object recognition techniques , and / or body rec- 15 display device 140 , and / or other component of system 100 
ognition techniques . In some implementations , content trig with a device of the living entity on which an application 
gering component 118 may be configured to detect a living associated with system 100 is downloaded . In some imple 
entity and one or more linkage points for the living entity mentations , content triggering component 118 may be con 
visible within the field of view of a user based on a device figured to detect a living entity based on a determination that 
of the living entity ( e.g. , a smartphone , a tablet , a computer , 20 a device of the living entity is within a geographic proximity 
a wearable device , and / or other user device associated with of a user device , display device 140 , and / or other component 
the living entity ) . For example , content triggering compo of system 100 . 
nent 118 may be configured to detect a living entity and one In some implementations , content triggering component 
or more linkage points for the living entity visible within the 118 may be configured to detect a living entity within a 
field of view of a user based on a transponder of the living 25 proximity of the user based on audio information received 
entity . by a user device , display device 140 , and / or other compo 

In various implementations , content triggering compo nent of system 100. For example , audio information 
nent 118 may be configured to detect a living entity and one received may indicate the presence of a living entity within 
or more linkage points for the living entity visible within the a proximity of the user , location information for the living 
field of view of a user in real - time . In some implementations , 30 entity , and / or other information of the living entity . The 
content triggering component 118 may be configured to audio information may comprise a sound that is associated 
detect multiple living entities and multiple linkage points for with the living entity . For example , the audio information 
each of the living entities visible within the field of view of may be detected based on an audio signal received via 
a user simultaneously . system 100. Audio information may be obtained from the 

In various implementations , content triggering compo- 35 received audio signal . In some implementations , the audio 
nent 118 may be configured to detect a living entity and one information may be associated with a predefined living 
or more linkage points for the living entity visible within the entity ( i.e. , a specific user and / or specific pet ) , a predefined 
field of view of a user based on a series of images . The series type of living entity ( e.g. , a specific species , a specific subset 
of images may be obtained from imaging sensor 150 . of a species , and / or other type of living entity ) , a predefined 
Imaging sensor 150 may be configured to generate output 40 group of living entities ( e.g. , family , friends , co - workers , 
signals conveying a series of images depicting a field of and / or other group of living entities associated with the 
view of the user . Content triggering component 118 may be user ) . 
configured to utilize one or more image recognition tech In some implementations , content triggering component 
niques to detect a living entity and one or more linkage 118 may be configured to detect a living entity visible within 
points for the living entity visible within the field of view of 45 the field of view of a user and / or within a proximity of the 
the user based on a series of images . user based on a transponder of the living entity . For example , 

In some implementations , content triggering component content triggering component 118 may be configured to 
118 may be configured to detect a living entity visible within detect a living entity by recognizing a transponder associ 
the field of view of the user by comparing images within the ated with one or more living entities . For example , a device 
series of images . For example , content triggering component 50 of the living entity may comprise a transponder . In some 
118 may be configured to detect a living entity visible within implementations , a transponder may be located on or within 
the field of view of the user by comparing a first image of one or more items worn and / or affixed to the living entity . 
the series of images captured at a first point in time and a For example , a transponder may be located on or within 
second image of the series of images captured at a second clothing , jewelry , a wearable pet item , and / or other item 
point in time . In some implementations , content triggering 55 worn and / or affixed to the living entity . A transponder may 
component 118 may be configured to use one or more image comprise a device configured to emit a signal that contains 
recognition techniques , object recognition techniques , and / virtual content information , triggering information , and / or 
or body recognition techniques to detect a living entity other information used by system 100 to present virtual 
visible within a field of view of a user when comparing a first content in an augmented reality environment . For example , 
image of the series of images captured at a first point in time 60 a transponder of a living entity may be configured to emit a 
and a second image of the series of images captured at a signal that contains identification information for a living 
second point in time . Based on the comparison of the first entity , virtual content information defining virtual content to 
image and the second image , content triggering component be displayed based on the living entity ( e.g. , virtual content 
118 may be configured to detect a living entity visible within information defining virtual content unique to the living 
the field of view of the user . 65 entity ) , location information for the living entity , linkage 

In some implementations , content triggering component point information for one or more linkage points located on 
118 may be configured to utilize one or more other image and / or generated by the transponder , and / or triggering infor 
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mation for virtual content to be displayed based on the living based on the living entity ( e.g. , virtual content information 
entity . In some implementations , a transponder of a living defining virtual content unique to the living entity ) . 
entity may only emit a signal containing information used by In various implementations , content triggering compo 
system 100 to present virtual content in an augmented reality nent 118 may be configured to detect linkage points for the 
environment in response to receipt of a signal emitted by 5 living entity visible within the field of view of a user . The 
system 100. For example , a user device , display device 140 , linkage points may comprise indicators , transponders , 
and / or other component of system 100 may emit a signal that stitching points , and / or other identified points . The linkage 
prompts a transponder of a living entity to provide infor points associated with a living entity may serve as an anchor 
mation that facilitates the detection of a living entity visible for the reference frame of virtual content . As such , the 
within the field of view of the user and / or within a proximity 10 position of the linkage points in the real world may define 
of the user . the reference frame of virtual content with respect to the real 

In some implementations , content triggering component world . For example , a set of multiple linkage points may 
118 may be configured to receive a signal from a transponder serve as an anchor for the reference frame of virtual content 
of a living entity . The signal may indicate an identification by orienting the virtual content based on a correlation 
of a living entity , or include identification information for a 15 between the reference frame of the virtual content and the 
living entity , visible within a field of view of a user and / or arrangement of the set of linkage points . In various imple 
with a proximity of the user . Based on the identification of mentations , the space between each of the set of linkage 
the living entity or identification information for the living points and / or the arrangement of the set of linkage points 
entity , content triggering component 118 may be configured may provide information as to orientation , size , and direc 
to obtain virtual content information from content manage- 20 tion of virtual content . 
ment component 116. For example , content management In various implementations , the linkage points may be 
component 116 may search for virtual content associated defined with respect to the living entity . In some implemen 
with the identification information ( or identified living tations , one or more linkage points may be located on and / or 
entity ) stored on or accessible via one or more devices of a generated by one or more devices of the living entity . For 
user , electronic storage 130 , other components of system 25 example , a linkage point may be located on and / or generated 
100 , virtual content available via one or more connected by a transponder of the living entity , a wearable device of the 
devices ( e.g. , a device of a living entity visible within a field living entity ( e.g. , a visor or glasses in the case of a human 
of view of the user ) , and / or virtual content available via a and / or a collar in the case of an animal ) , a user device ( e.g. , 
network ( e.g. , obtainable via the Internet , stored in cloud a smart phone ) , and / or other device of the living entity . In 
storage , or otherwise available via a network ) . Based on the 30 some implementations , one or more linkage points may be 
received signal , content triggering component 118 may be located on and / or generated by a transponder of a living 
configured to trigger virtual content to be rendered based on entity . For example , a transponder or other device of a user 
virtual content information obtained based on the identifi ( e.g. , a visor , glasses , or other wearable device ) may serve 
cation information ( or identified living entity ) . as at least one linkage point of a living entity . That is , the at 

In various implementations , content triggering compo- 35 least one linkage point for a wearable device ( e.g. , an AR 
nent 118 may be configured to trigger images of virtual headset ) worn by a human may serve as at least one linkage 
content to be rendered in an augmented reality environment point , and a dog collar with a transponder worn by a dog 
based on information received from a living entity . For may serve as at least one linkage point . A transponder or 
example . content triggering component 118 may be config other device of a user serving as a linkage point may be 
ured to receive triggering information from a transponder of 40 predefined as a specific linkage point . In some implemen 
the living entity , a wearable device of the living entity ( e.g. , tations , linkage point information received via a signal 
a visor or glasses in the case of a human and / or a collar in transmitted by the transponder may indicate a position of the 
the case of an animal ) , a user device ( e.g. , a smart phone ) , linkage point established by the transponder with respect to 
and / or other device of the living entity . The triggering the living entity . In other words , a transponder or other 
information received from the living entity may cause an 45 device of a user serving as a linkage point may be predefined 
image of virtual content to be rendered in an augmented as a specific linkage point correlated to a specific portion of 
reality environment based on living entity and multiple virtual content . That is , the specific linkage point may be 
linkage points defined with respect to the living entity within associated with a predefined position on the body of the 
the field of view of a user . In some implementations , living entity . For example , the at least one linkage point for 
triggering information received from a living entity may 50 a wearable device ( e.g. , an AR headset ) worn by a human 
cause an image of virtual content to be rendered in an may serve as a linkage point on the head of the living entity , 
augmented reality environment based on the determination and a dog collar with a transponder worn by a dog may serve 
of a particular arrangement of the multiple linkage points as a linkage point on the neck of a dog . As such , content 
defined with respect to the living entity and / or the identifi triggering component 118 may be configured to detect the at 
cation of a state or action of the living entity based on the 55 least one linkage point defined based on a transponder or 
arrangement of the multiple linkage points . In some imple other device of a user ( e.g. , a visor , glasses , or other 
mentations , content triggering component 118 may be con wearable device ) and identify the at least one linkage point 
figured to trigger virtual content unique to a living entity as a specific linkage point . Based on the at least one linkage 
visible within a field of view of the user to be rendered in an point defined with respect to a transponder or other device 
augmented reality environment based on triggering infor- 60 of a user , content triggering component 118 may be config 
mation received from the living entity . For example , the ured to detect and identify one or more other linkage points 
triggering information may be provided with virtual content using one or more image recognition techniques , object 
information defining virtual content to be displayed based on recognition techniques , and / or body recognition techniques . 
the living entity ( e.g. , virtual content information defining The at least one linkage point defined with respect to a 
virtual content unique to the living entity ) and / or prompt 65 transponder or other device of a user and the one or more 
content management component 116 to obtain virtual con other linkage points detected and identified using one or 
tent information defining virtual content to be displayed more image recognition techniques , object recognition tech 
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niques , and / or body recognition techniques may comprise a ated with one or more specific linkage points to be synchro 
set of linkage points , and content triggering component 118 nized with one or more points of virtual content . The specific 
may be configured to determine an arrangement of the set of colors may be colors outside the visible spectrum for human 
linkage points . beings . In some implementations , the linkage points may be 

In some implementations , the linkage points may be 5 defined by one or more specific sound patterns . For example , 
located on one or more articles of clothing worn by the the linkage points may be defined by predefined sound 
living entity . For example , the linkage points may be located patterns associated with one or more specific linkage points 
on and / or comprise high visibility clothing ( e.g. , ANSI Class to be synchronized with one or more points of virtual 
II or ANSI Class III jacket , vest , or other clothing ) and / or content . The specific sound patterns may be sounds of a 
clothing including reflective material affixed to the front 10 unique pitch or pattern ( e.g. , sounds inaudible to humans ) . In 
and / or back of the living entity ( e.g. , reflective strips posi some implementations , content triggering component 118 
tioned in a distinctive pattern , reflective material depicting a may be configured to detect linkage points defined by one or 
specific logo or symbol , and / or other reflective material ) . In more specific colors or sound patterns using display device 
some implementations , the linkage points may be located on 140 , imaging sensor 150 , and / or one or more other sensors 
and / or comprise one or more items worn and / or affixed to 15 of display device 140 . 
the living entity . For example , the linkage points may be In some implementations , linkage points may be defined 
located on and / or comprise reflective tape strips affixed to by LED or infrared - based images or patterns . In some 
the living entity , marker medallions or other jewelry , and / or implementations , an IR camera and / or IR sensor may be 
other items configured to be used to provide linkage points used to identify linkage points defined by LED or infrared 
associated with the living entity . The marker medallions or 20 based images or patterns . Display device 140 and / or imag 
other jewelry may include a pattern formed by an LED grid . ing sensor 150 may comprise or be physically located in an 
In an exemplary implementation in which a living entity IR camera capable of identifying linkage points defined by 
visible within the field of view of a user comprises an LED or infrared - based images or patterns . 
animal , the linkage points may be located on and / or gener In various implementations , content triggering compo 
ated by a collar , a wearable pet item , and / or one or more 25 nent 118 may be configured to detect linkage points for the 
other animal accessories worn by or affixed to the animal . In living entity visible within the field of view of a user based 
some implementations , an IR camera may be used to iden on a series of images . The series of images may be obtained 
tify linkage points located and / or comprising medallions or from imaging sensor 150 . 
other jewelry that includes a pattern formed by an LED grid . In some implementations , content triggering component 
Display device 140 and / or imaging sensor 150 may com- 30 118 may be configured to detect linkage points for the living 
prise or be physically located in an IR camera capable of entity visible within the field of view using facial and / or 
identifying linkage points located and / or comprising medal body recognition techniques , by identifying one or more 
lions or other jewelry that includes a pattern formed by an body parts of the living entity , by detecting clothing or items 
LED grid . worn by living entity configured to serve as linkage points 

In some implementations , the linkage points may be 35 for virtual content , by detecting one or more specific colors 
defined by one or more body parts of the living entity . For or sound patterns , and / or using one or more other image 
example , one or more significant body parts may serve as recognition techniques capable of detecting linkage points 
linkage points for content . Significant body parts may for the living entity visible within the field of view of a user . 
include the living entity's head or face , end points of the In various implementations , content triggering compo 
living entity's body ( e.g. , top of head , end of fingers , bottom 40 nent 118 may be configured to determine an arrangement of 
of feet , end of torso , and / or other end points of the living the linkage points detected for a given living entity . The 
entity's body ) , and / or one or more other significant body arrangement of linkage points may define the position of the 
parts . In some implementations , content triggering compo linkage points in relation to one another . In other words , the 
nent 118 may be configured to detect linkage points defined arrangement of the linkage points may define the relative 
by one or more body parts of the living entity using one or 45 position of the linkage points to each other . In some imple 
more image recognition techniques , object recognition tech mentations , content triggering component 118 may be con 
niques , and / or body recognition techniques . figured to determine an arrangement of the linkage points 

In some implementations , the linkage points may be detected for a given living entity based on a series of images . 
defined by a standardized linkage point . For example , a The series of images may be obtained from imaging sensor 
standardized linkage point may comprise a specific geomet- 50 150. For example , content triggering component 118 may be 
ric shape , such as a “ + ” which would provide information configured to determine a first arrangement of the linkage 
associated with the linkage point . In various implementa points based on a first image of the series of images captured 
tions , multiple linkage points , each defined by a standard at a first point in time and a second arrangement of the 
ized linkage points , may serve as an anchor for the reference linkage points based on a second image of the series of 
frame of virtual content ( i.e. , orient the virtual content based 55 images captured at a second point in time . In some imple 
on a correlation between the reference frame of the virtual mentations , content triggering component 118 may be con 
content and the arrangement of the multiple linkage points ) . figured to determine an arrangement of the linkage points 
For example , in some implementations , at least 2 or 3 detected for each of multiple living entities simultaneously . 
linkage points may collectively serve as an anchor for the In various implementations , content triggering compo 
reference frame of virtual content . Information associated 60 nent 118 may be configured to trigger images of virtual 
with the linkage point may comprise an indication of a content to be rendered in an augmented reality environment 
correlation between the linkage point and a reference frame based on the arrangement of the linkage points defined with 
of virtual content to be displayed in the augmented reality respect to the living entity . Based on the arrangement of the 
environment based on at least that linkage point . linkage points , content triggering component 118 may be 

In some implementations , the linkage points may be 65 configured to cause content management component 116 to 
defined by one or more specific colors . For example , the obtain virtual content information defining particular virtual 
linkage points may be defined by predefined colors associ content that is to be displayed when the arrangement is 
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present and cause image generation component 120 to ment of the linkage points at one or more points in time . A 
generate an image of the particular virtual content to be state of a living entity may refer to the physical state of the 
displayed in the augmented reality environment . For living entity at a given point in time . For example , the state 
example , content triggering component 118 may be config of a living entity may be standing , sitting , laying down , 
ured to provide an indication to content management com 5 and / or one or more other current physical states of the living 
ponent 116 of a particular arrangement determined for a entity . An action of a living entity may refer to a physical 
living entity and cause content management 116 to obtain action of the living entity at a given time . For example , the 
virtual content information based on the indication of the action of a living entity may be running , standing up , sitting 
particular arrangement and the triggering information of the down , walking , jumping , acts of intimacy , and / or one or 
virtual content information . The virtual content information 10 more other actions of the living entity . In various imple 
obtained may define the virtual content item to be displayed mentations , content triggering component 118 may be con 
when the arrangement is present and a correlation between figured to identify an action of the living entity based on the 
the arrangement and a reference frame of the virtual content arrangement over a period of time . For example , content 
item . Based on the virtual content information obtained , triggering component 118 may be configured to identify an 
content triggering component 118 may be configured to 15 action of the living entity based on a first arrangement of the 
provide instructions to image generation component 120 to linkage points at a first point in time and a second arrange 
generate an image of the virtual content to be displayed in ment of the linkage points at a second point in time . In some 
an augmented reality environment based on the virtual implementations , content triggering component 118 may 
content information obtained via content management com a database comprising information indicating 
ponent 116. In some implementations , content triggering 20 arrangements of linkage points and corresponding states or 
component 118 may be configured to trigger images of actions . In some implementations , content triggering com 
virtual content to be rendered in an augmented reality ponent 118 may be configured to identify a state of the living 
environment based on multiple living entities simultane entity or an action of the living entity based on the arrange 
ously . ment of the linkage points at a given time and information 

For example , and referring to FIG . 3A , exemplary display 25 indicating a corresponding state or action to the arrange 
300 of an augmented reality environment is illustrated , in ment . In some implementations , content triggering compo 
accordance with one or more implementations . Exemplary nent 118 may be configured to identify a state of multiple 
display 300 may include a view of a living entity . For living entities or an action of multiple living entities simul 
example , exemplary display 300 may illustrate a view of a taneously . 
living entity via display device 140. In various implemen- 30 In various implementations , content triggering compo 
tations , content triggering component 118 may be config nent 118 may trigger images of virtual content to be rendered 
ured to detect the living entity and multiple linkage points in an augmented reality environment based on the identified 
for the living entity visible within the field of view of a user . state or action of the living entity . Based on the state or 
For example , exemplary display 300 may comprise one of a action of the living entity , content triggering component 118 
series of images depicting a field of view of the user , and 35 may be configured to cause content management component 
content triggering component 118 may be configured to 116 to obtain virtual content information defining particular 
detect the living entity and multiple linkage points for the virtual content that is to be displayed when the state or action 
living entity visible within the field of view of a user based of the living entity is identified and cause image generation 
on the series of images . Content triggering component 118 component 120 to generate an image of the particular virtual 
may be configured to determine an arrangement of the 40 content to be displayed in the augmented reality environ 
linkage points detected for the living entity visible within the ment . For example , content triggering component 118 may 
field of view of a user depicted by exemplary display 300 . be configured to provide an indication to content manage 
Based on the arrangement of the linkage points , content ment component 116 of a particular state or action identified 
triggering component 118 may be configured to provide for a living entity and cause content management 116 to 
instructions to image generation component 120 to generate 45 obtain virtual content information based on the indication of 
an image of virtual content to be displayed in the augmented the particular state or action and the triggering information 
reality environment , as discussed below with respect to FIG . of the virtual content information . The virtual content infor 
3B . mation obtained may define the virtual content item to be 

Exemplary display 300 includes a view of a living entity displayed when the state or action is identified . Based on the 
wearing glasses . The glasses worn by the living entity in 50 virtual content information obtained , content triggering 
exemplary display 300 may or may not be involved in the component 118 may be configured to provide instructions to 
rendering of virtual content in the augmented reality envi image generation component 120 to generate an image of 
ronment by system 100. In various implementations , the the virtual content to be displayed in an augmented reality 
glasses worn by the living entity may be unrelated to the environment based on the virtual content information 
rendering of virtual content by system 100. However , in 55 obtained via content management component 116 . 
some implementations , the glasses worn by the living entity For example , and referring to FIG . 4A , exemplary display 
may include a transponder and / or comprise a wearable 400 of an augmented reality environment is illustrated , in 
device of the living entity . In some implementations , the accordance with one or more implementations . Exemplary 
glasses worn by the living entity may generate and / or serve display 400 may include a view of multiple living entities . 
as one or more linkage points of the living entity , provide 60 For example , exemplary display 400 may illustrate a view of 
virtual content information , provide triggering information , multiple living entities via display device 140. In various 
and / or otherwise interact with system 100 to facilitate the implementations , content triggering component 118 may be 
rendering of the virtual content as depicted in the exemplary configured to detect the presence of the multiple living 
display 302 of the augmented reality environment . entities and multiple linkage points for each of the living 

In various implementations , content triggering compo- 65 entities visible within the field of view of a user . For 
nent 118 may be configured to identify a state of the living example , exemplary display 400 may comprise one of a 
entity or an action of the living entity based on the arrange series of images depicting a field of view of the user , and 
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content triggering component 118 may be configured to content to be displayed in the augmented reality environ 
detect the living entities and multiple linkage points for the ment . For example , content triggering component 118 may 
living entities visible within the field of view of a user based be configured to provide an indication to content manage 
on the series of images . Content triggering component 118 ment component 116 of the identified living entity and cause 
may be configured to determine an arrangement of the 5 content management 116 to obtain virtual content informa 
linkage points detected for the living entities visible within tion based on the indication of the identified living entity . 
the field of view of a user depicted by exemplary display The virtual content information obtained may define the 
400. Based on the arrangement of the linkage points , content virtual content item to be displayed when the identified 
triggering component 118 may be configured to identify an living entity is present within the field of view of the user . 
action of the living entities . For example , content triggering 10 Based on the virtual content information obtained , content 
component 118 may identify the action of the living entities triggering component 118 may be configured to provide 
in exemplary display 400 to be jumping . Based on the instructions to image generation component 120 to generate 
identified action of the living entities in exemplary display an image of the virtual content to be displayed in an 
400 ( i.e. , jumping ) , content triggering component 118 may augmented reality environment based on the virtual content 
be configured to provide instructions to image generation 15 information obtained via content management component 
component 120 to generate images of multiple virtual con 116. In some implementations , a user may select the virtual 
tent items or sets of virtual content to be displayed in the content information to be obtained by selecting the virtual 
augmented reality environment simultaneously , as discussed content the user's wishes to display and / or modify . In such 
below with respect to FIG . 4B . case , content triggering component 118 may be configured 

In various implementations , content triggering compo- 20 to provide instructions to image generation component 120 
nent 118 may be configured to identify the living entity . The to generate an image of the selected virtual content to be 
identification of the living entity may comprise a specific displayed in an augmented reality environment based on the 
living entity ( i.e. , a specific user and / or specific pet ) , a type virtual content information obtained via content manage 
of living entity ( e.g. , a specific species , a specific subset of ment component 116 . 
a species , and / or other type of living entity ) , a predefined 25 Image generation component 120 may be configured to 
group of living entities ( e.g. , family , friends , co - workers , generate an image of virtual content to be displayed in an 
and / or other group of living entities associated with the augmented reality environment . In various implementations , 
user ) , and / or other one or more other identifications of the image generation component 120 may be configured to 
living entity . In various implementations , content triggering generate an image of virtual content to be displayed in an 
component 118 may be configured to identify a living entity 30 augmented reality environment visible via display device 
using facial recognition or body recognition , by recognizing 140. Images of virtual content generated by image genera 
a transponder associated with one or more specific living tion component 120 may be presented via a display of 
entities , by recognizing a user device associated with one or display device 140 in conjunction with the real world so that 
more specific living entities , based on audio information the virtual content appears as if it exists in the real world . In 
associated with one or more specific living entities , by 35 various implementations , image generation component 120 
recognizing one or more specific items within the field of may be configured to generate an image of virtual content to 
view of the user associated with one or more specific living be displayed in an augmented reality environment based at 
entities , and / or using one or more other recognition tech least on a user's field of view and virtual content information 
niques . For example , an audio signal for a dog whistle may obtained via content management component 116. In some 
be processed to obtain audio information that indicates a 40 implementations , image generation component 120 may be 
specific dog associated with the dog whistle . As such , the configured to generate images of multiple virtual content 
specific dog ( e.g. , a neighborhood dog ) may be identified items or sets of virtual content to be displayed in the 
upon receipt of audio information associated with the dog augmented reality environment simultaneously . For 
whistle . In some implementations , content triggering com example , a first virtual content item based on a first reference 
ponent 118 may be configured to identify a living entity 45 frame may be depicted simultaneously with a second virtual 
based on user selection of a living entity . For example , content item based on a second reference frame . 
content triggering component 118 may be configured to In various implementations , image generation component 
identify a living entity based on user selection of a living 120 may be configured to generate an image of virtual 
entity received via a user interface generated by user inter content to be displayed in an augmented reality environment 
face component 114. In some implementations , content 50 based on a user's field of view . When utilizing display 
triggering component 118 may be configured to identify device 140 , a display of the display device may contain a 
multiple living entities simultaneously . view of the real world based on the user's field of view . A 

In various implementations , content triggering compo user's field of view may be defined based on orientation 
nent 118 may trigger images of virtual content to be rendered information , location information , and / or other information . 
in an augmented reality environment based on the identifi- 55 For example , a user's field of view may be defined based at 
cation of the living entity . Each specific living entity , type of least on orientation information associated with display 
living entity , and / or group of living entities may be associ device 140 and location information associated with display 
ated with specific virtual content . That is , virtual content device 140. Orientation information may define an orienta 
information may define virtual content items to be displayed tion of display device 140. In some implementations , the 
when a specific living entity , type of living entity , and / or 60 orientation of display device 140 may refer to one or more 
group of living entities is present . Based on the identification of a pitch angle , a roll angle , a yaw angle , and / or other 
of the living entity , content triggering component 118 may measurements . Orientation information may be obtained 
be configured to cause content management component 116 from an orientation sensor of display device 140. When 
to obtain virtual content information defining particular looking through display device 140 , the orientation of dis 
virtual content that is to be displayed when the identified 65 play device 140 may indicate the direction of a user's gaze . 
living entity is identified and cause image generation com In some implementations , one or more eye tracking tech 
ponent 120 to generate an image of the particular virtual niques now known or future developed may be used to 
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determine the direction of gaze of a user . For example , 120 based on a correlation between linkage points and the 
display device 140 may capture the images of a user within reference frame of the virtual content . For example , the 
a display device and extract a position of the user's eyes . The correlation between the linkage points and the reference 
position of the user's eyes may be used to determine a more frame of the virtual content may comprise exemplary cor 
precise indication of the direction of the user's gaze . Loca- 5 relation 200 depicted in FIG . 2. The image of virtual content 
tion information may identify a physical location of display generated by image generation component 120 may be 
device 140. In some implementations , the physical location caused to be rendered in the augmented reality environment 
of display device 140 may refer to the geographic location via display control component 122 . 
of display device 140. Location information may identify a In various implementations , image generation component 
physical location based on GPS coordinates , an address , a 10 120 may be configured to generate an image of virtual 
relative position with respect to one or more identified content to be displayed in the augmented reality environ 
locations , and / or other information . Location information ment based on the size of the arrangement of the multiple 
may be obtained from a GPS component of a user device , linkage points within the field of view of the user . For 
display device 140 , and / or other component of system 100 . example , the size of the arrangement of the multiple linkage 
By determining the direction of a user's gaze and the user's 15 points within the field of view of the user may determine the 
physical position in the real world , a user's field of view may reference frame , or size of the reference frame , for the 
be determined . virtual content to be depicted in the augmented reality 

In various implementations , image generation component environment . In various implementations , image generation 
120 may be configured to generate an image of virtual component 120 may be configured to generate an image of 
content to be displayed in an augmented reality environment 20 virtual content to be displayed in the augmented reality 
based on virtual content information obtained via content environment based on the distance of the living entity from 
management component 116. In implementations in which the user . For example , virtual content superimposed on a 
the virtual content comprises a virtual content item , the living entity further away from a user may appear smaller 
image of the virtual content item may comprise a three than virtual content superimposed on a living entity closer to 
dimensional virtual image of the item . Virtual content infor- 25 the user . In various implementations , image generation 
mation may define virtual content ( or a set of virtual component 120 may be configured to automatically generate 
content ) , a reference frame of the virtual content , and / or a new images of virtual content to be displayed in the aug 
correlation between linkage points and the reference frame mented reality environment in real - time as the size of the 
of the virtual content . Linkage points may be defined with arrangement of the multiple linkage points changes and / or as 
respect to a living entity in the real world . The linkage points 30 the distance of the living entity from the user changes . In 
may serve as an anchor for the reference frame of the virtual some implementations , the size of virtual content may be set 
content . As such , when rendered in an augmented reality to a predefined size and adjusted based on the size of the 
environment by display device 140 , the virtual content may arrangement of the multiple linkage points . As ach , the 
appear within a user's field of view based on how the virtual content may be made to appear larger for a human 
reference frame of the virtual content is correlated to the real 35 and smaller for a pet based on the arrangement of the linkage 
world by virtue of the position of the linkage points and the points for each of the human and the pet . 
living entity ) in the real world . In various implementations , image generation component 

In various implementations , virtual content information 120 may be configured to generate an image of virtual 
may define a correlation between one or more linkage points content to be displayed in the augmented reality environ 
and one or more points associated with virtual content . For 40 ment based on an action or state of the living entity within 
example , one or more points defining a virtual content item the field of view of the user . In some implementations , image 
( and its reference frame ) in three - dimensional space may be generation component 120 may be configured to generate 
correlated to one or more linkage points of a living entity . images of multiple virtual content items or sets of virtual 
Therefore , a reference frame for virtual content may be content to be displayed in the augmented reality environ 
anchored to multiple linkage points simultaneously . 45 ment based on an action or state of multiple living entities 

In various implementations , image generation component within the field of view of the user . For example , and 
120 may be configured to generate an image of virtual referring to FIG . 4A , exemplary display 400 of an aug 
content to be displayed in the augmented reality environ mented reality environment is illustrated , in accordance with 
ment based on a correlation between linkage points and the one or more implementations . Exemplary display 400 may 
reference frame of the virtual content . For example , and 50 include a view of multiple living entities . The arrangement 
referring to FIG . 3A , exemplary display 300 of an aug of the linkage points detected for the living entities visible 
mented reality environment is illustrated , in accordance with within the field of view of a user depicted by exemplary 
one or more implementations . In various implementations , display 400 may be detected by content triggering compo 
content triggering component 118 may be configured to nent 118. Based on the arrangement of the linkage points , 
detect the living entity and multiple linkage points for the 55 content triggering component 118 may identify the action of 
living entity visible within the field of view of a user . Based the living entities in exemplary display 400 to be jumping . 
on the arrangement of the linkage points , image generation Based on the identified action of the living entities in 
component 120 may be configured to generate an image of exemplary display 400 ( i.e. , jumping ) , image generation 
virtual content to be displayed in the augmented reality component 120 may be configured to generate images of 
environment . For example , and referring to FIG . 3B , exem- 60 multiple virtual content items or sets of virtual content to be plary display 302 of an augmented reality environment is displayed in the augmented reality environment simultane 
illustrated , in accordance with one or more implementations . ously . For example , and referring to FIG . 4B , exemplary 
Exemplary display 302 may include an image of virtual display 402 of an augmented reality environment is illus 
content superimposed over a view of a living entity in the trated , in accordance with one or more implementations . 
augmented reality environment . In an exemplary implemen- 65 Exemplary display 402 may include multiple virtual content 
tation , exemplary display 302 may include an image of items displayed in the augmented reality environment simul 
virtual content generated by image generation component taneously . In an exemplary implementation , exemplary dis 
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play 402 may include an image of multiple virtual content implementations . Exemplary display 510 may include vir 
items generated by image generation component 120 based tual content item 512. Virtual content item 512 may be 
on the identified action of the living entities ( i.e. , jumping ) predefined virtual content associated with the dog . For 
and virtual content information associated with virtual con example , an owner of the dog may select virtual content item 
tent to be displayed when the action of the living entities is 5 512 as the virtual content to be rendered when the dog is 
identified . The virtual content information may define a visible within the field of view of a user . As the dog moves 
correlation between linkage points and the reference frame within the field of view of a user ( either due to movement by of the virtual content used to generate the image of the image the dog and / or movement by the user with respect to the of multiple virtual content items . The image of virtual dog ) , an updated image of virtual content item 512 may be content generated by image generation component 120 may 10 rendered in the augmented reality environment . As such , the be caused to be rendered in the augmented reality environ 
ment via display control component 122 . virtual content item 512 may be synchronized with the 

In various implementations , display control component position of the arrangement of linkage points within the field 
of view of the user so that virtual content item 512 remains 122 may cause image generation component 120 to generate and render an image of virtual content in an augmented 15 superimposed over the dog as the dog moves within the field 
of view of the user . reality environment based on a non - human living entity . For 

example , FIG . 5A , FIG . 5B , and FIG . 5C illustrate exem In various implementations , image generation component 
plary displays of an augmented reality environment includ 120 may be configured to generate a new image of virtual 
ing virtual content rendered based on a non - human living content as a user's field of view changes . For example , 
entity , in accordance with one or more implementations . 20 display device 140 may move as a user utilizing display 
Exemplary display 502 depicts a view of a non - human living device 140 changes position and / or rotates display device 
entity — i.e . , a dog . The presence of the dog in the field of a 140. As display device 140 moves , image generation com 
view of a user may be detected by content triggering ponent 120 may be configured to automatically generate a 
component 118 using one or more of the techniques new image based on the user's current field of view and 
described herein . For example , content triggering compo- 25 virtual content information obtained via content manage 
nent 118 may be configured to detect the presence of the dog ment component 116. Therefore , image generation compo 
within the field of view of the user based on transponder 504 nent 120 may be configured to generate a new image of of the living entity . In exemplary display 502 , transponder virtual content based at least on a user's current field of view 
504 may be located on or within a dog collar or other in real - time . In various implementations , image generation wearable device of the dog . Exemplary display 506 depicts 30 component 120 may be configured to obtain an indication of a view of the same non - human living entity ( i.e. , the same 
dog ) wearable item 508 may be used to detect the presence an updated position of display device 140 in the real world 
of the dog within the field of view of the user . For example , at a second time and generate an updated image of virtual 
wearable item 508 may comprise a vest and / or other pet content based on the updated position of the display device 
accessory worn by the dog to facilitate the rendering of 35 140 at the second time and the user's field of view at the 
virtual content based on the dog in the augmented reality second time . Therefore , image generation component 120 
environment . In some implementations , wearable item 508 may be configured to generate a first image of virtual content 
may comprise a set of linkage points that may serve as an to be displayed at a first time based on the field of view of 
anchor for virtual content in the augmented reality environ the user at the first time and generate a second image of 
ment . For example , each of the set of linkage points of 40 virtual content to be displayed at a second time based on the 
wearable item 508 may be predefined and correlated with field of view of the user at the second time . 
virtual content to be presented based on the dog . In other In various implementations , image generation component 
words , each of the linkage points may be predefined to 120 may be configured to generate a new image of virtual 
represent points on the dog that may be correlated with content as a living entity moves within a user's field of view . 
points of the virtual content . In some implementations , 45 For example , a living entity may move with respect to a user 
wearable item 508 may include a transponder . Transponder utilizing display device 140 causing the position of the 
504 and / or a transponder of wearable item 508 may be living entity with respect to the user to change , thus , 
configured to provide at least one linkage point of the living changing the position of the living entity within the user's 
entity ( i.e. , the dog ) . The at least one linkage point may be field of view . As the living entity moves within the user's 
predefined so as to be associated with a specific linkage 50 field of view , image generation component 120 may be 
point with respect to a correlation of the linkage points and configured to automatically generate a new image based on 
the arrangement of linkage points . For example , the at least the current position of the living entity within the user's field 
one linkage point defined based on transponder 504 and / or of view . Therefore , image generation component 120 may 
a transponder of wearable item 508 may be predefined as a be configured to generate a new image of virtual content 
linkage point identifying the neck or middle of back of the 55 based at least on the position of the living entity relative to 
dog . Based on the at least one linkage point , content trig a user's gaze in real - time . 
gering component 118 may be configured to detect and / or Display control component 122 may be configured to 
identify one or more additional linkage points . For example , cause an image of virtual content to be displayed in an 
content triggering component 118 may be configured to augmented reality environment via display device 140. In 
identify one or more additional linkage points using one or 60 various implementations , display control component 122 
more image recognition techniques , object recognition tech may be configured to effectuate transmission of instructions 
niques , and / or body recognition techniques . Based on the to display device 140. In various implementations , display 
arrangement of linkage points , content triggering component control component 122 may be configured to generate 
118 may be configured to trigger content to be displayed and / or obtain instructions causing an image of virtual con 
based on the living entity . For example , and referring to FIG . 65 tent to be displayed via display device 140. In some imple 
5C , exemplary display 510 of an augmented reality envi mentations , display control component 122 may be config 
ronment is illustrated , in accordance with one or more ured to cause images of multiple virtual content items or 
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multiple sets of virtual content to be displayed in an aug In some implementations , display device 140 may be con 
mented reality environment simultaneously via display figured to present content individually to each eye of a user 
device 140 . as stereoscopic pairs . 

In various implementations , system 100 may be config Display device 140 may comprise any device capable of 
ured to facilitate remote interaction with virtual content 5 displaying a real - time view of a physical , real - world envi 
depicted in the augmented reality environment by one or ronment while superimposing images of virtual content over 
more other users . For example , to facilitate remote interac the real - time view of the physical , real - world environment . 
tion with virtual content , system 100 may further comprise As such , display device 140 may comprise any device that 

includes and / or is communicatively coupled to an image a content management component and / or remote interaction 
component as described in co - pending U.S. patent applica 10 capturing device ( e.g. , a camera and / or any other device that 

includes an imaging sensor ) that may be used to capture a tion Ser . No. 15 / 796,716 , entitled “ SYSTEMS AND METH view of the real - world environment . ODS FOR RENDERING A VIRTUAL CONTENT In various implementations , display device 140 may OBJECT IN AN AUGMENTED REALITY ENVIRON comprise a smartphone , a tablet , a computer , a wearable 
MENT , ” the disclosure of which is hereby incorporated by 15 device ( e.g. , a headset , a visor , glasses , contact lenses , and / or 
reference in its entirety herein . any other wearable device ) , a monitor , a projector , and / or Electronic storage 130 may include electronic storage any other device configured to present views of virtual 
media that electronically stores information . The electronic content in an augmented reality environment . In various 
storage media of electronic storage 130 may be provided implementations , display device 140 may include or be 
integrally ( i.e. , substantially non - removable ) with one or 20 associated with one or more speakers for playing one or 
more components of system 100 and / or removable storage more sounds associated with a virtual content object . In 
that is connectable to one or more components of system 100 some implementations , display device 140 may be arranged 
via , for example , a port ( e.g. , a USB port , a Firewire port , on , and / or may comprise part of , a headset ( not shown in 
etc. ) or a drive ( e.g. , a disk drive , etc. ) . Electronic storage FIG . 1 ) . When headset is installed on a user's head , the 
130 may include one or more of optically readable storage 25 user's gaze may be directed towards display device 140 ( or 
media ( e.g. , optical disks , etc. ) , magnetically readable stor at least a display of display device 140 ) to view content 
age media ( e.g. , magnetic tape , magnetic hard drive , floppy presented by display device 140 . 
drive , etc. ) , electrical charge - based storage media ( e.g. , A display of display device 140 may include one or more 
EPROM , EEPROM , RAM , etc. ) , solid - state storage media of screen , a set of screens , a touchscreen , a monitor , a 
( e.g. , flash drive , etc. ) , and / or other electronically readable 30 headset ( e.g. , a head - mounted display , glasses , goggles ) , 
storage media . Electronic storage 130 may be a separate contact lenses , and / or other displays . In some implementa 
component within system 100 , or electronic storage 130 tions , a display may include one or more of a transparent , 
may be provided integrally with one or more other compo semi - transparent , reflective , and / or semi - reflective display 
nents of system 100 ( e.g. , a user device , processor 110 , or component , such as a visor , glasses , and / or contact lenses . 
display device 140 ) . Although electronic storage 130 is 35 Images of virtual content may be presented on the display 
shown in FIG . 1 as a single entity , this is for illustrative component such that the user may view the images pre 
purposes only . In some implementations , electronic storage sented on the display component as well as the real - world 
130 may comprise multiple storage units . These storage through the display component . The virtual content may be 
units may be physically located within the same device , or perceived as being present in the real world . Such a con 
electronic storage 130 may represent storage functionality of 40 figuration may provide an interactive space comprising an 
multiple devices operating in coordination . augmented reality environment . By way of non - limiting 

Electronic storage 130 may store software algorithms , illustration , display device 140 may comprise an AR head 
information determined by processor 110 , information set . 
received remotely , and / or other information that enables Individual sensors of display device 140 may be config 
system 100 to function properly . For example , electronic 45 ured to generate output signals . An individual sensor may 
storage 130 may store virtual content information , an indi include an orientation sensor , and / or other sensors ( e.g. , 
cation of virtual content stored and / or accessible by the imaging sensor 150 ) . An orientation sensor of display device 
system , images generated by image generation component 140 may be configured to generate output signals conveying 
120 , sensor information ( e.g. , orientation information ) , orientation information and / or other information . Orienta 
device information , location information , and / or other infor- 50 tion information derived from output signals of an orienta 
mation . In some implementations , electronic storage 130 tion sensor may define an orientation of display device 140 . 
may store a database comprising information indicating In some implementations , orientation of display device 140 
arrangements of linkage points and corresponding states or may refer to one or more of a pitch angle , a roll angle , a yaw 
actions . angle , and / or other measurements . An orientation sensor 

Display device 140 may be configured to present virtual 55 may include an inertial measurement unit ( IMU ) such as one 
content in an augmented reality environment . In various or more of an accelerometer , a gyroscope , a magnetometer , 
implementations , display device 140 may be configured to Inclinometers , and / or other devices . In various implemen 
generate light and provide the light to an eye of a user such tations , the orientation of display device 140 may be com 
that the light forms images of the virtual content configured municated to image generation component 120 to generate 
to be perceived in the augmented reality environment as if 60 and / or update images of a virtual content object to be viewed 
it were present in the real world . Display device 140 may via display device 140. Imaging sensor 150 may be config 
include one or more of a display , one or more sensors , and / or ured to generate output signals conveying a series of images 
other components . Presentation of virtual content via a depicting a field of view of the user . In various implemen 
display of display device 140 may be facilitated by control tations , imaging sensor 150 may be physically located 
signals communicated to display device 140. For example , 65 within display device 140 , physically located separate from 
display control component 122 may be configured to com display device 140 , and / or within any of the other compo 
municate one or more control signals to display device 140 . nents of system 150. For example , imaging sensor 150 may 
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be physically located within a depth sensing camera com nation of software , hardware , and / or firmware ; and / or other 
municatively coupled to display device 140 and / or one or mechanisms for configuring processing capabilities on pro 
more other components of system 100 . cessor 110 . 

System 100 may include one or more devices configured Furthermore , it should be appreciated that although the 
to or capable of providing haptic features via tactile output . 5 various instructions are illustrated in FIG . 1 as being co 
For example , a user device , display device 140 , and / or one located within a single processing unit , in implementations 
or more other components of system 100 may be configured in processor ( s ) 110 include multiple processing units , one or 
to vibrate based on one or more parameters defining haptic more instructions may be executed remotely from the other 
features of virtual content . A haptic feature may comprise instructions . 
one or more effects associated with virtual content observed The description of the functionality provided by the 

different computer - readable instructions described herein is haptically . For example , effects observed haptically may for illustrative purposes , and is not intended to be limiting , comprise one or more of a vibration , a motion , a tempera as any of instructions may provide more or less functionality ture , and / or other haptic effects observed via tactile output . than is described . For example , one or more of the instruc Haptic features may be static or dynamic , and 15 tions may be eliminated , and some or all of its functionality haptically observed at a time , over a period of time , at a may be provided by other ones of the instructions . As 
location , and / or over a range of locations . Virtual content another example , processor ( s ) 110 may be programmed by 
information defining virtual content may define one or more one or more additional instructions that may perform some 
triggers associated with one or more haptic features of the or all of the functionality attributed herein to one of the 
virtual content . 20 computer - readable instructions . 

Implementations of the disclosure may be made in hard Exemplary Flowcharts of Processes 
ware , firmware , software , or any suitable combination FIG . 6 illustrates a method 600 for rendering a virtual 
thereof . Aspects of the disclosure may be implemented as content object in an augmented reality environment based on 
instructions stored on a machine - readable medium , which a living entity , in accordance with one or more implemen 
may be read and executed by one or more processors . A 25 tations . The operations of method 600 presented below are 
machine - readable medium may include any mechanism for intended to be illustrative and , as such , should not be viewed 
storing or transmitting information in a form readable by a as limiting . In some implementations , method 600 may be 
machine ( e.g. , a computing device ) . For example , a tangible accomplished with one or more additional operations not 
computer readable storage medium may include read only described , and / or without one or more of the operations 
memory , random access memory , magnetic disk storage 30 discussed . In some implementations , two or more of the 
media , optical storage media , flash memory devices , and operations may occur substantially simultaneously . The 
others , and a machine - readable transmission media may described operations may be accomplished using some or all 
include forms of propagated signals , such as carrier waves , of the system components described in detail above . 
infrared signals , digital signals , and others . Firmware , soft In some implementations , method 600 may be imple 
ware , routines , or instructions may be described herein in 35 mented in one or more processing devices ( e.g. , a digital 
terms of specific exemplary aspects and implementations of processor , an analog processor , a digital circuit designed to 
the disclosure , and performing certain actions . process information , a central processing unit , a graphics 

Although processor 110 , electronic storage 130 , display processing unit , a microcontroller , an analog circuit 
device 140 , and imaging sensor 150 are shown to be designed to process information , a state machine , and / or 
connected to interface 102 in FIG . 1 , any communication 40 other mechanisms for electronically processing informa 
medium may be used to facilitate interaction between any tion ) . The one or more processing devices may include one 
components of system 100. One or more components of or more devices executing some or all of the operations of 
system 100 may communicate with each other through method 600 in response to instructions stored electronically 
hard - wired communication , wireless communication , or on one or more electronic storage mediums . The one or more 
both . For example , one or more components of system 100 45 processing devices may include one or more devices con 
may communicate with each other through a network . For figured through hardware , firmware , and / or software to be 
example , processor 110 may wirelessly communicate with specifically designed for execution of one or more of the 
electronic storage 130. By way of non - limiting example , operations of method 600 . 
wireless communication may include one or more of the In an operation 602 , method 600 may include detecting a 
Internet , radio communication , Bluetooth communication , 50 living entity and multiple linkage points defined with respect 
Bluetooth Low Energy ( BLE ) communication , Wi - Fi com to the living entity visible within a field of view of a user . 
munication , cellular communication , infrared communica The living entity and multiple linkage points may be 
tion , or other wireless communication . Other types of com detected based on a series of images depicting a field of view 
munications are contemplated by the present disclosure . of the user obtained from an imaging sensor of a display 

Although processor 110 is illustrated in FIG . 1 as a single 55 device . One or more image recognition techniques may be 
component , this is for illustrative purposes only . In some used to detect the living entity and the multiple linkage 
implementations , processor 110 may comprise multiple pro points for the living entity visible within the field of view of 
cessing units . These processing units may be physically the user . In some implementations , operation 602 may be 
located within the same device , or processor 110 may performed by a processor component the same as or similar 
represent processing functionality of multiple devices oper- 60 to content triggering component 118 ( shown in FIG . 1 and 
ating in coordination . For example , processor 110 may be described herein ) . 
located within a user device , display device 140 , and / or In an operation 604 , method 600 may include determining 
other components of system 100. In some implementations , an arrangement of the multiple linkage points . The arrange 
processor 110 may be remote from a user device , display ment of the multiple linkage points defines the relative 
device 140 , and / or other components of system 100. Pro- 65 position of the linkage points to each other . In some imple 
cessor 110 may be configured to execute one or more mentations , a state of the living entity or an action of the 
components by software ; hardware ; firmware ; some combi living entity may be identified based on the arrangement of 
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the linkage points . In some implementations , operation 604 included in at least one implementation of the disclosure . 
may be performed by a processor component the same as or The appearances of , for example , the phrase “ in one imple 
similar to content triggering component 118 ( shown in FIG . mentation ” or “ in an implementation ” in various places in 
1 and described herein ) . the specification are not necessarily all referring to the same 

In an operation 606 , method 600 may include obtaining 5 implementation , nor are separate or alternative implemen 
virtual content information based on the arrangement . Based tations mutually exclusive of other implementations . More 
on the arrangement of the linkage points , virtual content over , whether or not there is express reference to an “ imple 
information defining particular virtual content that is to be mentation ” or the like , various features are described , which 
displayed when the arrangement is present may be obtained . may be variously combined and included in some imple 
The virtual content information may define a correlation 10 mentations , but also variously omitted in other implemen 
between the arrangement and a reference frame of the virtual tations . Similarly , various features are described that may be 
content . The virtual content information may be obtained preferences or requirements for some implementations , but 
from electronic storage , from one or more devices of the not other implementations . 
user , one or more connected devices ( e.g. , a device of a The language used herein has been principally selected 
living entity visible within a field of view of the user ) , and / or 15 for readability and instructional purposes , and it may not 
via a network ( e.g. , via the Internet , cloud storage , and / or have been selected to delineate or circumscribe the inventive 
one or more other networks ) . In some implementations , subject matter . Other implementations , uses and advantages 
operation 606 may be performed by a processor component of the invention will be apparent to those skilled in the art 
the same as or similar to content management component from consideration of the specification and practice of the 
116 ( shown in FIG . 1 and described herein ) . 20 invention disclosed herein . The specification should be 

In an operation 608 , method 600 may include generating considered exemplary only , and the scope of the invention is 
an image of the virtual content item to be displayed in the accordingly intended to be limited only by the following 
augmented reality environment based on the living entity . claims . 
The image of the virtual content item may be generated 
based at least on the virtual content information and the field 25 What is claimed is : 
of view of the user . A user's field of view may be defined 1. A system configured to utilize living entities as markers 
based on orientation information , location information , and / for virtual content viewed in an augmented reality environ 
or other information . Updated images of virtual content may ment , the system comprising : 
automatically be generated as a user's field of view changes a display device configured to superimpose images of 
or as a living entity moves within a user's field of view , thus 30 visual virtual content over a real - world view of a user 
changing the depiction of the virtual content in the aug to create a visual effect of the augmented reality envi 
mented reality environment based on the reference frame of ronment being present in a real world , wherein the 
the virtual content and its correlation to the position of the real - world view of the user is an outlook of the real 
linkage points . In some implementations , operation 608 may world from the point of view of the user ; 
be performed by a processor component the same as or 35 one or more physical computer processors configured by 
similar to image generation component 120 ( shown in FIG . computer - readable instructions to : 
1 and described herein ) . obtain an image of a field of view of the real - world 

In an operation 610 , method 600 may include causing the view of the user visible via the display device , 
image of the virtual content item to be displayed in the wherein the field of view is the area that comprises 
augmented reality environment via the display device . In 40 the real - world view of the user ; 
some implementations , updated images of virtual content detect , based on the image , a living entity within the 
may be automatically displayed when generated ( e.g. , as a field of view , the living entity being a separate and 
user's field of view changes or as a living entity moves discrete entity from the user ; 
within a user's field of view ) . In some implementations , detect multiple linkage points for the living entity ; 
operation 610 may be performed by a processor component 45 determine an arrangement of the multiple linkage 
the same as or similar to display control component 122 points , wherein the arrangement defines the relative 
( shown in FIG . 1 and described herein ) . position of each of the linkage points to each of the 

For purposes of explanation , numerous specific details are other linkage points of the multiple linkage points ; 
set forth in order to provide a thorough understanding of the dynamically determine virtual content information 
description . It will be apparent , however , to one skilled in 50 based on the arrangement , wherein the determined 
the art that implementations of the disclosure can be prac virtual content information defines a virtual content 
ticed without these specific details . In some instances , item to be displayed when the arrangement is present 
modules , structures , processes , features , and devices are and a correlation between the arrangement and a 
shown in block diagram form in order to avoid obscuring the reference frame of the virtual content item ; 
description . In other instances , functional block diagrams 55 obtain the determined virtual content information ; 
and flow diagrams are shown to represent data and logic generate an image of the virtual content item to be 
flows . The components of block diagrams and flow diagrams displayed in the augmented reality environment 
( e.g. , modules , blocks , structures , devices , features , etc. ) based on the living entity , wherein the image of the 
may be variously combined , separated , removed , reordered , virtual content item is generated based at least on the 
and replaced in a manner other than as expressly described 60 virtual content information and the field of view ; and 
and depicted herein . cause the image of the virtual content item to be 

Reference in this specification to “ one implementation ” , displayed in the augmented reality environment so 
" an implementation " , " some implementations " , " various that the image of the virtual content item is super 
implementations ” , “ certain implementations ” , “ other imple imposed over the living entity in the real - world view 
mentations ” , “ one series of implementations ” , or the like 65 of the user such that the user views the image of the 
means that a particular feature , design , structure , or charac virtual content item in the augmented reality envi 
teristic described in connection with the implementation is ronment via the display device . 
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2. The system of claim 1 , wherein the arrangement is transponder defines the position of the first linkage 
determined at a first point in time , and wherein the one or point with respect to the living entity ; and 
more processors are further configured to : detect one or more additional linkage points based on the 

determine a second arrangement of the multiple linkage position of the first linkage point with respect to the 
points at a second point in time , wherein the second 5 living entity , wherein the multiple linkage points 
arrangement of the multiple linkage points is different include at least the first linkage point and the one or from the arrangement of the multiple linkage points at more additional linkage points . the first point in time ; 11. The system of claim 1 , wherein to detect the living identify an action of the living entity based on the entity visible within the field of view , the one or more arrangement and the second arrangement ; 

obtain second virtual content information defining a sec processors are further configured to : 
obtain audio information indicating the presence of the ond virtual content item to be displayed when the 

action is identified ; living entity within a proximity of the user , wherein the 
generate an image of the second virtual content item to be audio information comprises a sound that is associated 

displayed in the augmented reality environment based 15 with the living entity ; and 
on the living entity ; and detect the living entity visible within the field of view 

cause the image of the second virtual content item to be based on the audio information . 
displayed in the augmented reality environment so that 12. A method of utilizing living entities as markers for 
the image of the second virtual content item is super virtual content viewed in an augmented reality environment , 
imposed over the living entity in the real - world view of 20 the method comprising : 
the user such that the user views the image of the obtaining an image of a field of view of a real - world view 
second virtual content item in the augmented reality of a user that is visible via a display device , wherein the 
environment via the display device . display device is configured to superimpose images of 

3. The system of claim 2 , wherein the second virtual visual virtual content over the real - world view of the 
content item comprises an animation associated with the 25 user to create a visual effect of the augmented reality 
action . environment being present in a real world , wherein the 

4. The system of claim 1 , wherein the one or more real - world view of the user is an outlook of the real 
processors are further configured to : world from the point of view of the user , wherein the determine an identification of the living entity that dis field of view is the area that comprises the real - world tinguishes the living entity from other living entities , 30 view of the user ; wherein the virtual content information is obtained 

based on the identification of the living entity . detecting , based on the image , a living entity within the 
field of view , the living entity being a separate and 5. The system of claim wherein the identification of the discrete entity from the user ; living entity comprises an indication of a type of living 

entity and / or a group of living entities . determining an arrangement of the multiple linkage 
6. The system of claim 1 , wherein a position of each of the points , wherein the arrangement defines the relative 

multiple linkage points in the real world defines the refer position of each of the linkage points to each of the 
ence frame of the virtual content item with respect to the real other linkage points of the multiple linkage points ; 
world and the living entity . dynamically determining virtual content information 

7. The system of claim 1 , wherein the image of the virtual 40 based on the arrangement , wherein the determined 
content item is generated based further on a position of the virtual content information defines a virtual content 
display device in the real world and the position of each of item to be displayed when the arrangement is present 
the multiple linkage points in the real world . and a correlation between the arrangement and a ref 

8. The system of claim 1 , wherein the image of the virtual erence frame of the virtual content item ; 
content item is generated based further on the size of the 45 obtaining the determined virtual content information ; 
arrangement of the multiple linkage points within the field of generating an image of the visual virtual content item to 
view of the user . be displayed in the augmented reality environment 

9. The system of claim 1 , wherein the field of view is based on the living entity , wherein the image of the 
defined based on location information and orientation infor virtual content item is generated based at least on the 
mation , the location information indicating at least a current 50 virtual content information and the field of view ; and 
location associated with the display device , and the orien causing the image of the virtual content item to be 
tation information indicating at least a pitch angle , a roll displayed in the augmented reality environment so that 
angle , and a yaw angle associated with the display device . the image of the virtual content item is superimposed 

10. The system of claim 1 , wherein to detect the living over the living entity in the real - world view of the user 
entity and the multiple linkage points defined with respect to 55 such that the user views the image of the virtual content 
the living entity , the one or more processors are further item in the augmented reality environment via the 
configured to : display device . 

receive a signal from a transponder of the living entity , 13. The method of claim 12 , wherein the arrangement is 
wherein the signal from the transponder indicates a determined at a first point in time , the method further 
location of the transponder and includes triggering 60 comprising : 
information that identifies virtual content to be dis determining a second arrangement of the multiple linkage 
played in the augmented reality environment based on points at a second point in time , wherein the second 
the living entity ; arrangement of the multiple linkage points is different 

obtain virtual content information based on the triggering from the arrangement of the multiple linkage points at 
information ; the first point in time ; 

detect at least a first linkage point for the living entity identifying an action of the living entity based on the 
based on the transponder , wherein the signal from the arrangement and the second arrangement ; 
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obtaining second virtual content information defining a 20. The method of claim 12 , wherein the field of view is 
second virtual content item to be displayed when the defined based on location information and orientation infor 
action is identified ; mation , the location information indicating at least a current generating an image of the second virtual content item to location associated with the display device , and the orien be displayed in the augmented reality environment 5 tation information indicating at least a pitch angle , a roll based on the living entity ; and 

causing the image of the second virtual content item to be angle , and a yaw angle associated with the display device . 
displayed in the augmented reality environment so that 21. The method of claim 12 , wherein detecting the living 
the image of the second virtual content item is super entity and the multiple linkage points defined with respect to 
imposed over the living entity in the real - world view of the living entity comprises : 
the user such that the user views the image of the receiving a signal from a transponder of the living entity , 
second virtual content item in the augmented reality wherein the signal from the transponder indicates a 
environment via the display device . location of the transponder and includes triggering 

14. The method of claim 13 , wherein the second virtual information that identifies virtual content to be dis 
content item comprises an animation associated with the played in the augmented reality environment based on action . the living entity ; 15. The method of claim 12 , the method further compris 
ing : obtaining virtual content information based on the trig 

determining an identification of the living entity that gering information ; 
distinguishes the living entity from other living entities , detecting at least a first linkage point for the living entity 
wherein the virtual content information is obtained 20 based on the transponder , wherein the signal from the 
based on the identification of the living entity . transponder defines the position of the first linkage 

16. The method of claim 15 , wherein the identification of point with respect to the living entity ; and 
the living entity comprises an indication of a type of living detecting one or more additional linkage points based on 
entity and / or a group of living entities . the position of the first linkage point with respect to the 

17. The method of claim 12 , wherein a position of each of 25 living entity , wherein the multiple linkage points 
the multiple linkage points in the real world defines the include at least the first linkage point and the one or 
reference frame of the virtual content item with respect to more additional linkage points . 
the real world and the living entity . 22. The method of claim 12 , wherein detecting the living 

18. The method of claim 12 , wherein the image of the entity visible within the field of view comprises : 
virtual content item is generated based further on a position 30 obtaining audio information indicating the presence of the 
of the display device in the real world and the position of living entity within a proximity of the user , wherein the 
each of the multiple linkage points in the real world . audio information comprises a sound that is associated 

19. The method of claim 12 , wherein the image of the with the living entity ; and 
virtual content item is generated based further on the size of detecting the living entity visible within the field of view 

based on the audio information . the arrangement of the multiple linkage points within the 35 
field of view of the user . 


