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(57) Abstract: Examples disclosed herein relate
to determining a segmentation boundary based
on an image representing an object. Examples
include capturing, from an infrared (IR) camera
disposed above and pointed at a projection
screen, an IR image representing an object dis-
posed between the IR camera and the projection
screen, based on an intensity of IR light reflec-
ted by the object and the projection screen in-
cluding a surface to specularly reflect IR light.
Examples include determining a segmentation
boundary based at least in part on at least one
boundary between a first set of IR light intensity
values and a second set of IR light intensity val-
ues, wherein the segmentation boundary repres-
ents at least one outer edge of the object based
on the IR image.
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PROJECTION SCREEN FOR SPECULARLY REFLECTING INFRARED
LIGHT

BACKGROUND
[0001] Many computing systems include at least one display and at least one
input device. The display may include, for example, a monitor, a screen, or the
fike. Exampie input devices includse a mouse, a keyboard, a touchpad, or the ke,
Some computing systems include a touch-sensitive display fo both display output

of the computing system and receive physical {e.g., touch} input.

Brier DESCRIPTION OF THE DRAWINGS

[0002] The following detailed description references the drawings, wherein:

[2083] FIG. 1 is a schemalic perspective view of an example computling

system comprising a segmentation engine;

foo04] FiG. 2 is another schematic perspeclive view of the example

computing system of FIG. 1;

[6005] FIG. 3 is a schematic side view of the example computing system of
FIG. 1;

[ooes]  FiG. 4 is a schematic front view of the example computing system of
FIG. 1;

[0007]  FliG. 5 is a schematic side view of the example computing system of

FiG. 1 during an example operation;

(0008} FIG. 6 is a schematic front view of the example computing system of

FIG. 1 during an example operation;

[0008] FliG. 7 is a schematic side view of the example computing system of

FiG. 1 illustrating an example of image capiuring;

[8010] FiGs. 8A-B are schemaiic views of a projection screen of the example

computing system of FIG. 1;
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[6011]  FiGs. 8A-B are schematic side views of the example computing system

of FIG. 1 iHlustrating an example of image capturing;

[6012] FIG. 10 is a block diagram of an example portion of the computing

systemn of FIG. 1 comprising the segmentation engine;

[2013] FIG. 11 is a block diagram of an example device o delermine a

segmentation boundary; and

[6014] FiG. 12 is a flowchart of an example method for delermining a

segmentaiion boundary.

DETAILED DESCRIPTION
0015  In addition to the input devices mentionad above, a camera is another
example of an input device for a computing system. In some sxamples, a
computing system may capture video or a still image with the camera. The video
or still image may be slored or provided to ancther computing system via 3
sulfable computer network. In other examples, an image capiured by the camera
may be analyzed, and the computing system may utilize the content of the image
as input to the compuling sysiemn. For example, the computing system may
analyze an object represented in the caplured image, and determine inpul fo the
computing system based on characleristics {e.g., location, position, orientation,

shape, efc.} of the obiect represenied in the image.

[8018]  In such examples, the computing system may perform a process on the
caplured image to exiract an image of al least one foreground object represented
in the captured image. This process may be referred to herein as “segmentation”.
in some examples, the resull of such a segmentation process may be an image of
the foreground object separated from at least a background represenied in the
capturad image. As an example, at least a portion of the background represented
in the captured image may correspond to a surface, such as a projection screen,
for reflecting image(s) projected from a projector assembly communicatively
coupled to the compuling system. The image(s) projecied by the projector

assembly may comprise information and/or images produced by software being
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executed by the computing system. In order fo provide a sufficiently bright
projected image onto the projection screen, the screen may be consiructed with
materials for diffusing light. As an example, the camera may be disposed above
and pointed af the projection screen o capture an image representing an object
disposed between the camera and the projection screen, based on light reflected

by the object.

[0017]  In some examples, a segmentation process may comprise determining a
segmentation boundary for an object represented in a caplured image. As used
herein, a “segmentation boundary” for an object represented in an image may be
information representing an estimate of which portion{s} of the image represent
the object and which porlion(s) of the image represent features other than the
object, such as ithe projection screen. In some exampies, 3 segmentation
boundary for an object represented in an image may include information
representing at least one outer edge of the object as represented in the image.
When performing a segmentalion process, a compuling system may use the
segmentation boundary o exiract an image of the object from a larger captured

imags including, at least, a portion of the projection screen.

[o018] However, it may be difficult to accurately delermine a segmentation
boundary for an object disposed belween the camera and the projection screen,
as certain conditions may make it difficult fo accurately distinguish the foreground
obiect from the projection screen. For example, it may be difficult to accurately
determine a segmentation boundary based on an image captured by a color
camera {e.g., an RGB camera} in the presence of shadows, or when the
foreground object and the projection screen are similar in color. As an example,
an infrared (IR} camera may be used because an image captured by the IR
camera may notl be affected by either shadows or color similarity. However, when
the projection screen is constructed with materials for diffusing light, which may
include diffusing IR light, it rmay be difficult to geourately determine a segmentalion
boundary for an object that may also diffuse IR light. For example, by diffusing IR
light, the projection screen may not provide suflicient contrast when the computing

systemn determines the segmentation boundary for a foreground object that also
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diffuses IR light.

0018] To address these issues, examples described herein provide a
projection screen that both specularly reflects IR light and diffuses visible light. By
specularly reflecting IR light, for example, away from the IR camera disposed
ahove and pointed at the projection screen, the projection screen may provide
sufficient confrast when the computing system determines the segmentation
boundary for a foreground object disposed between the IR camera and the
projection screen, based on IR light reflected by the object. By diffusing visible
light, the projection screen may provide a sufficiently bright image reflected from

the projector assembly,

[0020] Examplaes described herein provide a projection screen including a first
surface fo specularly reflect IR light and a second surface {o diffuse visible light.
By using a projection screen including a first surface to specularly reflect IR light
and a second surface to diffuse visible light may allow the computing system to
more accurately determine a segmentation boundary for an object disposed
between the screen and an IR camera. In addition, the projection screen may

provide a sufficiently bright image reflected from the projector assembly.

[0021] Referring now to the drawings, FiGs, 1-7 are schematic views of an
example computing system 100 comprising a segmentation engine 170, In
some exanmples, segmentation engine 170 may determine a segmentation
boundary representing at least one ouler edge of an object based on a captured
IR image, as described above. In the example of FiGs. 1-7, system 100
generally comprises a support structure 110, a computling device 150, a
projector unit 180, and a projection screen 200 including a first surface o

specularly reflect IR light and a second surface to diffuse visible light.

(00221 Computing device 150 may comprise any suitable computing device
complying with the principles disclosed herein. As used herein, a “computing
device” may comprise an slectronic display device, a smariphone, a {ablel, a
chip set, an all-in-one computer {8.g., a device comprising a display device that
also houses processing resource(s) of the compuler), a deskiop computer, a

4
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notebook computer, worksiation, server, any other processing device or
squipment, or a combination thersof. In this exampie, device 150 is an all-in-
one computer having a central axis or center line 155, first or top side 150A, a
second or bottom side 1508 axially opposite the {op side 150A, a front side
150C extending axially between sides 150A and 1508, a rear side 1500 also
extending axially between sides 150A and 150B and generally radially opposite
front side 150C. A display 152 iz disposad along front side 150C and defines g
viewing surface of computing system 100 to display images for viewing by a
user of sysiem 100. In examples described herein, a display may include

componenis of any technology suitable for displaving images, video, or the like.

[6023] In some exampies, display 152 may be a louch-sensilive display. In
examples described herein, a louch-gensitive display may include, for example,
any suitable technology (e.g., components) for displaying images, video, or the
fike, and may include any suitable technology {e.g., components} for detecting
physical contact {(e.g., touch inpul), such as, for example, a resistive, capacitive,
surface acouslic wave, infrared (IR}, sirain gaugs, oplical imaging, acoustic
pulse recognition, dispersive signal sensing, or in-cell system, or the like. In
examples described herein, display 152 may be referred to as a touch-sensilive
display 152. Device 150 may further include a camera 154, which may be 3
web camera, for example. In some examples, camera 154 may capture images
of a user positioned in front of display 182, In some examples, device 150 may
also inciude a microphone or other device o receive sound input {8.g., voice

input from a user}.

[0024] In the example of FiGs. 1-7, support structure 110 includes a base
120, an upright mamber 140, and a fop 160. Base 120 includes a first or front
end 120A, and a second or rear end 120B. Base 120 may engage with a
support surface 15 to support the weight of at least a portion of the components
of system 100 (e.g., member 140, unit 180, device 150, top 160, etc.}. In some
examples, base 120 may engage with support surface 15 in this manner when
system 100 is configured for operation. In the example of FiGs. 1-7, front end

120A of base 120 includes a raised portion 122 that may be disposed above
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and separated from support surface 15 {(crealing a space or clearance belwesn
portion 122 and surface 15) when base 120 is disposed on support surface 15
as illusirated in FIG. 2, for example. In such examples, a portion of a side of
projection screen 200 may be disposed in {e.g., received within} the space
formed between portion 122 and surface 15, In such examples, placing a
portion of screen 200 within the space created by portion 122 and surface 15
may assist with the proper alignment of screen 200, In other examples, other
suitable methods or devices may be used o assist with the alignment of screen
200.

[6025]  Upright member 140 includes a first or upper end 140A, a sscond or
lower end 140B opposite the upper end 1404, a first or front side 140C
extending belween the ends 140A and 1408, and a second or rear side 140D
opposite the front side 140C and also extending belween the ends 140A and
1408B. Lower end 140B of member 140 is coupled to rear end 1208 of bass
120, such that member 140 extends substantially upward from support surface
15,

[0028] Top 160 includes a first or proximate end 160A, a second or distal end
1608 opposite the proximate end 160A, a top surface 1600 extending belwesn
ends 1604 and 1608, and a botlom surface 160D opposite the top surface
160C and siso extending belween ends 160A and 160B. Proximate end 180A
of top 160 is coupled 0 upper end 140A of upright member 140 such that disiai
end 1608 extends outward from upper and 140A of upright member 140, As
such, in the exampie shown in FIG. 2, top 160 is supporied at end 180A {(and
not at end 1608}, and may be referred to herein as a cantileverad fop. In some
axamplas, base 120, mamber 140, and top 160 may be monolithically formed.
in other examples, two or more of base 120, member 140, and top 160 may be

formed of separate pieces {i.e., not monolithically formed).

[6027) Projection screen 200 may include a ceniral axis or centerline 205, a
first or front side 200A, and a second or rear side 2008 axially opposite the front

side 200A. In the example of FiGs. 1-7, screen 200 may comprise a touch-

[a2]
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sensitive region 202 substantially aligned with axis 205. Region 202 may
comprise any suilable technology for detecting physical contact (e.g., touch
input), as described above {e.g., capacitive fouch mat). For example, fouch-
sensitive region 202 may comprise any suitable technology for detecting (and in
some examples tracking) one or multiple touch inpuis by a user o enable the
user to interact, via such fouch input, with software being executed by device
150 or another computing device. In the example of FiGs. 1-7, region 202
extends over less than all of screen 200, In other examples, region 202 may
extend over substantially all of screen 200 (e.g., may be substantially

coterminous with screen 200}

[0028] In examples described herein, projection screen 200 may be any
suifable planar object, such as a mal {s.g., a louch-sensilive mat), tablelop,
sheel, elc. In some examples, projection screen 200 may be dispossed
horizontal {or approximately or substantially horizontal). For exampls, screen
200 may be disposed on support surface 15, which may be horizontal (or

approximatesly or substantially horizonial).

[0029] Referring to FiGs. 8A-B, the screen 200 may include a first surface
802 to specularly reflect IR light and a second surface 804 to diffuse visible light
{e.g., in a broad range of directions). As an example, the screen 200 may be a
dielectric mirror, which may include mulliple layers of dielectric material
deposited on optical material, such as glass. By choosing the appropriate
dielectric layers, and the thickness of each layer, a particular coating with a
specified reflectivity may be designed at different waveiengths of light. As an
example, referring o FIG. 8A, a top dieleclric layer may correspond to the first
fayer 802 fo specularly reflect IR light, and another diglectric laver below the top
taver may correspond to the second laver 804 to diffuse visible light. As an
example, the first surface 802 of the screen 200 may include a hol mirror, which
may reflect infrared light, while allowing visible light to pass through the first
surface, and the second surface 804 of the screen 200 may include a cold
mirror, which may reflect visible light while allowing infrared light to pass through

the second surface.



WO 2015/076811 PCT/US2013/071240

[0030]  In order to specularly reflect IR light, the first surface 802 may be a
highly reflective surface {(e.g., mirror-like}). As a resuli, IR light 806A projecied
toward screen 200 from a single incoming direction may be reflecled info a
single outgoing direction ({indicated as 806B). As will be further discussed, by
specularly reflecting IR light {instead of diffusing IR light), the screen 200 may
provide sufficient contrast when the compuling system 150 determines a
segmentation boundary for a foreground object disposed between an IR camera
and the screen 200. With regards to diffusing visible light (e.g., visible light
808A projected from projector unit 180), the second surface 804 may be an
appropriate surface for reflecting visible light in a broad range of directions
{indicated as 808B). As a result, the screen 200 may provide a sufficiently

bright image reflected from the projector unit 180

[0031] Referring o FiGs. 8A-B, the first surface 802 of the screen 200 may
be dispesed above or below the second surface 804, When the first surface
802 is disposed above the second surface 804 (see FIG. 8A), visible light
reflected or diffused from the second surface 804 may pass through the first
surface 802.

[0032] As described above, screen 200 may be aligned with base 120 of
structure 110 to assist with proper alignment of screen 200 {e.g., atl least during
operation of system 100). In the example of FiGs. 1-7, rear side 200B of screen
200 may be disposed between raised portion 122 of base 120 and support
surface 15, such that rear end 2008 is aligned with front side 120A of base 120
to assist with proper overall alignment of screen 200 {(and particularly proper
alignment of region 202} with other componenis of sysiem 100. In some
examples, screen 200 may be aligned with device 150 such that the center line
155 of device 150 is substantially aligned with center line 205 of screen 200, In

other examples, screen 200 may be differently aligned with device 150.

[0033] In some examples, region 202 of screen 200 and device 150 may be
communicatively connecled (e.g., slectrically coupled) to one another such that

user inpufs received by region 202 may be communicaied to device 150,



WO 2015/076811 PCT/US2013/071240

Region 202 and device 150 may communicate with one anocther via any suifable
wired or wireless communication technology or mechanism, such as, for
example, WIFI, BLUETOQOTH, ultrasonic lechnology, electrical cables,
electrical leads, electrical conduciors, slectrical spring-loaded poge pins with
magnatic holding force, or the like, or & combination thereofl. I the example of
FiGs. 1-7, exposed eleclrical contacts disposed on rear side 200B of screen
200 may engage with corresponding electrical pogo-pin leads within portion 122
of base 120 to communicate information {e.g., transfer signals) between device
150 and region 202 during operation of system 100. In such examples, the
electrical contacts may be held together by adjacent magnets {located in the
clearance between portion 122 of base 120 and surface 15) {o magnetically
attract and hold {e.g., mechanically} a corresponding ferrous and/or magnetic

material disposed along rear side 2008 of screen 200.

[0034] Referring to FIG. 3, projector unit 180 comprises an ouler housing
182, and a projector assembly 184 disposed within housing 182. Housing 182
includes a first or upper end 182A, a sscond or lower and 1828 opposile the
upper end 182A, and an inner cavity 183, In the example of FIG. 3, housing
182 further includes a coupling or mounting member 186 {0 engage with and
support device 150 {e.g., al least during operation of system 100). Member 186
may be any suifable mechanism or device for suspending and supporting any
suitable computing device 150 as described herein. For exampie, member 188
may comprise g hinge that includes an axis of rotation such that device 150 may
be rotated {e.g., by a user} gbout the axis of rolation to altain a desired angle for
viewing display 152, In some examples, device 150 may permanently or semi-
permanently attached to housing 182 of unit 180. In some examples, housing

180 and device 150 may be integraily or monolithically formed as g single unit.

[2035] Referring to FIG. 4, in some examples, when device 150 is suspended
from structure 110 via mounting member 186 on housing 182, projector unit 180
{i.e., both housing 182 and assembly 184) may be subslianiially hidden behind
device 150 when system 100 is viewed from the front (i.e.., substantially facing

display 1562 disposed on iront side 150C of device 150). In addition, as shown
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in FIG. 4, when device 150 is suspended from structure 110 as described
above, projector unit 180 {i.e., both housing 182 and assembly 184) and any
image projected thereby may be substantially aligned or centered with respeat

fo center line 155 of device 150.

[0038] Referring again to FIG. 3, projecior assembly 184 iz disposed within
cavity 183 of housing 182, and includes a first or upper end 1844, a second or
fower end 1848 opposite the upper end 184A. Upper end 184A is proximats
upper end 182A of housing 182 while lower end 1848 is proximate lower end
1828 of housing 182. Projecior assembly 184 may comprise any suilable digital
light projector assembly for receiving daia from a computing device {e.g., device
150} and projecting image(s} {e.g., oul of upper end 1844} that correspond with
that input data. For example, in some implementations, projector assembly 184
may comprise a digital light processing (DLP) projector or a liquid crystal on
siicon {LCo0S) projector which are advantageously compact and power efficient
projection engines capabile of multiple display resolutions and sizes, such as, for
example, standard XGA resoclution (1024 x 768 pixsls) with a 4:3 aspect ratio, or
standard WXGA resolution (1280 x 800 pixels) with a 16:10 aspect ratio.
Projecior assembly 184 is further communicatively connected (e.g., electrically
coupled) to device 150 in order o receive data therefrom and {o produce (8.9,
project) light and image{s) from end 184A based on the received data.
Projector assembly 184 may be communicatively connected io device 150 via
any suilable type of electrical coupling, for example, or any other suitable
communication technology or mechanism described herein. In some examples,
assembly 184 may be communicatively connecied to device 150 via elecirical
conductor{s), Wi-Fl, BLUETOOTH, an optical connection, an ulirasonic
connectlion, or a combination thereofl. In the example of FiGs. 1-7, device 150
is communicatively connecled o assembly 184 through slectrical leads or
conductors {2.g., as described above in relation to screen 200 and base 120)
disposed within mounting member 186 such that, when device 150 is
suspended from structure 110 through member 186, the slectrical leads
disposed within member 186 coniact corresponding leads or conductors

disposed on device 150.
10
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[0037] Referring still 1o FIG. 3, top 160 further includes a fold mirror 162 and
a sensor bundle 1684, Mirror 162 includes a highly reflective surface 162A that
is disposed along bottom surface 160D of fop 180 and is positioned to reflact
light, image(s), elc., projected from upper end 184A of projector assembly 184
toward screen 200 during operation. Mirror 162 may comprise any suitable type
of mirror or reflective surface. In the example of FiGs. 1-7, fold mirror 162 may
comprise a standard front surface vacuum metalized aluminum coated glass
mirror that acts o fold light emitied from assembly 184 down to screen 200, In
other examples, mirror 162 may have a complex aspherical curvature 1o act as
a refleclive lens element to provide addilional focusing power or oplical

corraction.

[0038] Sensor bundie 164 includes a plurality of sensors (s.g., cameras, or
other types of sensors) 1o detect, measure, or otherwise acquire data based on
the state of {e.g., aclivilies occurring in} a region belween sensor bundle 164
and screen 200. The siate of the region bDetween sensor bundle 164 and
screen 200 may include ohjeci{s) on or over screen 200, or activil{ies) ocourring
o or near screen 200, In the example of FIG. 3, bundle 164 includes an RGB
camera 164A {or another type of color camera 16844}, an IR camera 164B, a

depih camera (or depth sensor) 164C, and an ambiant light sensor 164D,

[2038] In some examples, RGB camera 164A may be a camera {o caplure
color images (2.g., at least one of still images and video). In some examples,
RGB camera 164A may be a camera o caplure images according fo the RGB
color model, which may be referred to herein as “RGEB images”. In some
examples, RGB camera 164A may caplure images with relatively high
resolution, such as a resolution on the order of mulliple megapixels (MPs), for
example. As an example, RGB camera 164A may capture color {e.g., RGB)
images with a resolution of 14 MPs. In other examples, RBG camera 164A may
capiures images with a diffsrent rasolution. In some examples, RGB camera
164A may be pointed toward screen 200 and may capture image(s) of screen
200, objeci(s) disposed between screen 200 and RGB camera 164A {e.g., onor

above screen 200), or a combination thereof.

1
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[0048] IR camera 1648 may be a camera to delect intensity of IR light at a
plurality of points in the field of view of the camera 164B. In examples
described herein, IR camera 1648 may operale in conjunction wiih an IR light
projector 166 {ses FIG. 7) of system 100 fo capture IR images. In such
examples, sach IR image may comprise a plurality of pixels each representing
an infensity of IR light detected at a point represented by the pixel. In some
examples, iop 160 of system 100 may include an IR light projector 166 (see
FIG. 7} to project IR light 167 toward screen 200 and IR camera 1648 may be
pointed toward screen 200. In such sxamples, IR camera 1648 may detsct the
intensity of iR light reflected by screen 200, object(s} disposed between screen
200 and IR camera 1848 {s.g9., on or above screen 200), or a combination
thereol. In some examples, IR camera 1648 may exclusively detect IR light 167
projected by IR light projector 166 {e.g., as reflected from screen 200, object(s},
efc., or received directly). As mentioned above, by specularly reflecting IR light
(instead of diffusing IR light), the screen 200 may provide sufficient contrast
when the computing system 150 determines a segmentation boundary for a

foreground object disposed between the IR camera 1648 and the screen 200.

[0041] Depth camera 164C may be a camera {sensor{s}, etc.} io detect the
respective distance(s) {or depth(s}} of portions of object{s} in the field of view of
depth camera 164C. As used herein, the data detected by a depth camera may
be referred fo herein as “distance” or “depth” data. In examples described
herein, depth camera 184C may caplure a mulli-pixel depth image {8.9., a depth
map), wherein the dala of each pixel represents the distance or depth
{measured from camera 164C) of a portion of an object at a point represented
by the pixel. Depth camera 164C may be implemented using any suitable
technology, such as stereovision camera(s), a single IR camera sensor with a
uniform flood of IR light, a dual IR camera sensor with a uniform flood of IR light,
structured light depth sensor technology, time-of-flight {TOF) depth sensor
technology, or a combination thereof. In some examples, depth sensor 1684C
may indicate when an object {e.g., a threg-dimensional object} is on screen 200,
which includes a surface to specularly reflect IR light, for example, away from

the depth camera 184C. In some examples, depth sensor 164C may delect at
12
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least one of the pressnce, shape, contours, motion, and the respective

distance(s} of an object {or portions thereof} placed on screen 200,

[0042] Ambient light sensor 164D may be arranged to measure the intensity
of light in the environment surrounding system 100. In some examples, sysiem
100 may use the measuremenis of sensor 164D to adjust other componeants of
system 100, such as, for example, exposure seitings of sensors or cameras of
system 100 {e.g., cameras 164A-164C), the intensity of the light emiltted from
fight sources of system 100 {e.g., projecior assembly 184, display 152, etc.), or
the like.

[0043] In some examples, sensor bundle 164 may omil at least one of
sensors 164A-164D0. In other examples, sensor bundle 164 may comprise other
camera(s), sensor(s), or the like in addition io sensors 164A-164D, or in lieu of
at ieast one of sensors 164A-1640. For example, sensor bundle 164 may
include a user inferface sensor comprising any suitable device(s) {e.g.,
sensor{s), camera{s}} for tracking a user input device such as, for example, a
hand, stylus, pointing device, sic. In some examples, the user interface sensor
may include 8 pair of cameras which are arranged {o stereoscopically track the
focation of a user input device {(e.g., a stylus) as it is moved by a user about the
screen 200 (e.g., about region 202 of screen 200). in other examples, the user
interface sensor may additionally or allemnatively include IR camera(s} or
sensor(s) arranged o delect infrared light that is either emiited or reflecied by a

user input device.

[0044] In examples described herein, each of sensors 164A-164D of bundle
164 is communicatively connected {e.g., coupled) to device 150 such that data
generated within bundle 164 (e.g., images caplured by the cameras) may be
provided {o device 150, and device 150 may provide commands to the
sensor(s) and camera(s) of sensor bundle 164. Sensors 164A-164D of bundle
164 may be communicatively connected to device 150 via any suitable wired or
wireless communication lechnology or mechanism, examples of which are

described above. in the example of FiGs. 1-7, electrical conduciors may be
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routed from bundle 164, through top 160, upright member 140, and projecior
unit 180 and into device 150 through leads that are disposed within mounting

member 186 (as described above).

[6045] Referring o FiGs. 5 and 8, during operation of system 100, projecior
assembly 184 may project visible light 187 fo reflect off of mirror 162 towards
screen 200 to thereby display visible image(s) on a projector display space 188
of screen 200. As mentioned above, by induding a surface {o diffuse visible
fight {e.g., second surface 804 in FIGs. 8A-B), the screen 200 may provide a
sufficiently bright image reflected from the projector assembly 184, in the
example of FiGs. 5-6, space 188 may be substantially rectangular, having a
length 188L and a width 188W. In some examples, length 188L may be
approximately 18 inches, while width 188W may be approximately 12 inches. in

other examples, length 188L and width 188W may have different values,

[0046] In some examples, cameras 164A-164C of sensor bundle 164 are
arranged within system 100 such thati the field of view of each of cameras 164A-
1640 includes a space 168 of screen 2G0 that may overlap with some or all of
display space 188 or may be coterminous with display apace 188. Ih examplas
described herein, the fisld of view of cameras 164A-164C may be said fo
include space 168, though at times screen 200 may be at least pariially
occluded by obieci{s} on or over screen 200. In such examples, the object(s)}
on or over screen 200 may be in the field of view of al least one of cameras
164A-184C. In such examples, sensors of sensor bundle 164 may acquire data
based on the siate of {e.g., activities occurring in, object(s} disposed in} a region
hetween sensor bundle 1684 and space 168 of screen 200, For example, with
regards o the IR camera 1648, with the screen 200 specularly reflecting IR light
{e.g., from IR light projecior 166} away from the IR camera 1648, the screen
200 may provide sufficient conirast for the computing device 150 to reliably
determine the segmentation boundary of the object disposed in the region

between sensor bundle 164 and space 168 of scresn 200.

[po47]  In some examples, both space 188 and space 168 coincide or
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correspond with region 202 of screen 200 such that functionalities of touch
sensitive region 202, projector assembly 184, and sensor bundie 164 are ali
performed in relation to the same defined area. A field of view 185 of cameras
164A-164C is schematically Hlustrated in FIG. 7. In some examples, each of

cameras 164A-164C may have a slightly different field of view.

[o048] Referring again o FiGs. 8A-B, screen 200 may include a first surface
802 to specularly reflect IR light, and a second surface 804 to diffuse visible
fight. As an example, the first surface 802 may specularly reflect IR light away
from an IR camera {e.g., IR camera 164B) such that the IR camera 1648 may
detect a different intensity of IR light from the projection screen 200 than from
an object disposed between the camera 1848 and the screen 200 that is under

the same IR light projection conditions.

[0048] Refering to FiGs. 8A-B, IR light 167 projecied by iR light projector 168
may be reflected differently (e.g., specular reflection and/or diffused reflection),
based on the surface that is reflecting the IR light 167. As illusirated in FIG. 8A,
the screen 200 may include a highly reflective surface {(e.g., first surface 802 as
Hlustrated in FiGs. 8A-B) for reflecting IR light from a single incoming direction
167A info a single outgoing direction 168A, which may be away or ouiside from
the field of view 165 of IR camera 164B. However, for an object 40 not
including, coated with, or otherwise prepared with such a highly reflective
surface, IR light 1678 projected on object 40 may produce a diffused reflection
1698 of IR light, which may be within the fisid of view 165 of IR camera 1848,
as iliustrated in FIG. 8B. As a resull, the camera 1648 may delect a different
intensity of IR light reflected from the screen 200 than from the object 40. In
order to determine the segmeniation boundary of the object 40, the pixeis of the
IR image representing portions of the screen 200 may have a different IR light
intensity than pixels representing portions of the object, such that the difference
in infensity values may provide sufficient contrast o reliably determine the
segmentation boundary of the object 40 in the IR image. As an example, pixels
of the IR image representing portions of the screen 200 may have a significantly

higher andfor lower IR light intensity than pixels representing portions of the

15



WO 2015/076811 PCT/US2013/071240

objgct 40. As an example, the computing device 150 may determing the
segmentation boundary for an object based on multiple images caplured by
cameras of diferent types {e.g., color camera, IR camera, and/or depth
camera). This may be necessary when it is difficult to accuralely deierming the
segmentation boundary for an object based on an image captured by a single

camera {e.g., IR camera 164B).

[0050] Referring now o FiGs. 5-7, device 150 may direct projector assembly
184 o project image(s) onto region 202 of screen 200. Device 150 may aiso
display image(s) on display 152 {which may be the same as or different from the
image(s} projected onto region 202 by projector assembly 184). The image(s)
projected by assembly 184 may comprise information and/or images produced
by software being exscuted by device 150, In some examples, a user may
interact with the image{s) projected on region 202 and displayed on display 152
by physically engaging the touch-sensitive region 202 of screen 200 in any
suitable manner, such as with user's hand 35 {e.g., via touches, taps, gesiures,
or other fouch input), with a siylus 25, or via any other suitable user input
device(s). Touch-sensitive region 202 may dstect such interaction via physical
engagement with region 202. Also, in some examples, assembly 184 may also
project image(s) (at least partially} on objecls disposed over screen 200 {e.g.,

hand 35, as shown in FiG. 5).

[3051] As an example, when a user interacts with region 202 of scresn 200
{e.g., with a hand 35, as shown in FlG. 7}, iouch-sensilive region 202 may
generate touch inpul information and provide it to device 150 through any
suifable connection (examples of which are described above). In some
examplas, the touch input information may be provided to an operaling system
(OS) executing on device 150, and may further be passed by to OS5 o another
application {e.g., program, eic.} executing on device 150, In response, the
exgcuting OS or application may alter image(s) projected by projector assembly
184, image(s) displayed on display 152, or a combination thereof. As used
herain, an “application” {or “computer application”) is a collection of machine-

readable instructions that are executable by a processing resource.  In some
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examples, a user may similarly interact with image{s) displayed on display 152
(which may be a touch-sensilive display}, or any other input device of device

150 (8.q., a keyboard, mouse, efc.).

[0052] In some examples, sensors of sensor bundle 164 may alsc generale
system input that may be provided to device 150 for further processing. For
example, system 100 may utilize at least ssensor(s) of bundle 164 and
segmentation engine 170 detect at least one of the presence and location of a
user's hand 35 (or a stylus 25, as shown in FIG. 5}, and provide system input
information representing the detected information to device 150. The provided
system input information may be passed fo at least one of an OS and
application being execuled by device 150, and may aller image(s) displayed by
system 100, as described above in relgtion to fouch input. For example, bundie
164 may include a pair of cameras or sensors that are arranged to perform
stereoscopic stylus fracking (e.g., of stylus 25). In other exampiles, stylus 25
includes a lip 26 coaled with an infrared retro-reflective coating {e.g., paint}
stich that fip 26 may serve as an infrared refro-reflector.  In such examples,
bundie 1684 may include IR camera(s} (or sensor{s)), as described above, which
detect IR light that is reflected off of tip 26 to enable device 150 to irack the
focation of tip 26 as it moves across region 202, As an exampls, with the
screen 200 specularly reflecting R light away from the IR camera, the screen
200 may provide sufficient contrast for the device 150 fo track the location of tip

26 as it moves across region 202

[0053] In some examples, region 202 (with image(s) projected on it by
assembly 184) may serve as a second or allernative fouch-sensilive display
within system 100. In addition, detection of inferaction with image(s) displayed
on region 202 may be enhanced through use of sensors of sensor bundle 164

as described above.

[0054] In some examples, system 100 may caplure two-dimensional (2D)
image(s} or creale a three-dimensional {30} scan of a physical object such that

an image of the object may then be projected onto region 202 for further use
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and manipulation thereof. For example, as shown in FIG. 8, an object 40 may
be placed on region 202 such that sensors of bundle 164 (e.g., al least one of
cameras 164A-164C) may detact at least one of the localion, dimensions, and
color of object 40, fo enhance the 2D image(s) or create the 3D scan thereof. In
such exampies, the information gathered by the sensors of bundle 164 may be
provided to device 150 (e.g., an OS, application, eic.}, as described above. iIn
some examples, afier receiving the information, device 150 (e.g., the QF,
application, etc.) may direct projecior assembly 184 {o project an image of
object 40 onio region 202, Object 40 may be, for example, a smartphone, a

book, a document, a pholo, or any other physical object.

[0055] In some exampies, once object(s) are scanned by sensors of bundie
164, the background of the image representing the object may be removed
{(e.g., via a segmeniation process as described above), and the resulting imags
of the foreground object may be projected onio region 202 {or shown on display
152). In such exampies, images of physical objects (2.g., an object 40) may be
captured, processed, and displayed on region 202 to quickly and easily create a
digitai version of the physical object to allow Tor further manipulation thereof.
The background of the image representing the object 40 that is removed may
correspond to at least a portion of the screen 200. With the screen 200
specularly reflecting IR light {(e.q., from IR light projector 166) away from the IR
camera 1648, the screen 200 may provide sufficient contrast for the computing
device 150 to reliably delermine the segmentation boundary of the object 40,

thereby removing the background of the image.

foo58]  FiG. 10 is a block diagram of a portion of computing system 100 of FIG.
1 comprising segmeniation engine 170,  In particular, FIG. 10 illusirates an
example of computing device 150 that comprises segmentation engine 170 and is
communicatively connected {o projecltor assembly 184, IR camera 1648, and
projection screen 200 (as described above). Although not shown in FIG. 10,
computing device 150 may also be communicatively connected o other
components of system 100, as described above. In the example of FIG. 10,

segmentation engine 170 includes engines 904, 906, and 908. in some

18



WO 2015/076811 PCT/US2013/071240

examples, engine 170 may include additional engine(s).

[eo57y  Computing device 150 {or any other computing device implemeniing
segmentation engine 170} may include at least one processing resource.  In
examples described herein, a processing resource may include, for example, one
processor or multiple processors included in a single compuling device or
distributed across multiple computing devices. As used herein, a “processor” may
be at least one of a central processing unit (CPU), a semiconductor-based
microprocessor, a graphics processing unit {(GPU), a field-programmable gate
array {(FPGA) configured fo refrieve and execute instructions, other electronic
circuitry suitable for the retfrieval and execution instructions stored on a machine-

readable storage medium, or a combination thersof.

[0058] kEach of engines 170, 904, 806, 808, and any other engines of
computing device 150, may be any combination of hardware and programming ©
implement the functionalities of the respeciive engine.  Such combinations of
hardware and programnting may be implemented in a number of different ways.
For example, the programming may be processor executable instructions stored
on a non-fransifory machine-readable storage medium and the hardware may
include a processing resource 1o execute those instructions.  In such exampies,
the machine-readable storage medium may sfore instructions that, when executed
by the processing resource, implement the engines. The machine-readable
storage medium storing the instructions may be integrated in the same compuiing
device {e.g., device 150} as the processing resource to execute the insiructions, or
the machine-readable storage medium may be separale from but accessible fo
the computing device and the processing resource. The processing resource may
comprise one processor or multiple processors included in a single computing

device or distributed across mulliple computing devices.

00591  In some examples, the instructions can be part of an instaliation package
that, when instalied, can be executed by the processing resourcs to implement the
engines of system 100. in such examples, the machine-readable storage medium

may be a portable medium, such as a compact dise, DVD, or flash drive, or a
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memory mainiained by a server from which the installation package can be
downloaded and installed. in other examples, the instructions may be part of an
application or applications already instalied on a computing device including the
processing resource {(e.g., device 150). In such examples, the machine-readable
storage medium may include memory such as a hard drive, solid state drive, or
the iike.

(0060} As used herein, a "machine-readable storage medium” may be any
slectronic, magnetic, oplical, or other physical slorage apparatus o contain or
store information such as executable instructions, data, and the like. For exampie,
any machine-readable storage medium described herein may be any of a siorage
drive {.g., 8 hard drive}, flash memory, Random Access Memory (RAM), any fype
of storage disc {8.9., a compact disc, a DVD, eic)), and the like, or a combination
thereof. Further, any machine-readable storage medium described herein may be

non-fransifory.

[0061] In the example of FIG. 10, segmentation engine 170 may include a
boundary engine 904, a remove engine 806, and a project engine 808. Boundary
enging 804 may caplure, from the IR camera 1648, an IR image representing an
object disposed between the IR camera 1648 and the projection screen 200, As
an example, the IR image may be based on an intensity of IR light reflected by the
object and the projection screen 200. The boundary engine 904 may determine a
segmentation boundary of the object (e.g., at least one ouler edge of the object
based on the IR image) based at least in part on at least one boundary between a

first set of IR light intensity values and a second set of IR light intensity values.

[0062] With the projection screen 200 specularly reflecting IR light, for example,
away from the IR camera 1848, the boundary engine 804 may determine, for each
pixel of the IR image, an IR inlensity value. As an example, the IR camera 1648
may detect a lesser intensity of IR light from the projection screen 200 than from
the object, such that portion of the IR image representing the projection screen
200 include lesser IR light intensity values than higher IR light infensity values

included in portions of the IR image representing the object. The first set of IR
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fight intensity values may include the lesser IR light intensity values, and the
second set may include the higher IR light intensity values. As such,
segmentation engine 170 may determine the segmentation boundary based at
least in part on at least one boundary between the lesser IR light intensity

values of the IR image and the greater IR light intensity values of the IR image.

(00831 In some exampies, engine 904 may estimate that a portion of the IR
image represenis an edge of object if the IR infensily data suggests (or
otherwise indicates) the presence of an edge. In some examples, engine 804
may additionally or alternatively utilize various heuristic(s), rule(s), or the like, for
estimating the presence of edges of the object based on the IR intensity of the

IR image.

[0084] Remove engine 806 may remove portions of the IR image that lie
outside the segmeniation boundary in order o generate an image 910 of the
object disposed between the IR camera 1648 and the projection screen 200, As
an example, the portions of the IR image that lie oulside the segmentation
boundary may correspond o at least a portion of the screen 200 that is caplured
in the IR image. With the screen 200 specularly reflecting IR light away from the
IR camera 1648, the screen 200 may provide sufficient contrast for the computing
device 150 fo reliably determine the segmentation boundary of the object,
thereby removing the background represented in the IR image. Project engine
908 may project, via the projector assembly 184, the image 910 of the object onto
the projection screen 200. Creating a digital version of the physical object may

allow for further manipulation of the objedt via the computing system 100

(o085} FIG. 11 is a block diagram of ancther example computing device 150 o
determine a segmentation boundary. in the example of FIG. 11, computing device
150 is communicatively connected to projector assembly 184, IR camera 1648,
and projection screen 200 (as described above), and includes a processing
resource 1010, and a machine-readable storage medium 1020 comprising {e.g.,
encoded with} instructions 1022, 1024, 1028, and 1028. In some examples,

storage medium 1020 may include additional instructions.  In other examples,
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instructions 1022, 1024, 1026, 1028, and any other instruclions described hersin
in relation to storage medium 1020, may be stored on a machine-readable slorage
medium remote from but accessible to computing device 150 and processing
resource 1010,  Processing resource 1010 may fetch, decode, and exescute
instructions stored on storage medium 1020 o implement the functionalities
described below. In other examples, the functionalities of any of the instructions of
storage medium 1020 may be implemented in the form of electronic circuitry, in
the form of exscutable instructions encoded on a machine-readabie storage
medium, or a combination therecf. Machine-readable storage medium 1020 may

be a non-transitory machine-readable storage medium.

[0068] In the example of FIG. 11, a computling system, such as computing
systermn 100 described above in relgtion {o FIG. 1, may comprise computing device
150, projecior assembly 184, IR camera 1648, and projection screen 200, iIn
some examples, instructions 1022 may caplure an IR image from IR camers
1648. In exampies described herein, instructions 1022 may capture the images
from the camera 1648 actively {e.g., by retrieving, requesting, accessing, stc.,
the images) or passively {e.g., receiving the images, aic.). As an example, the
IR image may represeni an object {e.g., object 40} disposed between the R

camera 1648 and the projection screen 200.

[0067] Instructions 1024 may include instructions for determining a
segmentation boundary of the object represented in the IR image. The
segmentation boundary may be determined based at least in part on at least one
boundary between a first set of IR light intensily values obtained from the IR image

and a second set of IR light intensily values obtained from the IR image.

[0068] Instructions 1026 may include instructions for removing portions of the
IR image that lie ouiside the segmentation boundary in order to generale a digital
image of the object disposed befween the IR camera 1648 and the projeciion
screen 200, As an sxampls, the portions of the IR image that lie outside the
segrmentation boundary may correspond o at least a portion of the screen 200

that is capiured in the IR image. With the screen 200 specularly reflecting IR light
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away from the IR camera 1648, the screen 200 may provide sufficient contrast for
the computing device 150 io reliably determine the segmentation boundary of

the object, thereby removing the background representad in the IR image.

[006%] Instructions 1028 may include instructions for projecting, via the
projector assembly 184, the digital image of the object onto the projection screen
200, Creating a digital image of the physical object may allow for further

manipulation of the object via the computing system 100.

[eo70]  FIG. 12 is a flowchart of an example method 1100 for determining a
segrmentalion boundary. Although exscution of method 1100 is described below
with reference to computing systern 100 of FIG. 1, other suitable systems for
execution of method 1100 can be utilized. Additionally, implementation of method

1100 is not limited {o such examples.

00711 At 1108 of method 1100, IR camera 164B, disposed above and
pointing at projection screen 200 of computing system 100, may capture an IR
image representing an ohject disposed between the projection screen 200 and
the IR camera 1648, As an exampie, the IR image may be captured based on
an intensity of {R light reflected by the object and the projection screen 200.
The projection screen 200 may include a surface (e.g., first surface 802} to
specularly reflect IR light.  As an example, the IR camera 1648 and the
projection screen 200 may be arranged such that the projection screen 200 may

specularly reflect the IR light away from the IR camera 1648.

[0072] At 1105, the compuling system 100 may determine a segmentation
boundary based at least in part on at least one boundary between a first sef of
IR light intensity values and a second set of IR light intensity values. As an
example, the segmentation boundary may represent at lgast ong ouler edge of
the object based on the IR image. With the projection screen 200 specularly
reflecting light away from the IR camera 1648, the IR camera 1648 may detect
lesser intensity of IR light from the projection screen 200 than from the object
such that portions of the IR image representing the projection screen 200
include lesser iR light intensity values than higher IR light infensily values
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included in portions of the IR image representing the object. As a result, when
determining the segmentation boundary, the first setf of IR light intensity values
may include the lesser IR light intensity values and the second set of IR light

intensity values may include the higher IR light intensity values.

[0073] Although the flowchart of FiIG. 12 shows a specific order of
performance of certain functionalities, method 1100 is not limited to that order.
For example, the funclionalitiss shown in succession in the fiowchart may be
performed in a different order, may be executed concurrently or with partial
concuirence, of a combination thereof. In some examples, features and
functionalities described herein in relation o FiG. 12 may be provided in
combination with features and functionalities described herein in relalion o any of
FiGs. 1-11.
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CLams

What is claimed is:

1. A computing sysiem comprising:
a projection screen comprising
a first surface fo specularly reflect infrared (IR} light, and
a second surface o diffuse visible light;
a projector assembly to project visible images on the projection screen;
and
an iR camera disposed above and poinied at the projection screen (o
capiure an IR image representing an object disposed between the IR camera
and the projection screen based on an infensity of IR light reflected by the

ohject and the projection screen.

2. The system of claim 1, wherein the first surface of the projection screen
is {0 specularly reflect the IR light away from the IR camera, and the IR light
reflected by the projection screen is the IR light specularly reflected by the first

surface.

3. The system of claim 2, wherein the IR camera is {0 delect lesser intensily
of IR light from the projection screen than from the object such that portions of
the IR image representing the projection screen include lesser IR light intensity
values than higher IR light intensity values included in portions of the IR image

representing the object.
4. The system of claim 3, comprising a segmentation engine to determing a
segmentation boundary representing at least one oculer edge of the object

based on the IR image.

5. The system of claim 4, wherein the segmentation engine is o determine

the segmentation boundary based at least in part on at least one boundary
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between the lesser IR light intensity values and the higher IR light infensity

valuas.

6. The system of claim 1, comprising a segmentation engine to determine a
segmentation boundary representing at least one oculer edge of the object
based on the IR image, wherein the segmentation engine comprises:

a boundary engine to determine the segmentation boundary based at
least in part on at least one boundary between a first set of IR light intensity

values and a second set of IR light intensity values.

7. The system of claim 1, wherein the first surface is disposed above the
second surface, and wherein the visible light diffused from the second surface

passes through the first surface.

8. A non-transitory machine-readable storage medium comprising
instructions execuiable by a processing resource of a computing system
comprising a projection screen, a projecior assembly o project visible images
on the projeciion screen, and an infrared (IR} camera disposed ahove and
pointed at the projection screan, the instructions executable fo:

capiure, from the IR camera, an IR image representing an object
disposed between the IR camera and the projection screen based on an
intensity of IR light reflected by the object and the projection screen comprising
a first surface to specularly reflect IR light and a second surface to diffuse
visible light; and

determine a segmentation boundary based at least in part on at least one
boundary befween a first sel of IR light intensity values and a second set of IR
light intensity values, wherein the segmentation boundary represents at least

one outer edge of the object based on the IR image.

g, The storage medium of claim 8, wherein the instructions to determine the

segmentation boundary comprise instructions to:
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determing, for each pixel of the IR image, an IR intensity value, wherein
the IR camera is to defect lesser infensily of IR light from the projection screen
than from the object such that poriions of the IR image representing the
projection screen include lesser IR light intensity values than higher IR light
intensity values included in portions of the IR image representing the object; and

determine the segmentation boundary, wherein the first set of IR light
intensity values includes the lesser IR light intensity values and the second sef

of IR light intensity values includes the higher IR light intensity values.

10. The storage medium of claim 9, wherein the first surface of the screen is
to specularly reflect the IR light away from the IR camera such that the IR
camera is {0 detect the lesser intensity of the IR light from the projection screen

than from the object.

11.  The storage medium of claim 8§, comprising instructions exscutabie {o:
remove portions of the IR image outside the segmentation boundary to
generate an image of the object; and

project the image of the object on the projection screen,

12. A method comprising:

capturing, from an infrared (IR} camerg disposed above and pointed at a
projection screen disposed approximately horizontal, an IR image representing
an object disposed between the IR camera and the projection screen based on
an intensity of IR light reflected by the object and the projection screen
comprising a surface to specularly reflect IR light; and

determining a segmeniation boundary based atl least in part on at least
one boundary between a first set of IR light intensity values and a second set of
IR light intensity values, wherein the segmentation boundary represents at least

one oufer adge of the object based on the IR image.

13.  The method of claim 12, wherein delermining the segmentation boundary

COMPrises:
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determining, for each pixel of the IR image, an IR intensity value, wherein
the IR camera is to defect lesser infensily of IR light from the projection screen
than from the object such that poriions of the IR image representing the
projection screen include lesser IR light intensity values than higher IR light
intensity values included in portions of the IR image representing the object; and

determining the segmentation boundary, wherein the first sef of IR light
intensity values includes the lesser IR light intensity values and the second sef

of IR light intensity values includes the higher IR light intensity values.

14.  The method of claim 13, wherein the surface of the screenis fo
specularly reflect the IR light away from the IR camera such that the IR camera
is o detect the lesser intensily of the IR light from the projection screen than

from the object.

15. The method of claim 12, comprising:

removing portions of the IR image outside the segmentation boundary to
generate an image of the object; and

projecting, from a projector assembly, the image of the object on the

projection screen.
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1160

CAPTURE, FROM AN IR CAMERA DISPOSED ABOVE AND § 1405
POINTED AT A PROJECTION SCREEN, AN IR IMAGE
REPRESENTING AN OBJECT DISPOSED BETWEEN THE
IR CAMERA AND THE PROJECTION SCREEN BASED ON
AN INTENSITY OF IR LIGHT REFLECTED BY THE OBJECT
AND THE PROJECTION SCREEN COMPRISING A
SURFACE TO SPECULARLY REFLECT IR LIGHT

¥

DETERMINE A SEGMENTATION BOUNDARY BASED AT 1110
LEAST IN PART ON AT LEAST ONE BOUNDARY BETWEEN
AFIRST SET OF IR LIGHT INTENSITY VALUES AND A
SECOND SET OF IR LIGHT INTENSITY VALUES, WHEREIN
THE SEGMENTATION BOUNDARY REPRESENTS AT
LEAST ONE QUTER EDGE OF THE OBJECT BASED ON
THE IR IMAGE

FiG. 12
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