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(57) ABSTRACT 
Provided are systems, methods, and computer-program 
products for classifying an email as malicious. In some 
implementations, a malicious detection engine may config 
ure a decoy email address. The decoy email address may 
include a username that is associated with the malicious 
email detection engine. Email directed to the decoy email 
address may be received by the malicious email detection 
engine. The malicious email detection engine may further 
make the decoy email address publicly available, and may 
receive a Suspect email addressed to the decoy email 
address. The Suspect email may include a header and con 
tent. The malicious email detection engine may analyze the 
header using a header analysis engine, and the content using 
a high-interaction network. The malicious email detection 
engine may determine a status for the Suspect email, deter 
mination using the header and content analysis, wherein the 
status indicates whether the Suspect email was malicious. 
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CLASSIFYING AN EMAIL AS MAILCOUS 

CROSS REFERENCES TO RELATED 
APPLICATIONS 

0001. This application is a continuation of U.S. patent 
application Ser. No. 15/404,434 filed on Jan. 12, 2017 which 
claims the benefit of U.S. Provisional Application No. 
62/288,842, filed on Jan. 29, 2016; U.S. Provisional Appli 
cation No. 62/298,281, filed on Feb. 22, 2016; U.S. Provi 
sional Application No. 62/364,723, filed on Jul. 20, 2016: 
and U.S. Provisional Application No. 62/344,267, filed on 
Jun. 1, 2016; each of which are incorporated herein by 
reference in their entirety. 

BRIEF SUMMARY 

0002 Network security tools generally protect a site's 
network by identifying legitimate network packets and ques 
tionable network packets. Analyzing Suspect network traffic 
may provide information about an effect the associated 
packets may have on a network. This information may be 
useful for determining whether a site's network has already 
been infiltrated and harmed. This information can also be 
used to strengthen existing network defenses. This informa 
tion can also confirm whether suspect network traffic is truly 
harmful, or whether the suspect network traffic is actually 
innocent. 

0003 Provided are methods, network devices, and com 
puter-program products for obtaining targeted threat intel 
ligence using a high-interaction network. In various imple 
mentations, targeted threat intelligence includes using a 
network device in a network to receive suspect network 
traffic. Suspect network traffic can include network traffic 
identified as potentially causing harm to the network. The 
network device can further determine that the suspect net 
work traffic is associated with an unknown threat. The 
network device can further analyze the suspect network 
traffic using a high-interaction network. The high-interaction 
network can be configured to emulate at least a part of the 
network. Analyzing can include determining a behavior of 
the Suspect network traffic in the high-interaction network. 
The network device can further generate indicators. The 
indicators can describe the suspect network traffic. The 
indicators can also facilitate analysis of a susceptibility of 
the network to the unknown threat. 

0004. In various implementations, the network device 
can further determine whether the network has been sub 
jected to the unknown threat, wherein determining includes 
examining the network for a behavior described by the 
indicators. 

0005. In various implementations, the network device 
can receive additional indicators. In these implementations, 
determining that the Suspect network traffic is associated 
with an unknown threat includes using the additional indi 
CatOrS. 

0006. In various implementations, the network device 
can receive additional Suspect network traffic and determine 
that the network is incapable of responding to a behavior of 
the additional suspect network traffic. 
0007. In various implementations, the network device 
can receive additional Suspect network traffic and determine 
that the network has been secured against a behavior of the 
additional suspect network traffic. 
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0008. In various implementations, the network device 
can receive additional Suspect network traffic and determine 
that the additional suspect network traffic is a known threat. 
The network device can further analyze the additional 
Suspect network traffic using the high-interaction network. 
Analyzing the additional Suspect network traffic can include 
determining whether the network can be harmed by a 
behavior of the additional suspect network traffic. 
0009. In various implementations, analyzing the suspect 
network traffic includes identifying a source of the Suspect 
network traffic. In various implementations, analyzing the 
suspect network traffic includes determining whether the 
behavior of the suspect network traffic is manually driven or 
automatically driven. 
0010. In various implementations, the high-interaction 
network is a configurable network including a testing 
device. 

0011. Also provided are methods, network devices, and 
computer-program products for multiphase threat analysis 
and correlation, which can be used to reconstruct a threat 
incident in a network. In various implementations, multi 
phase threat analysis and correlation includes using a net 
work device in a network to receive incident data. The 
incident data can include information derived starting at 
detection of an attack on the network until detection of an 
event. The incident data can include one or more types of 
data. The network device can include one or more analytic 
engines that run in a predetermined order. The network 
device can further analyze the incident data according to 
data type. An analytic engine can analyze incident data of a 
certain data type, and produce a result indicating whether a 
piece of data in the incident data is associated with the 
attack. The network device can further produce a report of 
the attack. Producing the report can include correlating the 
results from the analytic engines. The report can provide 
information about a sequence of events that occurred in the 
course of the attack. The network device can further use the 
record of the attack to generate one or more indicators. The 
indicators can describe the attack, and facilitate configuring 
security for the network. 
0012. In various implementations, correlating the results 
from the analytic engines includes using a result to examine 
the incident data for events relating to the result. Examining 
the incident data can include examining events that occurred 
before or after an event that corresponds to the result. In 
various implementations, a result from an analytic engine 
can indicate whether data from the incident data corresponds 
to an event that was adverse to the network. 

0013. In various implementations, the network device 
can further modify the predetermined order, add a new 
analytic engine to the predetermined order, or remove an 
analytic engine from the predetermined order. Modifying, 
removing, or adding can be based on updated threat intel 
ligence. 
0014. In various implementations, the predetermined 
order of the analytic engines includes running one analytic 
engine after another analytic engine. In these implementa 
tions, the other analytic engine can use a result from the one 
analytic engine. In various implementations, the predeter 
mined order includes running two or more analytic engines 
in parallel. 
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0015. In various implementations, the incident data can 
be generated using a high-interaction network. The high 
interaction network is a configurable network including a 
testing device. 
0016. Also provided are systems, methods, and com 
puter-program products for classifying an email as mali 
cious. In various implementations, classifying an email as 
malicious includes using a malicious email detection engine, 
possibly implemented in a network device, to configure a 
decoy email address. The decoy email address can include a 
username that is associated with the malicious email detec 
tion engine. Email directed to the decoy email address can 
be received by the malicious email detection engine. The 
malicious email detection engine can further make the decoy 
email address publicly available. The malicious email detec 
tion engine can further receive a suspect email, which 
includes a header and content, addressed to the decoy email 
address. The malicious email detection engine can further 
analyze the header using a header analysis engine and 
analyzing the content using a high-interaction network. The 
malicious email detection engine can further determine a 
status for the Suspect email. The status can indicate whether 
the Suspect email was malicious. Making this determination 
can include using the header and content analysis. The status 
can be determined using a results engine. 
0017. In various implementations, the malicious email 
detection engine can further generate the username of the 
decoy email address using common patterns for email 
usernames. In various implementations, the malicious email 
detection engine can generate the username of the decoy 
email address using a received email. 
0018. In various implementations, analyzing the header 
includes examining one or more fields in the header. Exam 
ining a field can include determining whether a value in the 
field corresponds with a Suspect value. In various imple 
mentations, analyzing the header can include generating and 
sending a response email to a sender email address. 
0019. In various implementations, the contents included 
in the Suspect email can include one or more of a file or an 
Internet link. In these implementations, analyzing the con 
tent can include interacting with the content using the 
high-interaction network. 
0020. In various implementations, the malicious email 
detection engine can further generate indicators for the 
Suspect email. The indicators can identify the Suspect email. 
The indicators can be generated using the results engine. The 
malicious email detection engine can further use the indi 
cators to identify malicious email sent to a non-decoy email 
address. 

0021. In various implementations, malicious email detec 
tion engine can further determine that a computer system has 
been compromised. Determining that the computer system 
has been compromised can include using the header and 
content analysis. The computer system can be determined to 
be compromised using the results engine. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0022 Illustrative embodiments are described in detail 
below with reference to the following figures: 
0023 FIG. 1 illustrates an example of a network threat 
detection and analysis system, in which various implemen 
tations of a deception-based security system can be used; 
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0024 FIGS. 2A-2D provide examples of different instal 
lation configurations that can be used for different customer 
networks; 
(0025 FIG. 3A-3B illustrate examples of customer net 
works where some of the customer networks’ network 
infrastructure is “in the cloud,” that is, is provided by a cloud 
services provider; 
0026 FIG. 4 illustrates an example of an enterprise 
network; 
0027 FIG. 5 illustrates a general example of an Internet 
of-Things network; 
0028 FIG. 6 illustrates an example of an Internet-of 
Things network, here implemented in a private home; 
0029 FIG. 7 illustrates of an Internet-of-Things network, 
here implemented in a small business; 
0030 FIG. 8 illustrates an example of the basic operation 
of an industrial control system; 
0031 FIG. 9 illustrates an example of a SCADA system, 
here used for distributed monitoring and control; 
0032 FIG. 10 illustrates an example of a distributed 
control; 
0033 FIG. 11 illustrates an example of a PLC imple 
mented in a manufacturing control process 
0034 FIG. 12 illustrates an example of a deception 
center, 
0035 FIG. 13 illustrates an example of a network emu 
lator; 
0036 FIG. 14 illustrates an example of a deception 
profiler; 
0037 FIG. 15 illustrates an example of a network threat 
detection system; 
0038 FIG. 16 illustrates an example of a process that 
may be implemented by an attack pattern detector to identify 
a pattern of behavior as a possible threat; 
0039 FIG. 17A-17B illustrate an example of two stages 
of a process for confirming that the pattern of behavior is an 
actual threat; 
0040 FIG. 18 illustrates examples of the data that may be 
collected over the course of an incident from processes and 
monitoring tools analyzing Suspect network traffic in a 
emulated network; 
0041 FIG. 19 illustrates an example of the operations of 
an analytic engine; 
0042 FIG. 20 illustrates an example of a network pro 
tocol analysis engine; 
0043 FIG. 21 illustrates an example of a web-based 
network protocol analysis engine; 
0044 FIG. 22 illustrates an example of a file activity 
analysis engine; 
0045 FIG. 23 illustrates an example of a log file analysis 
engine; 
0046 FIG. 24 illustrates an example of the order or 
sequence in which analysis engines can be run, as well as a 
correlation engine for correlating the results from the vari 
ous analysis engines; 
0047 FIG. 25 is an example of an illustration of an 
adjacency data structure; 
0048 FIG. 26A is an example illustrating an attack 
trajectory data structure for a network; 
0049 FIG. 26B is an example illustrating an attack 
trajectory path that is highlighted in the attack trajectory data 
structure of FIG. 26A: 
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0050 FIG. 27 is an example illustrating an attack trajec 
tory path using username to determine a path of an adversary 
in a network; 
0051 FIG. 28 is another example of illustrating an attack 
trajectory path for a network; 
0052 FIG. 29 illustrates an example of a system or 
identifying similar machines; 
0053 FIG. 30 illustrates an example of a machine in a 
system for identifying similar machines; 
0054 FIG. 31 illustrates an example of a similarity 
engine in a system for identifying a similar item; 
0055 FIG. 32 illustrates an example implementation of a 
sensor implemented in a combination of hardware and 
software; 
0056 FIG.33 illustrates an example implementation of a 
deception center; 
0057 FIG. 34 illustrates an example of a customer net 
work that includes a targeted threat intelligence engine; 
0058 FIG.35 illustrates examples of the data that may be 
captured by a high-interaction network as the high-interac 
tion network interacts with and analyzes Suspect network 
traffic; 
0059 FIG. 36A-36C illustrate example configurations of 
a high-interaction network; 
0060 FIG. 37 illustrates an example of a correlation 
process; 
0061 FIG. 38 illustrates an example of the information 
that may be available in an incident report, and how the 
information may be provided to a network administrator; 
0062 FIG. 39 illustrates examples of ways in which the 
threat intelligence engine may use indicators generated by 
its analytic engine; 
0063 FIG. 40 illustrates an example of a high-interaction 
network that has been configured to identify the source of a 
threat to a network; 
0064 FIG. 41 illustrates another example of a technique 
that can be used to determine whether the source of a threat 
is being driven automatically or manually; 
0065 FIG. 42 illustrates another example of a technique 
that can be used to distinguish a manual threat Source from 
an automated threat Source: 
0066 FIG. 43 illustrates another example of a technique 
that can be used to determine whether a threat source is a 
manual source or an automated Source; 
0067 FIG. 44 illustrates another example of a technique 
that can be used to determine whether activity in a high 
interaction network is being driven by an automated or a 
manual source; 
0068 FIG. 45A illustrates an example of sequence of 
events in an incident; 
0069 FIGS. 45B-45D illustrated examples of different 
ways in which the events illustrated in FIG. 45A could be 
related; 
0070 FIG. 46 illustrates an example of a system for 
identifying malicious email; 
0071 FIG. 47 illustrates in greater detail the operation of 
a malicious email detection engine in a system for identi 
fying emails as malicious; 
0072 FIG. 48 illustrates an alternate implementation, in 
which Suspect email can be analyzed using a threat analysis 
engine; and 
0073 FIG. 49 illustrates an example of the format and 
content of an email header. 
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DETAILED DESCRIPTION 

0074 Network deception mechanisms, often referred to 
as "honeypots.” “honey tokens,’ and “honey nets, among 
others, defend a network from threats by distracting or 
diverting the threat. Honeypot-type deception mechanisms 
can be installed in a network for a particular site. Such as a 
business office, to act as decoys in the site's network. 
Honeypot-type deception mechanisms are typically config 
ured to be indistinguishable from active, production systems 
in the network. Additionally, Such deception mechanisms are 
typically configured to be attractive to a network threat by 
having seemingly valuable data and/or by appearing Vulner 
able to infiltration. Though these deception mechanisms can 
be indistinguishable from legitimate parts of the site net 
work, deception mechanisms are not part of the normal 
operation of the network, and would not be accessed during 
normal, legitimate use of the site network. Because normal 
users of the site network would not normally use or access 
a deception mechanism, any use or access to the deception 
mechanism is suspected to be a threat to the network. 
(0075 “Normal” operation of a network generally 
includes network activity that conforms with the intended 
purpose of a network. For example, normal or legitimate 
network activity can include the operation of a business, 
medical facility, government office, education institution, or 
the ordinary network activity of a private home. Normal 
network activity can also include the non-business-related, 
casual activity of users of a network, such as accessing 
personal email and visiting websites on personal time, or 
using network resources for personal use. Normal activity 
can also include the operations of network security devices, 
Such as firewalls, anti-virus tools, intrusion detection sys 
tems, intrusion protection systems, email filters, adware 
blockers, and so on. Normal operations, however, exclude 
deceptions mechanisms, in that deception mechanisms are 
not intended to take part in business operations or casual use. 
AS Such, network users and network systems do not nor 
mally access deceptions mechanisms except perhaps for the 
most routine network administrative tasks. Access to a 
deception mechanism, other than entirely routine network 
administration, may thus indicate a threat to the network. 
0076 Threats to a network can include active attacks, 
where an attacker interacts or engages with systems in the 
network to steal information or do harm to the network. An 
attacker may be a person, or may be an automated system. 
Examples of active attacks include denial of service (DoS) 
attacks, distributed denial of service (DDoS) attacks, spoof 
ing attacks, “man-in-the-middle' attacks, attacks involving 
malformed network requests (e.g. Address Resolution Pro 
tocol (ARP) poisoning, “ping of death,” etc.), buffer, heap, 
or stack overflow attacks, and format String attacks, among 
others. Threats to a network can also include self-driven, 
self-replicating, and/or self-triggering malicious Software. 
Malicious software can appear innocuous until activated, 
upon which the malicious Software may attempt to steal 
information from a network and/or do harm to the network. 
Malicious software is typically designed to spread itself to 
other systems in a network. Examples of malicious software 
include ransomware, viruses, worms, Trojan horses, spy 
ware, keyloggers, rootkits, and rogue security Software, 
among others. 
0077. A network at a site such as a business or a private 
home typically includes at least basic network traffic moni 
toring and filtering to protect the network from harmful 



US 2017/0223034 A1 

activity. For example, a site's network typically includes a 
firewall attached to or incorporated into a gateway device 
that connects the site's network to outside networks. A 
firewall generally applies rules to network traffic, and con 
trols what network traffic can come into a network. The 
firewall also typically controls network traffic that can go out 
of the network. Some sites rely one more than just a firewall, 
and have multi-layer, Sophisticated security perimeters with 
multiple network security tools, such as anti-virus Software, 
intrusion protection systems (IPS), intrusion detection sys 
tems (IDS), email filters, and others. 
0078 Network security tools generally protect a site's 
network by identifying legitimate network packets and ques 
tionable network packets. Legitimate network traffic may be 
forwarded to the site's network. Suspect network traffic 
maybe logged and/or may trigger alerts, and may then be 
discarded. In some cases, the Suspect network traffic corre 
sponds to a known threat, such as previously identified 
malware, or a denial of service (DoS) attack from a known 
Internet Protocol (IP) address. When suspect network traffic 
corresponds to a known threat, in many cases the nature and 
effect of the threat is understood, and further analysis of the 
network traffic may not be necessary. When the exact threat 
posed by Suspect network traffic is not known, however, 
further analyzing the associated packets, rather than discard 
ing them, may be beneficial. For example, analyzing Suspect 
network traffic may provide information about an effect the 
associated packets may have on a network. This information 
may be useful for determining whether a site's network has 
already been infiltrated and harmed. This information can 
also be used to strengthen existing network defenses. This 
information can also confirm whether Suspect network traffic 
is truly harmful, or whether the suspect network traffic is 
actually innocent. 
0079. In various implementations, a targeted threat intel 
ligence engine may be added to a site's network to analyze 
Suspect network traffic. The threat intelligence engine may 
receive network traffic marked as suspect by other network 
security tools. In some implementations, when the Suspect 
network traffic appears to correspond to a known network 
threat, the threat intelligence engine may log the threat and 
may take no further action. When the suspect network traffic 
does not correspond to a known threat, then the threat 
intelligence engine may analyze the Suspect network traffic 
using a high-interaction network. 
0080. The high-interaction network is a closely moni 
tored, isolated network that provides an environment in 
which the contents of suspect network traffic can be inter 
acted with just as in a real network. The threat intelligence 
engine may use the high-interaction network to conduct 
static analysis of Suspect network traffic (e.g., opening files, 
decompressing archives, etc.), dynamic analysis (e.g. 
unpacking the contents packets in the Suspect network 
traffic, and interacting with the contents as would a network 
user), and network analysis (e.g., tracing network activity 
initiated by interacting with the contents of the Suspect 
network traffic). 
0081. The high-interaction network may further record 
the results of these analyses, as well as information about the 
Suspect network traffic. The threat intelligence engine may 
configure the high-interaction network to record data over 
the course of an incident. An "incident' is an attack or 
Suspected attack on a network. The threat intelligence engine 
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may record data for the incident from the time a Suspected 
attack is detected until the Suspected attack is terminated. 
I0082 Once the threat intelligence engine has collected 
data for the incident, the threat intelligence engine may 
analyze the incident data, using an analytic engine. The 
analytic engine may have one or more analysis engines, each 
configure to analyze incident data of a particular type. The 
analytic engine may further include a correlation engine, 
configure to correlate the results from the various analysis 
engines, and reconstruct the events that led up to any 
damage caused by the incident. 
I0083. From this correlation, the threat intelligence engine 
may generate indicators that describe the Suspect network 
traffic. These indicators may include network indicators, file 
indicators, and static indicators. The indicators may also 
describe the harm (if any) the suspect network traffic may 
cause. The threat intelligence engine may use these indica 
tors to verify whether a site's network has been previously 
infiltrated and compromised by the threat posed by the 
Suspect network traffic. In some cases, the threat intelligence 
engine may also send the indicators to a central collector, for 
sharing with network at other sites. The central collector 
may also provide indicators to the threat intelligence engine 
that were generated by other networks. Sharing indicators 
between networks at different sites may allow each of these 
sites to have even stronger defenses. 
I0084 Understanding the course of events in an attack that 
lead to harm on network may be useful in better defending 
a network. An incident report can be used to understand how 
an attack worked and/or what Vulnerabilities in a network 
allowed the attack to occur. The incident report can also be 
used to defend against a network the same or similar attacks. 
The incident report can also be shared with the security 
community to improve network security across the Internet. 
I0085. In various implementations, a targeted threat intel 
ligence engine may produce a complete incident report, and 
be able to produce an incident report very nearly immedi 
ately after the incident occurred. Alternative methods of 
network threat identification and reporting may examine 
network traffic as it is received, and attempt to report on an 
attack in real time. These methods, however, by examining 
network traffic in real time, may not be able to have a global 
view of the incident. These methods thus may not be able to 
produce incident reports as accurately and precisely as the 
threat intelligence engine. Alternative methods may also 
lack the ability divert suspect network traffic to a high 
interaction network, where the Suspect network traffic may 
be safely released. These methods may, instead, terminate an 
attack as soon as it is detected, and thus not be able to 
describe what harm the attack is able to perpetrate on a 
network. Alternative methods may be used to attempt to 
determine the course of an attack after the attack has caused 
harm to a network. These methods may collect log files, 
memory Snapshots, and whatever other data may be avail 
able from the network, and then attempt to analyze the data. 
This data, however, may be quite vast. By segregating 
suspect network traffic from other network traffic, the threat 
intelligence engine may reduce the amount of data that 
needs to be analyzed, and thus be able to produce an incident 
report much faster than a system that post-processes all the 
data from a network. 

I0086 Electronic mail, or “email,” is often used by mali 
cious actors to attack enterprise networks and individual 
users’ computers. Viruses, malware, hacking tools, and 
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phishing links can be innocuously incorporated into an 
email. Carried along with an email, these attack tools can 
bypass network firewalls, anti-virus tools, and spam filters 
and get inside an otherwise secure system, through an email 
server or email program. The attack tools may even be 
delivered directly to an individual user's computer or 
device. Once inside a network or on a users computer, the 
attack may be inadvertently released. Viruses and malware 
may immediately infect an entire network. Other tools, such 
as key loggers, may stay hidden on a computer, and may 
cause harm at a later time. Other tools cause yet more tools 
to be downloaded onto a system, possibly giving a malicious 
actor even more access to the network. 

0087 Malicious email often has identifiable characteris 
tics. For example, quite often the “To field in the emails 
header has been omitted. Hence it may be possible to 
identify, isolate, and/or destroy a malicious email before it 
does any harm. But for a typical email system, identifying 
and confirming that an email is malicious may be difficult. 
An enterprise network, or even a single user, may receive 
thousands of emails a day. While it may be possible to scan 
each email for Suspect characteristics, confirming that the 
email is malicious, by interacting with the email, for 
example to see what attachments and links in the email do. 
may require time and computing resources. Examining each 
email received at an email server may thus cause unaccept 
able delays in email delivery, and/or may require a cost 
prohibitive amount of computing resources. Additionally, 
interacting with an email may cause harmless but undesir 
able effects, such as unsubscribing a user's email address 
from a mailing list. At worst, however, interacting with a 
possibly malicious email may cause harm to a computer or 
network. 

0088. In various implementations, a system for classify 
ing an email as malicious attempts to examine email arriving 
at a network or individual computer in a more directed 
manner. The system for classifying an email as malicious 
also may attempt to not only identify email as possibly 
malicious, but also to confirm that the email is malicious, 
without causing harm to a user's email account or system. 
The information gleaned from definitely and potentially 
malicious email can also be shared between customer net 
works to improve the overall security for all customer 
networks. Furthermore, this information can also be exam 
ined to attempt to locate compromised computers or net 
works. 

0089. In various implementations, a system for classify 
ing an email as malicious involves configuring decoy email 
addresses on the email server for a customer network. The 
decoy email addresses are made public So that they may be 
found and acquired by malicious actors. The decoy email 
addresses are not associated with any of the customer 
network's email users, but is instead associated with a 
malicious email detection engine. Email addressed to the 
decoy email addresses is thus delivered to the malicious 
email detection engine. The malicious email detection 
engine may examine the header part of an email using 
heuristic, probabilistic, and/or machine learning algorithms, 
to look for characteristics often found in malicious email 
headers. The malicious email detection engine may also 
“detonate' the contents of the email in a high-interaction 
network. A high-interaction network is a physical and/or 
emulated network that is isolated from the customer's net 
work, and is configured to react to the contents of the Suspect 
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email just as would a real network. The high-interaction 
network provides a contained space for interacting with a 
Suspect email, where whatever activity the email may launch 
is free to do as it will. The malicious email detection engine 
may take the results of the header and content analysis and 
produce indicators that identify a malicious email. These 
indicators may be used by the customer network to improve 
email filtering for its email users. These indicators may also 
be shared to a central collector, which may distribute indi 
cators for malicious email between various customer sites. 

0090 
0091 FIG. 1 illustrates an example of a network threat 
detection and analysis system 100, in which various imple 
mentations of a deception-based security system can be 
used. The network threat detection and analysis system 100, 
or, more briefly, network security system 100, provides 
security for a site network 104 using deceptive security 
mechanisms, a variety of which may be called “honeypots.” 
The deceptive security mechanisms may be controlled by 
and inserted into the site network 104 using a deception 
center 108 and sensors 110, which may also be referred to 
as deception sensors, installed in the site network 104. In 
some implementations, the deception center 108 and the 
sensors 110 interact with a security services provider 106 
located outside of the site network 104. The deception center 
108 may also obtain or exchange data with sources located 
on the Internet 150. 

0092 Security mechanisms designed to deceive, some 
times referred to as "honeypots.” may also be used as traps 
to divert and/or deflect unauthorized use of a network away 
from the real network assets. A deception-based security 
mechanism may be a computer attached to the network, a 
process running on one or more network systems, and/or 
some other device connected to the network. A security 
mechanism may be configured to offer services, real or 
emulated, to serve as bait for an attack on the network. 
Deception-based security mechanisms that take the form of 
data, which may be called “honey tokens.” may be mixed in 
with real data in devices in the network. Alternatively or 
additionally, emulated data may also be provided by emu 
lated systems or services. 
0093 Deceptive security mechanisms can also be used to 
detect an attack on the network. Deceptive security mecha 
nisms are generally configured to appear as if they are 
legitimate parts of a network. These security mechanisms, 
however, are not, in fact, part of the normal operation of the 
network. Consequently, normal activity on the network is 
not likely to access the security mechanisms. Thus any 
access over the network to the security mechanism is 
automatically suspect. 
0094. The network security system 100 may deploy 
deceptive security mechanisms in a targeted and dynamic 
fashion. Using the deception center 108 the system 100 can 
scan the site network 104 and determine the topology of the 
site network 104. The deception center 108 may then 
determine devices to emulate with security mechanisms, 
including the type and behavior of the device. The security 
mechanisms may be selected and configured specifically to 
attract the attention of network attackers. The security 
mechanisms may also be selected and deployed based on 
Suspicious activity in the network. Security mechanisms 
may be deployed, removed, modified, or replaced in 
response to activity in the network, to divert and isolate 

I. Deception-Based Security Systems 
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network activity related to an apparent attack, and to confirm 
that the network activity is, in fact, part of a real attack. 
0095. The site network 104 is a network that may be 
installed among the buildings of a large business, in the 
office of a small business, at a school campus, at a hospital, 
at a government facility, or in a private home. The site 
network 104 may be described as a local area network 
(LAN) or a group of LANS. The site network 104 may be 
one site belonging to an organization that has multiple site 
networks 104 in one or many geographical locations. In 
Some implementations, the deception center 108 may pro 
vide network security to one site network 104, or to multiple 
site networks 104 belonging to the same entity. 
0096. The site network 104 is where the networking 
devices and users of the an organizations network may be 
found. The site network 104 may include network infra 
structure devices, such as routers, Switches hubs, repeaters, 
wireless base stations, and/or network controllers, among 
others. The site network 104 may also include computing 
systems, such as servers, desktop computers, laptop com 
puters, tablet computers, personal digital assistants, and 
Smartphones, among others. The site network 104 may also 
include other analog and digital electronics that have net 
work interfaces, such as televisions, entertainment systems, 
thermostats, refrigerators, and so on. 
0097. The deception center 108 provides network secu 
rity for the site network 104 (or multiple site networks for 
the same organization) by deploying security mechanisms 
into the site network 104, monitoring the site network 104 
through the security mechanisms, detecting and redirecting 
apparent threats, and analyzing network activity resulting 
from the apparent threat. To provide security for the site 
network 104, in various implementations the deception 
center 108 may communicate with sensors 110 installed in 
the site network 104, using network tunnels 120. As 
described further below, the tunnels 120 may allow the 
deception center 108 to be located in a different sub-network 
("subnet') than the site network 104, on a different network, 
or remote from the site network 104, with intermediate 
networks (possibly including the Internet 150) between the 
deception center 108 and the site network 104. 
0098. In some implementations, the network security 
system 100 includes a security services provider 106. In 
these implementations, the security services provider 106 
may act as a central hub for providing security to multiple 
site networks, possibly including site networks controlled by 
different organizations. For example, the security services 
provider 106 may communicate with multiple deception 
centers 108 that each provide security for a different site 
network 104 for the same organization. In some implemen 
tations, the security services provider 106 is located outside 
the site network 104. In some implementations, the security 
services provider 106 is controlled by a different entity than 
the entity that controls the site network. For example, the 
security services provider 106 may be an outside vendor. In 
some implementations, the security services provider 106 is 
controlled by the same entity as that controls the site 
network 104. 

0099. In some implementations, when the network secu 
rity system 100 includes a security services provider 106, the 
sensors 110 and the deception center 108 may communicate 
with the security services provider 106 in order to be 
connected to each other. For example, the sensors 110. 
which may also be referred to as deception sensors, may, 
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upon powering on in the site network 104, send information 
over a network connection 112 to the security services 
provider 106, identifying themselves and the site network 
104 in which they are located. The security services provider 
106 may further identify a corresponding deception center 
108 for the site network 104. The security services provider 
106 may then provide the network location of the deception 
center 108 to the sensors 110, and may provide the deception 
center 108 with the network location of the sensors 110. A 
network location may take the form of for example, an 
Internet Protocol (IP) address. With this information, the 
deception center 108 and the sensors 110 may be able to 
configure tunnels 120 to communicate with each other. 
0100. In some implementations, the network security 
system 100 does not include a security services provider 
106. In these implementations, the sensors 110 and the 
deception center 108 may be configured to locate each other 
by, for example, sending packets that each can recognize as 
coming for the other. Using these packets, the sensors 110 
and deception center 108 may be able to learn their respec 
tive locations on the network. Alternatively or additionally, 
a network administrator can configure the sensors 110 with 
the network location of the deception center 108, and vice 
WSa. 

0101. In various implementations, the sensors 110 are a 
minimal combination of hardware and/or software, sufficient 
to form a network connection with the site network 104 and 
a tunnel 120 with the deception center 108. For example, a 
sensor 110 may be constructed using a low-power processor, 
a network interface, and a simple operating system. In 
various implementations, the sensors 110 provide the decep 
tion center 108 with visibility into the site network 104, such 
as for example being able to operate as a node in the site 
network 104, and/or being able to present or project decep 
tive security mechanisms into the site network 104, as 
described further below. Additionally, in various implemen 
tations, the sensors 110 may provide a portal through which 
a suspected attack on the site network 104 can be redirected 
to the deception center 108, as is also described below. 
0102. In various implementations, the deception center 
108 may be configured to profile the site network 104, 
deploy deceptive security mechanisms for the site network 
104, detect suspected threats to the site network 104, analyze 
the suspected threat, and analyze the site network 104 for 
exposure and/or vulnerability to the supposed threat. 
0103) To provide the site network 104, the deception 
center 108 may include a deception profiler 130. In various 
implementations, the deception profiler may 130 derive 
information 114 from the site network 104, and determine, 
for example, the topology of the site network 104, the 
network devices included in the site network 104, the 
Software and/or hardware configuration of each network 
device, and/or how the network is used at any given time. 
Using this information, the deception profiler 130 may 
determine one or more deceptive security mechanisms to 
deploy into the site network 104. 
0104. In various implementations, the deception profiler 
may configure an emulated network 116 to emulate one or 
more computing systems. Using the tunnels 120 and sensors 
110, the emulated computing systems may be projected into 
the site network 104, where they serve as deceptions. The 
emulated computing systems may include address decep 
tions, low-interaction deceptions, and/or high-interaction 
deceptions. In some implementations, the emulated comput 
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ing systems may be configured to resemble a portion of the 
network. In these implementations, this network portion 
may then be projected into the site network 104. 
0105. In various implementations, a network threat detec 
tion engine 140 may monitor activity in the emulated 
network 116, and look for attacks on the site network 104. 
For example, the network threat detection engine 140 may 
look for unexpected access to the emulated computing 
systems in the emulated network 116. The network threat 
detection engine 140 may also use information 114 extracted 
from the site network 104 to adjust the emulated network 
116, in order to make the deceptions more attractive to an 
attack, and/or in response to network activity that appears to 
be an attack. Should the network threat detection engine 140 
determine that an attack may be taking place, the network 
threat detection engine 140 may cause network activity 
related to the attack to be redirected to and contained within 
the emulated network 116. 
0106. In various implementations, the emulated network 
116 is a self-contained, isolated, and closely monitored 
network, in which suspect network activity may be allowed 
to freely interact with emulated computing systems. In 
various implementations, questionable emails, files, and/or 
links may be released into the emulated network 116 to 
confirm that they are malicious, and/or to see what effect 
they have. Outside actors can also be allowed to access 
emulated system, steal data and user credentials, download 
malware, and conduct any other malicious activity. In this 
way, the emulated network 116 not only isolated a suspected 
attack from the site network 104, but can also be used to 
capture information about an attack. Any activity caused by 
Suspect network activity may be captured in, for example, a 
history of sent and received network packets, log files, and 
memory Snapshots. 
0107. In various implementations, activity captured in the 
emulated network 116 may be analyzed using a targeted 
threat analysis engine 160. The threat analysis engine 160 
may examine data collected in the emulated network 116 
and reconstruct the course of an attack. For example, the 
threat analysis engine 160 may correlate various events seen 
during the course of an apparent attack, including both 
malicious and innocuous events, and determine how an 
attacker infiltrated and caused harm in the emulated network 
116. In some cases, the threat analysis engine 160 may use 
threat intelligence 152 from the Internet 150 to identify 
and/or analyze an attack contained in the emulated network 
116. The threat analysis engine 160 may also confirm that 
Suspect network activity was not an attack. The threat 
analysis engine 160 may produce indicators that describe the 
Suspect network activity, including indicating whether the 
Suspect activity was or was not an actual threat. The threat 
analysis engine 160 may share these indicators with the 
security community 180, so that other networks can be 
defended from the attack. The threat analysis engine 160 
may also send the indicators to the security services provider 
106, so that the security services provider 106 can use the 
indicators to defend other site networks. 
0108. In various implementations, the threat analysis 
engine 160 may also send threat indicators, or similar data, 
to a behavioral analytics engine 170. The behavioral ana 
lytics engine 170 may be configured to use the indicators to 
probe 118 the site network 104, and see whether the site 
network 104 has been exposed to the attack, or is vulnerable 
to the attack. For example, the behavioral analytics engine 
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170 may search the site network 104 for computing systems 
that resemble emulated computing systems in the emulated 
network 116 that were affected by the attack. In some 
implementations, the behavioral analytics engine 170 can 
also repair systems affected by the attack, or identify these 
systems to a network administrator. In some implementa 
tions, the behavioral analytics engine 170 can also recon 
figure the site network's 104 security infrastructure to 
defend against the attack. 
0109 The behavioral analytics engine 170 can work in 
conjunction with a Security Information and Event Man 
agement (SIEM) 172 system. In various implementations, 
SIEM includes software and/or services that can provide 
real-time analysis of security alerts generates by network 
hardware and applications. In various implementations, the 
deception center 108 can communicate with the SIEM 172 
system to obtain information about computing and/or net 
working systems in the site network 104. 
0110. Using deceptive security mechanisms, the network 
security system 100 may thus be able to distract and divert 
attacks on the site network 104. The network security system 
100 may also be able to allow, using the emulated network 
116, and attack to proceed, so that as much can be learned 
about the attack as possible. Information about the attack can 
then be used to find Vulnerabilities in the site network 104. 
Information about the attack can also be provided to the 
security community 180, so that the attack can be thwarted 
elsewhere. 

0111 II. Customer Installations 
0112 The network security system, such as the decep 
tion-based system described above, may be flexibly imple 
mented to accommodate different customer networks. FIGS. 
2A-2C provide examples of different installation configura 
tions 200a-200c that can be used for different customer 
networks 202. A customer network 202 may generally be 
described as a network or group of networks that is con 
trolled by a common entity, such as a business, a school, or 
a person. The customer network 202 may include one or 
more site networks 204. The customer network's 202 site 
networks 204 may be located in one geographic location, 
may be behind a common firewall, and/or may be multiple 
subnets within one network. Alternatively or additionally, a 
customer network's 202 site networks 204 may be located in 
different geographic locations, and be connected to each 
other over various private and public networks, including 
the Internet 250. 

0113. Different customer networks 202 may have differ 
ent requirements regarding network security. For example, 
some customer networks 202 may have relatively open 
connections to outside networks such as the Internet 250, 
while other customer networks 202 have very restricted 
access to outside networks. The network security system 
described in FIG. 1 may be configurable to accommodate 
these variations. 
0114 FIG. 2A illustrates one example of an installation 
configuration 200a, where a deception center 208 is located 
within the customer network 202. In this example, being 
located within the customer network 202 means that the 
deception center 208 is connected to the customer network 
202, and is able to function as a node in the customer 
network 202. In this example, the deception center 208 may 
be located in the same building or within the same campus 
as the site network 204. Alternatively or additionally, the 
deception center 208 may be located within the customer 
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network 202 but at a different geographic location than the 
site network 204. The deception center 208 thus may be 
within the same subnet as the site network 204, or may be 
connected to a different subnet within the customer network. 
0115. In various implementations, the deception center 
208 communicates with sensors 210, which may also be 
referred to as deception sensors, installed in the site network 
over network tunnels 220 In this example, the network 
tunnels 220 may cross one or more intermediate within the 
customer network 202. 
0116. In this example, the deception center 208 is able to 
communicate with a security services provider 206 that is 
located outside the customer network 202, such as on the 
Internet 250. The security services provider 206 may pro 
vide configuration and other information for the deception 
center 208. In some cases, the security services provider 206 
may also assist in coordinating the security for the customer 
network 202 when the customer network 202 includes 
multiple site networks 204 located in various geographic 
aaS. 

0117 FIG. 2B illustrates another example of an installa 
tion configuration 200b, where the deception center 208 is 
located outside the customer network 202. In this example, 
the deception center 208 may connected to the customer 
network 202 over the Internet 250. In some implementa 
tions, the deception center 208 may be co-located with a 
security services provider, and/or may be provided by the 
security services provider. 
0118. In this example, the tunnels 220 connect the decep 
tion center 208 to the sensors 210 through a gateway 262. A 
gateway is a point in a network that connects the network to 
another network. For example, in this example, the gateway 
262 connects the customer network 202 to outside networks, 
such as the Internet 250. The gateway 262 may provide a 
firewall, which may provide some security for the customer 
network 202. The tunnels 220 may be able to pass through 
the firewall using a secure protocol. Such as Secure Socket 
Shell (SSH) and similar protocols. Secure protocols typi 
cally require credentials, which may be provided by the 
operator of the customer network 202. 
0119 FIG. 2C illustrates another example of an installa 
tion configuration 200c, where the deception center 208 is 
located inside the customer network 202 but does not have 
access to outside networks. In some implementations, the 
customer network 202 may require a high level of network 
security. In these implementations, the customer networks 
202 connections to the other networks may be very 
restricted. Thus, in this example, the deception center 208 is 
located within the customer network 202, and does not need 
to communicate with outside networks. The deception cen 
ter 208 may use the customer networks 202 internal network 
to coordinate with and establish tunnels 220 to the sensors 
210. Alternatively or additionally, a network administrator 
may configure the deception center 208 and sensors 210 to 
enable them to establish the tunnels 220. 
0120 FIG. 2D illustrates another example of an installa 
tion configuration 200d. In this example, the deception 
center 208 is located inside the customer network 202, and 
further is directly connected to the site network 204. Directly 
connected, in this example, can mean that the deception 
center 208 is connected to a router, hub, switch, repeater, or 
other network infrastructure device that is part of the site 
network 204. Directly connected can alternatively or addi 
tionally mean that the deception center 208 is connected to 
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the site network 204 using a Virtual Local Area Network 
(VLAN). For example, the deception center 208 can be 
connected to VLAN trunk port. In these examples, the 
deception center 208 can project deceptions into the site 
network 204 with or without the use of sensors, such as are 
illustrated in FIGS 2A-2C. 
I0121. In the example of FIG. 2D, the deception center 
208 can also optionally be connected to an outside security 
services provider 206. The security services provider 206 
can manage the deception center 208, including providing 
updated security data, sending firmware upgrades, and/or 
coordinating different deception centers 208 for different site 
networks 204 belonging to the same customer network 202. 
In some implementations, the deception center 208 can 
operate without the assistances of an outside security Ser 
vices provider 206. 
0.122 III. Customer Networks 
I0123. The network security system, such as the decep 
tion-based system discussed above, can be used for variety 
of customer networks. As noted above, customer networks 
can come in wide variety of configurations. For example, a 
customer network may have some of its network infrastruc 
ture “in the cloud.” A customer network can also include a 
wide variety of devices, including what may be considered 
“traditional network equipment, such as servers and rout 
ers, and non-traditional, “Internet-of-Things' devices, such 
as kitchen appliances. Other examples of customer networks 
include established industrial networks, or a mix of indus 
trial networks and computer networks. 
0.124 FIG. 3A-3B illustrate examples of customer net 
works 302a-302b where some of the customer networks 
302a-302b network infrastructure is “in the cloud,” that is, 
is provided by a cloud services provider 354. These example 
customer networks 302a-302b may be defended by a net 
work security system that includes a deception center 308 
and sensors 310, which may also be referred to as deception 
sensors, and may also include an off-site security services 
provider 306. 
0.125. A cloud services provider is a company that offers 
Some component of cloud computer—such as Infrastructure 
as a Service (IaaS), Software as a Service (SaaS) or Platform 
as Service (PaaS) to other businesses and individuals. A 
cloud services provider may have a configurable pool of 
computing resources, including, for example, networks, 
servers, storage, applications, and services. These comput 
ing resources can be available on demand, and can be 
rapidly provisioned. While a cloud services provider's 
resources may be shared between the cloud service provid 
er's customers, from the perspective of each customer, the 
individual customer may appear to have a private network 
within the cloud, including for example having dedicated 
subnets and IP addresses. 
I0126. In the examples illustrated in FIGS. 3A-3B, the 
customer networks' 302a-302b network is partially in a site 
network 304, and partially provided by the cloud services 
provider 354. In some cases, the site network 304 is the part 
of the customer networks 302a-302b that is located at a 
physical site owned or controlled by the customer network 
302a-302b. For example, the site network 304 may be a 
network located in the customer network's 302a-302b office 
or campus. Alternatively or additionally, the site network 
304 may include network equipment owned and/or operated 
by the customer network 302 that may be located anywhere. 
For example, the customer networks 302a-302b operations 
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may consist of a few laptops owned by the customer 
networks 302a-302b, which are used from the private homes 
of the lap tops users, from a co-working space, from a 
coffee shop, or from some other mobile location. 
0127. In various implementations, sensors 310 may be 
installed in the site network 304. The sensors 310 can be 
used by the network security system to project deceptions 
into the site network 304, monitor the site network 304 for 
attacks, and/or to divert Suspect attacks into the deception 
center 308. 
0128. In some implementations, the sensors 310 may also 
be able to project deceptions into the part of the customer 
networks 302a-302b network that is provided by the cloud 
services provider 354. In most cases, it may not be possible 
to install sensors 310 inside the network of the cloud 
services provider 354, but in some implementations, this 
may not be necessary. For example, as discussed further 
below, the deception center 308 can acquire the subnet 
address of the network provided by the cloud services 
provider 354, and use that subnet address the create decep 
tions. Though these deceptions are projected form the sen 
sors 310 installed in the site network 304, the deceptions 
may appear to be within the subnet provided by the cloud 
services provider 354. 
0129. In illustrated examples, the deception center 308 is 
installed inside the customer networks 302a-302b. Though 
not illustrated here, the deception center 308 can also be 
installed outside the customer networks 302a-302b, such as 
for example somewhere on the Internet 350. In some imple 
mentations, the deception center 308 may reside at the same 
location as the security service provider 306. When located 
outside the customer networks 302a-302b, the deception 
center 308 may connect to the sensors 310 in the site 
network 304 over various public and/or private networks. 
0130 FIG. 3A illustrates an example of a configuration 
300a where the customer network's 302a network infra 
structure is located in the cloud and the customer network 
302a also has a substantial site network 304. In this example, 
the customer may have an office where the site network 304 
is located, and where the customer's employees access and 
use the customer network 302a. For example, developers, 
sales and marketing personnel, human resources and finance 
employees, may access the customer network 302a from the 
site network 304. In the illustrated example, the customer 
may obtain applications and services from the cloud services 
provider 354. Alternatively or additionally, the cloud ser 
vices provider 354 may provide data center services for the 
customer. For example, the cloud services provider 354 may 
host the customer's repository of data (e.g., music provided 
by a streaming music service, or video provided by a 
streaming video provider). In this example, the customer's 
own customers may be provided data directly from the cloud 
services provider 354, rather than from the customer net 
work 302a. 
0131 FIG. 3B illustrates and example of a configuration 
300b where the customer network’s 302b network is pri 
marily or sometimes entirely in the cloud. In this example, 
the customer network’s 302b site network 304 may include 
a few laptops, or one or two desktop servers. These com 
puting devices may be used by the customer's employees to 
conduct the customer's business, while the cloud services 
provider 354 provides the majority of the network infra 
structure needed by the customer. For example, a very Small 
company may have no office space and no dedicated loca 
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tion, and have as computing resources only the laptops used 
by its employees. This Small company may use the cloud 
services provider 354 to provide its fixed network infra 
structure. The Small company may access this network 
infrastructure by connecting a laptop to any available net 
work connection (e.g., in a co-working space, library, or 
coffee shop). When no laptops are connected to the cloud 
services provider 354, the customer network 302 may be 
existing entirely within the cloud. 
0.132. In the example provided above, the site network 
304 can be found wherever the customer's employees con 
nect to a network and can access the cloud services provider 
354. Similarly, the sensors 310 can be co-located with the 
employees’ laptops. For example, whenever an employee 
connects to a network, she can enable a sensor 310, which 
can then project deceptions into the network around her. 
Alternatively or additionally, sensors 310 can be installed in 
a fixed location (such as the home of an employee of the 
customer) from which they can access the cloud services 
provider 354 and project deceptions into the network pro 
vided by the cloud services provider 354. 
I0133. The network security system, such as the decep 
tion-based system discussed above, can provide network 
security for a variety of customer networks, which may 
include a diverse array of devices. FIG. 4 illustrates an 
example of an enterprise network 400, which is one such 
network that can be defended by a network security system. 
The example enterprise network 400 illustrates examples of 
various network devices and network clients that may be 
included in an enterprise network. The enterprise network 
400 may include more or fewer network devices and/or 
network clients, and/or may include network devices, addi 
tional networks including remote sites 452, and/or systems 
not illustrated here. Enterprise networks may include net 
works installed at a large site. Such as a corporate office, a 
university campus, a hospital, a government office, or a 
similar entity. An enterprise network may include multiple 
physical sites. Access to an enterprise networks is typically 
restricted, and may require authorized users to enter a 
password or otherwise authenticate before using the net 
work. A network such as illustrated by the example enter 
prise network 400 may also be found at small sites, such as 
in a small business. 

I0134. The enterprise network 400 may be connected to an 
external network 450. The external network 450 may be a 
public network, such as the Internet. A public network is a 
network that has been made accessible to any device that can 
connect to it. A public network may have unrestricted 
access, meaning that, for example, no password or other 
authentication is required to connect to it. The external 
network 450 may include third-party telecommunication 
lines, such as phone lines, broadcast coaxial cable, fiber 
optic cables, satellite communications, cellular communica 
tions, and the like. The external network 450 may include 
any number of intermediate network devices, such as 
Switches, routers, gateways, servers, and/or controllers that 
are not directly part of the enterprise network 400 but that 
facilitate communication between the network 400 and other 
network-connected entities, such as a remote site 452. 
0.135 Remote sites 452 are networks and/or individual 
computers that are generally located outside the enterprise 
network 400, and which may be connected to the enterprise 
network 400 through intermediate networks, but that func 
tion as if within the enterprise network 400 and connected 
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directly to it. For example, an employee may connect to the 
enterprise network 400 while at home, using various secure 
protocols, and/or by connecting to a Virtual Private Network 
(VPN) provided by the enterprise network 400. While the 
employee's computer is connected, the employee's home is 
a remote site 452. Alternatively or additionally, the enter 
prise network's 400 owner may have a satellite office with 
a small internal network. This satellite office's network may 
have a fixed connection to the enterprise network 400 over 
various intermediate networks. This satellite office can also 
be considered a remote site. 
0136. The enterprise network 400 may be connected to 
the external network 450 using a gateway device 404. The 
gateway device 404 may include a firewall or similar system 
for preventing unauthorized access while allowing autho 
rized access to the enterprise network 400. Examples of 
gateway devices include routers, modems (e.g. cable, fiber 
optic, dial-up, etc.), and the like. 
0.137 The gateway device 404 may be connected to a 
switch 406a. The switch 406a provides connectivity 
between various devices in the enterprise network 400. In 
this example, the Switch 406a connects together the gateway 
device 404, various servers 408, 412, 414, 416, 418, an 
another switch 406b. A switch typically has multiple ports, 
and functions to direct packets received on one port to 
another port. In some implementations, the gateway device 
404 and the switch 406a may be combined into a single 
device. 

0138 Various servers may be connected to the switch 
406a. For example, a print server 408 may be connected to 
the switch 406a. The print server 408 may provide network 
access to a number of printers 410. Client devices connected 
to the enterprise network 400 may be able to access one of 
the printers 410 through the printer server 408. 
0.139. Other examples of servers connected to the switch 
406a include a file server 412, database server 414, and 
email server 416. The file server 412 may provide storage for 
and access to data. This data may be accessible to client 
devices connected to the enterprise network 400. The data 
base server 414 may store one or more databases, and 
provide services for accessing the databases. The email 
server 416 may host an email program or service, and may 
also store email for users on the enterprise network 400. 
0140. As yet another example, a server rack 418 may be 
connected to the switch 406. The server rack 418 may house 
one or more rack-mounted servers. The server rack 418 may 
have one connection to the switch 406a, or may have 
multiple connections to the switch 406a. The servers in the 
server rack 418 may have various purposes, including pro 
viding computing resources, file storage, database storage 
and access, and email, among others. 
0141 An additional switch 406b may also be connected 

to the first switch 406a. The additional switch 406b may be 
provided to expand the capacity of the network. A switch 
typically has a limited number of ports (e.g., 8, 16, 32, 64 or 
more ports). In most cases, however, a Switch can direct 
traffic to and from another Switch, so that by connecting the 
additional switch 406b to the first switch 406a, the number 
of available ports can be expanded. 
0142. In this example, a server 420 is connected to the 
additional switch 406b. The server 420 may manage net 
work access for a number of network devices or client 
devices. For example, the server 420 may provide network 
authentication, arbitration, prioritization, load balancing, 
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and other management services as needed to manage mul 
tiple network devices accessing the enterprise network 400. 
The server 420 may be connected to a hub 422. The hub 422 
may include multiple ports, each of which may provide a 
wired connection for a network or client device. A hub is 
typically a simpler device than a Switch, and may be used 
when connecting a small number of network devices 
together. In some cases, a Switch can be substituted for the 
hub 422. In this example, the hub 422 connects desktop 
computers 424 and laptop computers 426 to the enterprise 
network 400. In this example, each of the desktop computers 
424 and laptop computers 426 are connected to the hub 422 
using a physical cable. 
0143. In this example, the additional switch 406b is also 
connected to a wireless access point 428. The wireless 
access point 428 provides wireless access to the enterprise 
network 400 for wireless-enabled network or client devices. 
Examples of wireless-enabled network and client devices 
include laptops 430, tablet computers 432, and smartphones 
434, among others. In some implementations, the wireless 
access point 428 may also provide Switching and/or routing 
functionality. 
0144. The example enterprise network 400 of FIG. 4 is 
defended from network threats by a network threat detection 
and analysis system, which uses deception security mecha 
nisms to attract and divert attacks on the network. The 
deceptive security mechanisms may be controlled by and 
inserted into the enterprise network 400 using a deception 
center 498 and sensors 490, which may also be referred to 
as deception sensors, installed in various places in the 
enterprise network 400. In some implementations, the 
deception center 498 and the sensors 490 interact with a 
security services provider 496 located outside of the enter 
prise network 400. The deception center 498 may also obtain 
or exchange data with sources located on external networks 
450, such as the Internet. 
0145. In various implementations, the sensors 490 are a 
minimal combination of hardware and/or software, sufficient 
to form a network connection with the enterprise network 
400 and a network tunnel 480 with the deception center 498. 
For example, a sensor 490 may be constructed using a 
low-power processor, a network interface, and a simple 
operating system. In some implementations, any of the 
devices in the enterprise network (e.g., the servers 408, 412, 
416, 418 the printers 410, the computing devices 424, 426, 
430, 432, 434, or the network infrastructure devices 404, 
406a, 406b, 428) can be configured to act as a sensor. 
0146 In various implementations, one or more sensors 
490 can be installed anywhere in the enterprise network 400, 
include being attached switches 406a, hubs 422, wireless 
access points 428, and so on. The sensors 490 can further be 
configured to be part of one or more VLANs. The sensors 
490 provide the deception center 498 with visibility into the 
enterprise network 400, such as for example being able to 
operate as a node in the enterprise network 400, and/or being 
able to present or project deceptive security mechanisms 
into the enterprise network 400. Additionally, in various 
implementations, the sensors 490 may provide a portal 
through which a Suspected attack on the enterprise network 
400 can be redirected to the deception center 498. 
0147 The deception center 498 provides network secu 
rity for the enterprise network 400 by deploying security 
mechanisms into the enterprise network 400, monitoring the 
enterprise network 400 through the security mechanisms, 
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detecting and redirecting apparent threats, and analyzing 
network activity resulting from the apparent threat. To 
provide security for the enterprise network 400, in various 
implementations the deception center 498 may communi 
cate with sensors 490 installed in the enterprise network 400, 
using, for example, network tunnels 480. The tunnels 480 
may allow the deception center 498 to be located in a 
different sub-network (“subnet') than the enterprise network 
400, on a different network, or remote from the enterprise 
network 400, with intermediate networks between the 
deception center 498 and the enterprise network 400. In 
some implementations, the enterprise network 400 can 
include more than one deception center 498. In some imple 
mentations, the deception center may be located off-site, 
such as in an external network 450. 

0148. In some implementations, the security services 
provider 496 may act as a central hub for providing security 
to multiple site networks, possibly including site networks 
controlled by different organizations. For example, the Secu 
rity services provider 496 may communicate with multiple 
deception centers 498 that each provide security for a 
different enterprise network 400 for the same organization. 
As another example, the security services provider 496 may 
coordinate the activities of the deception center 498 and the 
sensors 490, such as enabling the deception center 498 and 
the sensors 490 to connect to each other. In some imple 
mentations, the security services provider 496 is located 
outside the enterprise network 400. In some implementa 
tions, the security services provider 496 is controlled by a 
different entity than the entity that controls the site network. 
For example, the security services provider 496 may be an 
outside vendor. In some implementations, the security Ser 
vices provider 496 is controlled by the same entity as that 
controls the enterprise network 400. In some implementa 
tions, the network security system does not include a secu 
rity services provider 496. 
014.9 FIG. 4 illustrates one example of what can be 
considered a “traditional network, that is, a network that is 
based on the interconnection of computers. In various imple 
mentations, a network security system, such as the decep 
tion-based system discussed above, can also be used to 
defend "non-traditional networks that include devices other 
than traditional computers, such as for example mechanical, 
electrical, or electromechanical devices, sensors, actuators, 
and control systems. Such “non-traditional networks may 
be referred to as the Internet of Things (IoT). The Internet of 
Things encompasses newly-developed, every-day devices 
designed to be networked (e.g., drones, self-driving auto 
mobiles, etc.) as well as common and long-established 
machinery that has augmented to be connected to a network 
(e.g., home appliances, traffic signals, etc.). 
0150 FIG. 5 illustrates a general example of an IoT 
network 500. The example IoT network 500 can be imple 
mented wherever sensors, actuators, and control systems can 
be found. For example, the example IoT network 500 can be 
implemented for buildings, roads and bridges, agriculture, 
transportation and logistics, utilities, air traffic control, fac 
tories, and private homes, among others. In various imple 
mentations, the IoT network 500 includes cloud service 554 
that collects data from various sensors 510a-510d, 512a 
512d, located in various locations. Using the collected data, 
the cloud service 554 can provide services 520, control of 
machinery and equipment 514, exchange of data with tra 
ditional network devices 516, and/or exchange of data with 
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user devices 518. In some implementations, the cloud ser 
vice 554 can work with a deception center 528 and/or a 
security service provider 526 to provide security for the 
network 500. 

0151. A cloud service, such as the illustrated cloud ser 
vice 554, is a resource provided over the Internet 550. 
Sometimes synonymous with "cloud computing,” the 
resource provided by the cloud services is in the “cloud in 
that the resource is provided by hardware and/or software at 
Some location remote from the place where the resource is 
used. Often, the hardware and software of the cloud service 
is distributed across multiple physical locations. Generally, 
the resource provided by the cloud service is not directly 
associated with specific hardware or Software resources, 
Such that use of the resource can continue when the hard 
ware or software is changed. The resource provided by the 
cloud service can often also be shared between multiple 
users of the cloud service, without affecting each user's use. 
The resource can often also be provided as needed or 
on-demand. Often, the resource provided by the cloud 
service 554 is automated, or otherwise capable of operating 
with little or no assistance from human operators. 
0152 Examples of cloud services include software as a 
service (SaaS), infrastructure as a service (IaaS), platform as 
a service (PaaS), desktop as a service (DaaS), managed 
software as a service (MSaaS), mobile backend as a service 
(MBaaS), and information technology management as a 
service (ITMaas). Specific examples of cloud services 
include data centers, such as those operated by Amazon Web 
Services and Google Web Services, among others, that 
provide general networking and Software services. Other 
examples of cloud services include those associated with 
Smartphone applications, or 'apps. Such as for example 
apps that track fitness and health, apps that allow a user to 
remotely manage her home security system or thermostat, 
and networked gaming apps, among others. In each of these 
examples, the company that provides the app may also 
provide cloud-based storage of application data, cloud-based 
Software and computing resources, and/or networking Ser 
vices. In some cases, the company manages the cloud 
services provided by the company, including managing 
physical hardware resources. In other cases, the company 
leases networking time from a data center provider. 
0153. In some cases, the cloud service 554 is part of one 
integrated system, run by one entity. For example, the cloud 
service 554 can be part of a traffic control system. In this 
example, sensors 510a-510d, 512a-512d can be used to 
monitor traffic and road conditions. In this example, the 
cloud service 554 can attempt to optimize the flow of traffic 
and also provide traffic safety. For example, the sensors 
510a-510d, 512a-512d can include a sensor 512a on a 
bridge that monitors ice formation. When the sensor 512a 
detects that ice has formed on the bridge, the sensor 512a 
can alert the cloud service 554. The cloud service 554, can 
respond by interacting with machinery and equipment 514 
that manages traffic in the area of the bridge. For example, 
the cloud service 554 can turn on warning signs, indicating 
to drivers that the bridge is icy. Generally, the interaction 
between the sensor 512, the cloud service 554, and the 
machinery and equipment 514 is automated, requiring little 
or no management by human operators. 
0154) In various implementations, the cloud service 554 
collects or receives data from sensors 510a-510d, 512a 
5.12d, distributed across one or more networks. The sensors 
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510a-510d, 512a-512d include devices capable of “sensing 
information, such as air or water temperature, air pressure, 
weight, motion, humidity, fluid levels, noise levels, and so 
on. The sensors 510a-510d, 512a-512d can alternatively or 
additionally include devices capable of receiving input, Such 
as cameras, microphones, touch pads, keyboards, key pads, 
and so on. In some cases, a group of sensors 510a-510d may 
be common to one customer network 502. For example, the 
sensors 510a-510d may be motion sensors, traffic cameras, 
temperature sensors, and other sensors for monitoring traffic 
in a city's metro area. In this example, the sensors 510a 
510d can be located in one area of the city, or be distribute 
across the city, and be connected to a common network. In 
these cases, the sensors 510a-510d can communicate with a 
gateway device 562, Such as a network gateway. The gate 
way device 562 can further communicate with the cloud 
Service 554. 

0155. In some cases, in addition to receiving data from 
sensors 510a-510d in one customer network 502, the cloud 
service 554 can also receive data from sensors 512a-512d in 
other sites 504a-504c. These other sites 504a-504c can be 
part of the same customer network 502 or can be unrelated 
to the customer network 502. For example, the other sites 
504a-504c can each be the metro area of a different city, and 
the sensors 512a-512d can be monitoring traffic for each 
individual city. 
0156 Generally, communication between the cloud ser 
vice 554 and the sensors 510a-510d, 512a-512d is bidirec 
tional. For example, the sensors 510a-510d, 512a-512d can 
send information to the cloud service 554. The cloud service 
554 can further provide configuration and control informa 
tion to the sensors 510a-510d, 512a-512d. For example, the 
cloud service 554 can enable or disable a sensor 510a-510d. 
512a-512d or modify the operation of a sensor 510a-510d. 
512a-512d, such as changing the format of the data provided 
by a sensor 510a-510d, 512a-512d or upgrading the firm 
ware of a sensor 510a-510d, 512a-512d. 
0157. In various implementations, the cloud service 554 
can operate on the data received from the sensors 510a 
510d, 512a-512d, and use this data to interact with services 
520 provided by the cloud service 554, or to interact with 
machinery and equipment 514, network devices 516, and/or 
user devices 518 available to the cloud Service 554. Services 
520 can include software-based services, such as cloud 
based applications, website services, or data management 
services. Services 520 can alternatively or additionally 
include media, Such as streaming video or music or other 
entertainment services. Services 520 can also include deliv 
ery and/or coordination of physical assets, such as for 
example package delivery, direction of vehicles for passen 
ger pick-up and drop-off, or automate re-ordering and re 
stocking of Supplies. In various implementations, services 
520 may be delivered to and used by the machinery and 
equipment 514, the network devices 516, and/or the user 
devices 518. 

0158. In various implementations, the machinery and 
equipment 514 can include physical systems that can be 
controlled by the cloud service 554. Examples of machinery 
and equipment 514 include factory equipment, trains, elec 
trical street cars, self-driving cars, traffic lights, gate and 
door locks, and so on. In various implementations, the cloud 
service 554 can provide configuration and control of the 
machinery and equipment 514 in an automated fashion. 
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0159. The network devices 516 can include traditional 
networking equipment, such as server computers, data Stor 
age devices, routers, Switches, gateways, and so on. In 
various implementations, the cloud service 554 can provide 
control and management of the network devices 516, Such as 
for example automated upgrading of Software, security 
monitoring, or asset tracking. Alternatively or additionally, 
in various implementations the cloud service 554 can 
exchange data with the network devices 516, such as for 
example providing websites, providing Stock trading data, or 
providing online shopping resources, among others. Alter 
natively or additionally, the network devices 516 can include 
computing systems used by the cloud service provider to 
manage the cloud service 554. 
0160 The user devices 518 can include individual per 
Sonal computers, Smart phones, tablet devices, Smart 
watches, fitness trackers, medical devices, and so on that can 
be associated with an individual user. The cloud service 554 
can exchange data with the user devices 518, such as for 
example provide Support for applications installed on the 
user devices 518, providing websites, providing streaming 
media, providing directional navigation services, and so on. 
Alternatively or additionally, the cloud service 554 may 
enable a user to use a user device 518 to access and/or view 
other devices, such as the sensors 510a-510d, 512a-512d, 
the machinery and equipment 514, or the network devices 
516. 

0.161. In various implementations, the services 520, 
machinery and equipment 514, network devices 516, and 
user devices 518 may be part of one customer network 506. 
In some cases, this customer network 506 is the same as the 
customer network 502 that includes the sensors 510a-510d. 
In some cases, the services 520, machinery and equipment 
514, network devices 516, and user devices 518 are part of 
the same network, and may instead be part of various other 
networks 506. 

0162. In various implementations, customer networks 
can include a deception center 598. The deception center 
598 provides network security for the IoT network 500 by 
deploying security mechanisms into the IoT network 500, 
monitoring the IoT network 500 through the security mecha 
nisms, detecting and redirecting apparent threats, and ana 
lyzing network activity resulting from the apparent threat. 
To provide security for the IoT network 500, in various 
implementations the deception center 598 may communi 
cate with the sensors 510a-5106d, 512a-5012 installed in the 
IoT network 500, for example through the cloud service 554. 
In some implementations, the IoT network 500 can include 
more than one deception center 598. For example, each of 
customer network 502 and customer networks or other 
networks 506 can include a deception center 528. 
0163. In some implementations, the deception center 598 
and the sensors 510a-510d, 512a-512d interact with a secu 
rity services provider 596. In some implementations, the 
security services provider 596 may act as a central hub for 
providing security to multiple site networks, possibly 
including site networks controlled by different organiza 
tions. For example, the security services provider 596 may 
communicate with multiple deception centers 598 that each 
provide security for a different IoT network 500 for the same 
organization. As another example, the security services 
provider 596 may coordinate the activities of the deception 
center 598 and the sensors 510a-510d, 512a-512d, such as 
enabling the deception center 598 and the sensors 510a 
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510d, 512a-512d to connect to each other. In some imple 
mentations, the security services provider 596 is integrated 
into the cloud service 554. In some implementations, the 
security services provider 596 is controlled by a different 
entity than the entity that controls the site network. For 
example, the security services provider 596 may be an 
outside vendor. In some implementations, the security Ser 
vices provider 596 is controlled by the same entity as that 
controls the IoT network 500. In some implementations, the 
network security system does not include a security services 
provider 596. 
0164. IoT networks can also include small networks of 
non-traditional devices. FIG. 6 illustrates an example of a 
customer network that is a small network 600, here imple 
mented in a private home. A network for a home is an 
example of small network that may have both traditional and 
non-traditional network devices connected to the network 
600, in keeping with an Internet of Things approach. Home 
networks are also an example of networks that are often 
implemented with minimal security. The average home 
owner is not likely to be a sophisticated network security 
expert, and may rely on his modem or router to provide at 
least some basic security. The homeowner, however, is 
likely able to at least set up a basic home network. A 
deception-based network security device may be as simple 
to set up as a home router or base station, yet provide 
sophisticated security for the network 600. 
(0165. The example network 600 of FIG. 6 may be a 
single network, or may include multiple sub-networks. 
These Sub-networks may or may not communicate with each 
other. For example, the network 600 may include a sub 
network that uses the electrical wiring in the house as a 
communication channel. Devices configured to communi 
cate in this way may connect to the network using electrical 
outlets, which also provide the devices with power. The 
sub-network may include a central controller device, which 
may coordinate the activities of devices connected to the 
electrical network, including turning devices on and off at 
particular times. One example of a protocol that uses the 
electrical wiring as a communication network is X 10. 
0166 The network 600 may also include wireless and 
wired networks, built into the home or added to the home 
solely for providing a communication medium for devices in 
the house. Examples of wireless, radio-based networks 
include networks using protocols such as Z-WaveTM, Zig 
beeTM (also known as Institute of Electrical and Electronics 
Engineers (IEEE) 802.15.4), BluetoothTM, and Wi-Fi (also 
known as IEEE 802.11), among others. Wireless networks 
can be set up by installing a wireless base station in the 
house. Alternatively or additionally, a wireless network can 
be established by having at least two devices in the house 
that are able to communicate with each other using the same 
protocol. 
0167 Examples of wired networks include Ethernet (also 
known as IEEE 802.3), token ring (also known as IEEE 
802.5), Fiber Distributed Data Interface (FDDI), and 
Attached Resource Computer Network (ARCNET), among 
others. A wired network can be added to the house by 
running cabling through the walls, ceilings, and/or floors, 
and placing jacks in various rooms that devices can connect 
to with additional cables. The wired network can be 
extended using routers, Switches, and/or hubs. In many 
cases, wired networks may be interconnected with wireless 
networks, with the interconnected networks operating as one 
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seamless network. For example, an Ethernet network may 
include a wireless base station that provides a Wi-Fi signal 
for devices in the house. 

0.168. As noted above, a small network 600 implemented 
in a home is one that may include both traditional network 
devices and non-traditional, everyday electronics and appli 
ances that have also been connected to the network 600. 
Examples of rooms where one may find non-traditional 
devices connected to the network are the kitchen and laun 
dry rooms. For example, in the kitchen a refrigerator 604, 
oven 606, microwave 608, and dishwasher 610 may be 
connected to the network 600, and in the laundry room a 
washing machine 612 may be connected to the network 600. 
By attaching these appliances to the network 600, the 
homeowner can monitor the activity of each device (e.g., 
whether the dishes are clean, the current state of a turkey in 
the oven, or the washing machine cycle) or change the 
operation of each device without needing to be in the same 
room or even be at home. The appliances can also be 
configured to resupply themselves. For example, the refrig 
erator 604 may detect that a certain product is running low, 
and may place an order with a grocery delivery service for 
the product to be restocked. 
0169. The network 600 may also include environmental 
appliances, such as a thermostat 602 and a water heater 614. 
By having these devices connected to the network 600, the 
homeowner can monitor the current environment of the 
house (e.g., the air temperature or the hot water tempera 
ture), and adjust the settings of these appliances while at 
home or away. Furthermore, software on the network 600 or 
on the Internet 650 may track energy usage for the heating 
and cooling units and the water heater 614. This software 
may also track energy usage for the other devices, such as 
the kitchen and laundry room appliances. The energy usage 
of each appliance may be available to the homeowner over 
the network 600. 

0170 In the living room, various home electronics may 
be on the network 600. These electronics may have once 
been fully analog or may have been standalone devices, but 
now include a network connection for exchanging data with 
other devices in the network 600 or with the Internet 650. 
The home electronics in this example include a television 
618, a gaming system 620, and a media device 622 (e.g., a 
Video and/or audio player). Each of these devices may play 
media hosted, for example, on network attached storage 636 
located elsewhere in the network 600, or media hosted on 
the Internet 650. 

0171 The network 600 may also include home safety and 
security devices, such as a Smoke detector 616, an electronic 
door lock 624, and a home security system 626. Having 
these devices on the network may allow the homeowner to 
track the information monitored and/or sensed by these 
devices, both when the homeowner is at home and away 
from the house. For example, the homeowner may be able 
to view a video feed from a security camera 628. When the 
safety and security devices detect a problem, they may also 
inform the homeowner. For example, the smoke detector 
616 may send an alert to the homeowner's smartphone when 
it detects smoke, or the electronic door lock 624 may alert 
the homeowner when there has been a forced entry. Fur 
thermore, the homeowner may be able to remotely control 
these devices. For example, the homeowner may be able to 
remotely open the electronic door lock 624 for a family 
member who has been locked out. The safety and security 
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devices may also use their connection to the network to call 
the fire department or police if necessary. 
0172 Another non-traditional device that may be found 
in the network 600 is the family car 630. The car 630 is one 
of many devices, such as laptop computers 638, tablet 
computers 646, and Smartphones 642, that connect to the 
network 600 when at home, and when not at home, may be 
able to connect to the network 600 over the Internet 650. 
Connecting to the network 600 over the Internet 650 may 
provide the homeowner with remote access to his network. 
The network 600 may be able to provide information to the 
car 630 and receive information from the car 630 while the 
car is away. For example, the network 600 may be able to 
track the location of the car 630 while the car 630 is away. 
0173. In the home office and elsewhere around the house, 
this example network 600 includes some traditional devices 
connected to the network 600. For example, the home office 
may include a desktop computer 632 and network attached 
storage 636. Elsewhere around the house, this example 
includes a laptop computer 638 and handheld devices such 
as a tablet computer 646 and a smartphone 642. In this 
example, a person 640 is also connected to the network 600. 
The person 640 may be connected to the network 600 
wirelessly through personal devices worn by the person 640, 
Such as a Smart watch, fitness tracker, or heart rate monitor. 
The person 640 may alternatively or additionally be con 
nected to the network 600 through a network-enabled medi 
cal device, such as a pacemaker, heart monitor, or drug 
delivery system, which may be worn or implanted. 
0.174. The desktop computer 632, laptop computer 638, 
tablet computer 646, and/or smartphone 642 may provide an 
interface that allows the homeowner to monitor and control 
the various devices connected to the network. Some of these 
devices, such as the laptop computer 638, the tablet com 
puter 646, and the Smartphone 642 may also leave the house, 
and provide remote access to the network 600 over the 
Internet 650. In many cases, however, each device on the 
network may have its own software for monitoring and 
controlling only that one device. For example, the thermo 
stat 602 may use one application while the media device 622 
uses another, and the wireless network provides yet another. 
Furthermore, it may be the case that the various sub 
networks in the house do not communicate with each other, 
and/or are viewed and controlled using software that is 
unique to each Sub-network. In many cases, the homeowner 
may not have one unified and easily understood view of his 
entire home network 600. 

0.175. The small network 600 in this example may also 
include network infrastructure devices, such as a router or 
switch (not shown) and a wireless base station 634. The 
wireless base station 634 may provide a wireless network for 
the house. The router or switch may provide a wired network 
for the house. The wireless base station 634 may be con 
nected to the router or switch to provide a wireless network 
that is an extension of the wired network. The router or 
switch may be connected to a gateway device 648 that 
connects the network 600 to other networks, including the 
Internet 650. In some cases, a router or switch may be 
integrated into the gateway device 648. The gateway device 
648 is a cable modem, digital subscriber line (DSL) modem, 
optical modem, analog modem, or some other device that 
connects the network 600 to an ISP. The ISP may provide 
access to the Internet 650. Typically, a home network only 
has one gateway device 648. In some cases, the network 600 
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may not be connected to any networks outside of the house. 
In these cases, information about the network 600 and 
control of devices in the network 600 may not be available 
when the homeowner is not connected to the network 600; 
that is, the homeowner may not have access to his network 
600 over the Internet 650. 

0176 Typically, the gateway device 648 includes a hard 
ware and/or software firewall. A firewall monitors incoming 
and outgoing network traffic and, by applying security rules 
to the network traffic, attempts to keep harmful network 
traffic out of the network 600. In many cases, a firewall is the 
only security system protecting the network 600. While a 
firewall may work for some types of intrusion attempts 
originating outside the network 600, the firewall may not 
block all intrusion mechanisms, particularly intrusions 
mechanisms hidden in legitimate network traffic. Further 
more, while a firewall may block intrusions originating on 
the Internet 650, the firewall may not detect intrusions 
originating from within the network 600. For example, an 
infiltrator may get into the network 600 by connecting to 
signal from the Wi-Fi base station 634. Alternatively, the 
infiltrator may connect to the network 600 by physically 
connecting, for example, to the washing machine 612. The 
washing machine 612 may have a port that a service 
technician can connect to service the machine. Alternatively 
or additionally, the washing machine 612 may have a simple 
Universal Serial Bus (USB) port. Once an intruder has 
gained access to the washing machine 612, the intruder may 
have access to the rest of the network 600. 

(0177. To provide more security for the network 600, a 
deception-based network security device 660 can be added 
to the network 600. In some implementations, the security 
device 660 is a standalone device that can be added to the 
network 600 by connecting it to a router or switch. In some 
implementations, the security device 660 can alternatively 
or additionally be connected to the network's 600 wireless 
sub-network by powering on the security device 660 and 
providing it with Wi-Fi credentials. The security device 660 
may have a touchscreen, or a screen and a keypad, for 
inputting Wi-Fi credentials. Alternatively or additionally, the 
homeowner may be able to enter network information into 
the security device by logging into the security device 660 
over a BluetoothTM or Wi-Fi signal using software on a 
Smartphone, tablet, or laptop, or using a web browser. In 
some implementations, the security device 660 can be 
connected to a Sub-network running over the home's elec 
trical wiring by connecting the security device 660 to a 
power outlet. In some implementations, the security device 
660 may have ports, interfaces, and/or radio antennas for 
connecting to the various Sub-networks that can be included 
in the network 600. This may be useful, for example, when 
the Sub-networks do not communicate with each other, or do 
not communicate with each other seamlessly. Once powered 
on and connected, the security device 660 may self-config 
ure and monitor the security of each sub-network in the 
network 600 that it is connected to. 

0178. In some implementations, the security device 660 
may be configured to connect between the gateway device 
648 and the network's 600 primary router, and/or between 
the gateway device 648 and the gateway device's 648 
connection to the wall. Connected in one or both of these 
locations, the security device 652 may be able to control the 
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network's 600 connection with outside networks. For 
example, the security device can disconnect the network 600 
from the Internet 650. 

0179. In some implementations, the security device 660, 
instead of being implemented as a standalone device, may be 
integrated into one or more of the appliances, home elec 
tronics, or computing devices (in this example network 600), 
or in some other device not illustrated here. For example, the 
security device 660—or the functionality of the security 
device 660—may be incorporated into the gateway device 
648 or a desktop computer 632 or a laptop computer 638. As 
another example, the security device 660 can be integrated 
into a kitchen appliance (e.g., the refrigerator 604 or micro 
wave 608), a home media device (e.g., the television 618 or 
gaming system 620), or the home security system 626. In 
some implementations, the security device 660 may be a 
printed circuit board that can be added to another device 
without requiring significant changes to the other device. In 
some implementations, the security device 660 may be 
implemented using an Application Specific Integrated Cir 
cuit (ASIC) or Field Programmable Gate Array (FPGA) that 
can be added to the electronics of a device. In some 
implementations, the security device 660 may be imple 
mented as a software module or modules that can run 
concurrently with the operating system or firmware of a 
networked device. In some implementations, the security 
device 660 may have a physical or virtual security barrier 
that prevents access to it by the device that it is integrated 
into. In some implementations, the security device's 660 
presence in another device may be hidden from the device 
into which the security device 660 is integrated. 
0180. In various implementations, the security device 
660 may scan the network 600 to determine which devices 
are present in the network 600. Alternatively or additionally, 
the security device 660 may communicate with a central 
controller in the network 600 (or multiple central control 
lers, when there are sub-networks, each with their own 
central controller) to learn which devices are connected to 
the network 600. In some implementations, the security 
device 660 may undergo a learning period, during which the 
security device 660 learns the normal activity of the network 
600, such as what time of day appliances and electronics are 
used, what they are used for, and/or what data is transferred 
to and from these devices. During the learning period, the 
security device 660 may alert the homeowner to any unusual 
or Suspicious activity. The homeowner may indicate that this 
activity is acceptable, or may indicate that the activity is an 
intrusion. As described below, the security device 660 may 
Subsequently take preventive action against the intrusion. 
0181. Once the security device 660 has learned the topol 
ogy and/or activity of the network 600, the security device 
660 may be able to provide deception-based security for the 
network 600. In some implementations, the security device 
660 may deploy security mechanisms that are configured to 
emulate devices that could be found in the network 600. In 
Some implementations, the security device 660 may monitor 
activity on the network 600, including watching the data sent 
between the various devices on the network 600, and 
between the devices and the Internet 650. The security 
device 660 may be looking for activity that is unusual, 
unexpected, or readily identifiable as Suspect. Upon detect 
ing suspicious activity in the network 600, the security 
device 660 may deploy deceptive security mechanisms. 
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0182. In some implementations, the deceptive security 
mechanisms are software processes running on the security 
device 660 that emulate devices that may be found in the 
network 600. In some implementations, the security device 
660 may be assisted in emulating the security devices by 
another device on the network 600, such as the desktop 
computer 632. From the perspective of devices connected to 
the network 600, the security mechanisms appear just like 
any other device on the network, including, for example, 
having an Internet Protocol (IP) address, a Media Access 
Control (MAC) address, and/or some other identification 
information, having an identifiable device type, and 
responding to or transmitting data just as would the device 
being emulated. The security mechanisms may be emulated 
by the security device 660 itself; thus, while, from the point 
of view of the network 600, the network 600 appears to have 
additional devices, no physical equivalent (other than the 
security device 660) can be found in the house. 
0183 The devices and data emulated by a security 
mechanism are selected Such that the security mechanism is 
an attractive target for intrusion attempts. Thus, the security 
mechanism may emulate valuable data, and/or devices that 
are easily hacked into, and/or devices that provide easy 
access to the reset of the network 600. Furthermore, the 
security mechanisms emulate devices that are likely to be 
found in the network 600, such as a second television, a 
second thermostat, or another laptop computer. In some 
implementations, the security device 660 may contact a 
service on the Internet 650 for assistance in selecting devices 
to emulate and/or for how to configure emulated devices. 
The security devices 660 may select and configure security 
mechanisms to be attractive to intrusions attempts, and to 
deflect attention away from more valuable or vulnerable 
network assets. Additionally, the security mechanisms can 
assist in confirming that an intrusion into the network 600 
has actually taken place. 
0184. In some implementations, the security device 660 
may deploy deceptive security mechanisms in advance of 
detecting any suspicious activity. For example, having 
scanned the network, the security device 660 may determine 
that the network 600 includes only one television 618 and 
one smoke detector 616. The security device 660 may 
therefore choose to deploy security mechanisms that emu 
late a second television and a second smoke detector. With 
security mechanisms preemptively added to the network, 
when there is an intrusion attempt, the intruder may target 
the security mechanisms instead of valuable or vulnerable 
network devices. The security mechanisms thus may serve 
as decoys and may deflect an intruder away from the 
network's 600 real devices. 

0185. In some implementations, the security mechanisms 
deployed by the security device 660 may take into account 
specific requirements of the network 600 and/or the type of 
devices that can be emulated. For example, in some cases, 
the network 600 (or a sub-network) may assign identifiers to 
each device connected to the network 600, and/or each 
device may be required to adopt a unique identifier. In these 
cases, the security device 660 may assign an identifier to 
deployed security mechanisms that do not interfere with 
identifiers used by actual devices in the network 600. As 
another example, in some cases, devices on the network 600 
may register themselves with a central controller and/or with 
a central service on the Internet 650. For example, the 
thermostat 602 may register with a service on the Internet 
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650 that monitors energy use for the home. In these cases, 
the security mechanisms that emulate these types of devices 
may also register with the central controller or the central 
service. Doing so may improve the apparent authenticity of 
the security mechanism, and may avoid conflicts with the 
central controller or central service. Alternatively or addi 
tionally, the security device 660 may determine to deploy 
security mechanisms that emulate other devices, and avoid 
registering with the central controller or central service. 
0186. In some implementations, the security device 660 
may dynamically adjust the security mechanisms that it has 
deployed. For example, when the homeowner adds devices 
to the network 600, the security device 660 may remove 
security mechanisms that conflict with the new devices, or 
change a security mechanism so that the security mecha 
nism’s configuration is not incongruous with the new 
devices (e.g., the security mechanisms should not have the 
same MAC address as a new device). As another example, 
when the network owner removes a device from the network 
600, the security device 660 may add a security mechanism 
that mimics the device that was removed. As another 
example, the Security device may change the activity of a 
security mechanism, for example, to reflect changes in the 
normal activity of the home, changes in the weather, the time 
of year, the occurrence of special events, and so on. 
0187. The security device 660 may also dynamically 
adjust the security mechanisms it has deployed in response 
to suspicious activity it has detected on the network 600. For 
example, upon detecting Suspicious activity, the Security 
device 660 may change the behavior of a security mecha 
nism or may deploy additional security mechanisms. The 
changes to the security mechanisms may be directed by the 
Suspicious activity, meaning that if, for example, the Suspi 
cious activity appears to be probing for a wireless base 
station 634, the security device 660 may deploy a decoy 
wireless base station. 

0188 Changes to the security mechanisms are meant not 
only to attract a possible intrusion, but also to confirm that 
an intrusion has, in fact occurred. Since the security mecha 
nisms are not part of the normal operation of the network 
600, normal occupants of the home are not expected to 
access the security mechanisms. Thus, in most cases, any 
access of a security mechanism is Suspect. Once the security 
device 660 has detected an access to a security mechanism, 
the security device 660 may next attempt to confirm that an 
intrusion into the network 600 has taken place. An intrusion 
can be confirmed, for example, by monitoring activity at the 
security mechanism. For example, login attempts, probing 
of data emulated by the security mechanism, copying of data 
from the security mechanism, and attempts to log into 
another part of the network 600 from the security mecha 
nism indicate a high likelihood that an intrusion has 
occurred. 

0189 Once the security device 660 is able to confirm an 
intrusion into the network 600, the security device 660 may 
alert the homeowner. For example, the security device 660 
may sound an audible alarm, send an email or text message 
to the homeowner or some other designated persons, and/or 
send an alert to an application running on a Smartphone or 
tablet. As another example, the security device 660 may 
access other network devices and, for example, flash lights, 
trigger the security system's 626 alarm, and/or display 
messages on devices that include display Screens, such as the 
television 618 or refrigerator 604. In some implementations, 
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depending on the nature of the intrusion, the security device 
660 may alert authorities such as the police or fire depart 
ment. 

0190. In some implementations, the security device 660 
may also take preventive actions. For example, when an 
intrusion appears to have originated outside the network 
600, the security device 660 may block the network's 600 
access to the Internet 650, thus possibly cutting off the 
intrusion. As another example, when the intrusion appears to 
have originated from within the network 600, the security 
device 660 may isolate any apparently compromised 
devices, for example by disconnecting them from the net 
work 600. When only its own security mechanisms are 
compromised, the security device 660 may isolate itself 
from the rest of the network 600. As another example, when 
the security device 660 is able to determine that the intrusion 
very likely included physical intrusion into the house, the 
security device 660 may alert the authorities. The security 
device 660 may further lock down the house by, for 
example, locking any electronic door locks 624. 
0191 In some implementations, the security device 660 
may be able to enable a homeowner to monitor the network 
600 when a suspicious activity has been detected, or at any 
other time. For example, the homeowner may be provided 
with a software application that can be installed on a 
Smartphone, tablet, desktop, and/or laptop computer. The 
Software application may receive information from the Secu 
rity device 660 over a wired or wireless connection. Alter 
natively or additionally, the homeowner may be able to 
access information about his network through a web 
browser, where the security device 660 formats webpages 
for displaying the information. Alternatively or additionally, 
the security device 660 may itself have a touchscreen or a 
screen and key pad that provide information about the 
network 600 to the homeowner. 

0.192 The information provided to the homeowner may 
include, for example, a list and/or graphic display of the 
devices connected to the network 600. The information may 
further provide a real-time status of each device. Such as 
whether the device is on or off, the current activity of the 
device, data being transferred to or from the device, and/or 
the current user of the device, among other things. The list 
or graphic display may update as devices connect and 
disconnect from the network 600, such as for example 
laptops and Smartphones connecting to or disconnecting 
from a wireless sub-network in the network 600. The 
security device 660 may further alert the homeowner when 
a device has unexpectedly been disconnected from the 
network 600. The security device 660 may further alert the 
homeowner when an unknown device connects to the net 
work 600, such as for example when a device that is not 
known to the homeowner connects to the Wi-Fi signal. 
0193 The security device 660 may also maintain historic 
information. For example, the security device 660 may 
provide snapshots of the network 600 taken once a day, once 
a week, or once a month. The security device 660 may 
further provide a list of devices that have, for example, 
connected to the wireless signal in the last hour or day, at 
what times, and for how long. The security device 660 may 
also be able to provide identification information for these 
devices, such as MAC addresses or usernames. As another 
example, the security device 660 may also maintain usage 
statistics for each device in the network 600, such as for 
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example the times at which each device was in use, what the 
device was used for, how much energy the device used, and 
SO. O. 

0194 The software application or web browser or display 
interface that provides the homeowner with information 
about his network 600 may also enable the homeowner to 
make changes to the network 600 or to devices in the 
network 600. For example, through the security device 660, 
the homeowner may be able to turn devices on or off, change 
the configuration of a device, change a password for a device 
or for the network, and so on. 
0.195. In some implementations, the security device 660 
may also display currently deployed security mechanisms 
and their configuration. In some implementations, the Secu 
rity device 660 may also display activity seen at the security 
mechanisms, such as for example a suspicious access to a 
security mechanism. In some implementations, the security 
device 660 may also allow the homeowner to customize the 
security mechanisms. For example, the homeowner may be 
able to add or remove security mechanisms, modify data 
emulated by the security mechanisms, modify the configu 
ration of Security mechanism, and/or modify the activity of 
a security mechanism. 
0196. A deception-based network security device 660 
thus can provide Sophisticated security for a small network. 
The security device 660 may be simple to add to a network, 
yet provide comprehensive protection against both external 
and internal intrusions. Moreover, the security device 660 
may be able to monitor multiple sub-networks that are each 
using different protocols. The security device 660, using 
deceptive security mechanisms, may be able to detect and 
confirm intrusions into the network 600. The security device 
660 may be able to take preventive actions when an intrusion 
occurs. The security device 660 may also be able to provide 
the homeowner with information about his network, and 
possibly also control over devices in the network. 
0.197 FIG. 7 illustrates another example of a small net 
work 700, here implemented in a small business. A network 
in a small business may have both traditional and non 
traditional devices connected to the network 700. Small 
business networks are also examples of networks that are 
often implemented with minimal security. A small business 
owner may not have the financial or technical resources, 
time, or expertise to configure a Sophisticated security 
infrastructure for her network 700. The business owner, 
however, is likely able to at least set up a network 700 for 
the operation of the business. A deception-based network 
security device that is at least as simple to set up as the 
network 700 itself may provide inexpensive and simple yet 
sophisticated security for the network 700. 
0198 The example network 700 may be one, single 
network, or may include multiple sub-networks. For 
example, the network 700 may include a wired sub-network, 
Such as an Ethernet network, and a wireless Sub-network, 
such as an 802.11 Wi-Fi network. The wired sub-network 
may be implemented using cables that have been run 
through the walls and/or ceilings to the various rooms in the 
business. The cables may be connected to jacks in the walls 
that devices can connect to in order to connect to the 
network 700. The wireless network may be implemented 
using a wireless base station 720, or several wireless base 
stations, which provide a wireless signal throughout the 
business. The network 700 may include other wireless 
sub-networks, such as a short-distance Bluetooth TM net 
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work. In some cases, the Sub-networks communicate with 
one another. For example, the Wi-Fi sub-network may be 
connected to the wired Ethernet sub-network. In some cases, 
the various sub-networks in the network 700 may not be 
configured to or able to communicate with each other. 
(0199. As noted above, the small business network 700 
may include both computers, network infrastructure devices, 
and other devices not traditionally found in a network. The 
network 700 may also include electronics, machinery, and 
systems that have been connected to the network 700 
according to an Internet-of-Things approach. Workshop 
machinery that was once purely analog may now have 
computer controls. Digital workshop equipment may be 
network-enabled. By connecting shop equipment and 
machinery to the network 700, automation and efficiency of 
the business can be improved and orders, materials, and 
inventory can be tracked. Having more devices on the 
network 700, however, may increase the number of vulner 
abilities in the network 700. Devices that have only recently 
become network-enabled may be particularly vulnerable 
because their security systems have not yet been hardened 
through use and attack. A deception-based network security 
device may provide simple-to-install and Sophisticated Secu 
rity for a network that may otherwise have only minimal 
security. 

0200. The example small business of FIG. 7 includes a 
front office. In the front office, the network may include 
devices for administrative tasks. These devices may include, 
for example, a laptop computer 722 and a telephone 708. 
These devices may be attached to the network 700 in order 
to, for example, access records related to the business, which 
may be stored on a server 732 located elsewhere in the 
building. In the front office, security devices for the building 
may also be found, including, for example, security system 
controls 724 and an electronic door lock 726. Having the 
security devices on the network 700 may enable the business 
owner to remotely control access to the building. The 
business owner may also be able to remotely monitor the 
security of building, Such as for example being able to view 
video streams from security cameras 742. The front office 
may also be where environmental controls, such as a ther 
mostat 702, are located. Having the thermostat 702 on the 
network 700 may allow the business owner to remotely 
control the temperature settings. A network-enabled thermo 
stat 702 may also track energy usage for the heating and 
cooling systems. The front office may also include Safety 
devices, such as a network-connected Smoke alarm 728. A 
network-connected Smoke alarm may be able to inform the 
business owner that there is a problem in the building be 
connecting to the business owner's Smartphone or computer. 
0201 Another workspace in this example small business 
is a workshop. In the workshop, the network 700 may 
include production equipment for producing the goods sold 
by the business. The production equipment may include, for 
example, manufacturing machines 704 (e.g. a milling 
machine, a Computer Numerical Control (CNC) machine, a 
3D printer, or some other machine tool) and a plotter 706. 
The production equipment may be controlled by a computer 
on the network 700, and/or may receive product designs 
over the network 700 and independently execute the 
designs. In the workshop, one may also find other devices 
related to the manufacturing of products, such as radiofre 
quency identification (RFID) scanners, barcode or Quick 
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Response (QR) code generators, and other devices for 
tracking inventory, as well as electronic tools, hand tools, 
and so on. 
0202 In the workshop and elsewhere in the building, 
mobile computing devices and people 738 may also be 
connected to the network 700. Mobile computing devices 
include, for example, tablet computers 734 and smartphones 
736. These devices may be used to control production 
equipment, track Supplies and inventory, receive and track 
orders, and/or for other operations of the business. People 
738 may be connected to the network through network 
connected devices worn or implanted in the people 738, such 
as for example Smart watches, fitness trackers, heart rate 
monitors, drug delivery systems, pacemakers, and so on. 
0203 At a loading dock, the example small business may 
have a delivery van 748 and a company car 746. When these 
vehicles are away from the business, they may be connected 
to the network 700 remotely, for example over the Internet 
750. By being able to communicate with the network 700, 
the vehicles may be able to receive information such as 
product delivery information (e.g., orders, addresses, and/or 
delivery times), Supply pickup instructions, and so on. The 
business owner may also be able to track the location of 
these vehicles from the business location, or over the Inter 
net 750 when away from the business, and/or track who is 
using the vehicles. 
0204 The business may also have a back office. In the 
back office, the network 700 may include traditional network 
devices, such as computers 730, a multi-function printer 
716, a scanner 718, and a server 732. In this example, the 
computers 730 may be used to design products for manu 
facturing in the workshop, as well as for management of the 
business, including tracking orders, supplies, inventory, and/ 
or human resources records. The multi-function printer 716 
and Scanner 718 may support the design work and the 
running of the business. The server 732 may store product 
designs, orders, Supply records, and inventory records, as 
well as administrative data, such as accounting and human 
resources data. 

0205 The back office may also be where a gateway 
device 770 is located. The gateway device 770 connects the 
small business to other networks, including the Internet 750. 
Typically, the gateway device 770 connects to an ISP, and 
the ISP provides access to the Internet 750. In some cases, 
a router may be integrated into the gateway device 770. In 
Some cases, gateway device 770 may be connected to an 
external router, switch, or hub, not illustrated here. In some 
cases, the network 700 is not connected to any networks 
outside of the business's own network 700. In these cases, 
the network 700 may not have a gateway device 770. 
0206. The back office is also where the network 700 may 
have a deception-based network security device 760. The 
security device 760 may be a standalone device that may be 
enabled as soon as it is connected to the network 700. 
Alternatively or additionally, the security device 760 may be 
integrated into another device connected to the network 700, 
such as the gateway device 770, a router, a desktop computer 
730, a laptop computer 722, the multi-function printer 716, 
or the thermostat 702, among others. When integrated into 
another device, the security device 760 may use the network 
connection of the other device, or may have its own network 
connection for connecting to the network 700. The security 
device 760 may connect to the network 700 using a wired 
connection or a wireless connection. 
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0207. Once connected to the network 700, the security 
device 760 may begin monitoring the network 700 for 
Suspect activity. In some implementations, the security 
device 760 may scan the network 700 to learn which devices 
are connected to the network 700. In some cases, the security 
device 760 may learn the normal activity of the network 700, 
Such as what time the various devices are used, for how long, 
by whom, for what purpose, and what data is transferred to 
and from each device, among other things. 
0208. In some implementations, having learned the con 
figuration and/or activity of the network 700, the security 
device 760 may deploy deceptive security mechanisms. 
These security mechanisms may emulate devices that may 
be found on the network 700, including having an identifi 
able device type and/or network identifiers (such as a MAC 
address and/or IP address), and being able to send and 
receive network traffic that a device of a certain time would 
send and receive. For example, for the example Small 
business, the security device 760 may configure a security 
mechanism to emulate a 3D printer, a wide-body Scanner, or 
an additional security camera. The security device 760 may 
further avoid configuring a security mechanism to emulate a 
device that is not likely to be found in the small business, 
Such as a washing machine. The Security device 760 may use 
the deployed security mechanisms to monitor activity on the 
network 700. 
0209. In various implementations, when the security 
device 760 detects suspect activity, the security device 760 
may deploy additional security mechanisms. These addi 
tional Security mechanisms may be selected based on the 
nature of Suspect activity. For example, when the Suspect 
activity appears to be attempting to break into the shop 
equipment, the security device 760 may deploy a security 
mechanism that looks like shop equipment that is easy to 
hack. In some implementations, the security device 760 may 
deploy security mechanisms only after detecting Suspect 
activity on the network 700. 
0210. The security device 760 selects devices to emulate 
that are particularly attractive for an infiltration, either 
because the emulated device appears to have valuable data 
or because the emulated device appears to be easy to 
infiltrate, or for Some other reason. In some implementa 
tions, the security device 760 connects to a service on the 
Internet 750 for assistance in determining which devices to 
emulate and/or how to configure the emulated device. Once 
deployed, the security mechanisms serve as decoys to attract 
the attention of a possible infiltrator away from valuable 
network assets. In some implementations, the security 
device 760 emulates the security mechanisms using software 
processes. In some implementations, the security device 760 
may be assisted in emulating security mechanisms by a 
computer 730 on the network. 
0211. In some implementations, the security device 760 
may deploy security mechanisms prior to detecting Suspi 
cious activity on the network 700. In these implementations, 
the security mechanisms may present more attractive targets 
for a possible, future infiltration, so that if an infiltration 
occurs, the infiltrator will go after the security mechanisms 
instead of the actual devices on the network 700. 
0212. In various implementations, the security device 
760 may also change the security mechanisms that it has 
deployed. For example, the security device 760 may add or 
remove security mechanisms as the operation of the business 
changes, as the activity on the network 700 changes, as 
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devices are added or removed from the network 700, as the 
time of year changes, and so on. 
0213 Besides deflecting a possible network infiltration 
away from valuable or vulnerable network devices, the 
security device 760 may use the security mechanisms to 
confirm that the network 700 has been infiltrated. Because 
the security mechanisms are not part of actual devices in use 
by the business, any access to them over the network is 
suspect. Thus, once the security device 760 detects an access 
to one of its security mechanisms, the security device 760 
may attempt to confirm that this access is, in fact, an 
unauthorized infiltration of the network 700. 

0214) To confirm that a security mechanism has been 
infiltrated, the security device 760 may monitor activity seen 
at the security mechanism. The security device 760 may 
further deploy additional security mechanisms, to see if, for 
example, it can present an even more attractive target to the 
possible infiltrator. The security device 760 may further look 
for certain activity, such as log in attempts to other devices 
in the network, attempts to examine data on the security 
mechanism, attempts to move data from the security mecha 
nism to the Internet 750, scanning of the network 700, 
password breaking attempts, and so on. 
0215. Once the security device 760 has confirmed that the 
network 700 has been infiltrated, the security device 760 
may alert the business owner. For example, the security 
device 760 may sound an audible alarm, email or send text 
messages to the computers 730 and/or handheld devices 
734, 736, send a message to the business’s cars 746, 748, 
flash lights, or trigger the security system’s 724 alarm. In 
some implementations, the security device 760 may also 
take preventive measures. For example, the security device 
760 may disconnect the network 700 from the Internet 750, 
may disconnect specific devices from the network 700 (e.g., 
the server 732 or the manufacturing machines 704), may 
turn some network-connected devices off, and/or may lock 
the building. 
0216. In various implementations, the security device 
760 may allow the business owner to monitor her network 
700, either when an infiltration is taking place or at any other 
time. For example, the security device 760 may provide a 
display of the devices currently connected to the network 
700, including flagging any devices connected to the wire 
less network that do not appear to be part of the business. 
The security device 760 may further display what each 
device is currently doing, who is using them, how much 
energy each device is presently using, and/or how much 
network bandwidth each device is using. The security device 
760 may also be able to store this information and provide 
historic configuration and/or usage of the network 700. 
0217. The security device 760 may have a display it can 
use to show information to the business owner. Alternatively 
or additionally, the security device 760 may provide this 
information to a Software application that can run on a 
desktop or laptop computer, a tablet, or a Smartphone. 
Alternatively or additionally, the security device 760 may 
format this information for display through a web browser. 
The business owner may further be able to control devices 
on the network 700 through an interface provided by the 
security device 760, including, for example, turning devices 
on or off, adjusting settings on devices, configuring user 
accounts, and so on. The business owner may also be able 
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to view any security mechanisms presently deployed, and 
may be able to re-configure the security mechanisms, turn 
them off, or turn them on. 
0218 IoT networks can also include industrial control 
systems. Industrial control system is a general term that 
encompasses several types of control systems, including 
Supervisory control and data acquisition (SCADA) systems, 
distributed control systems (DCS) and other control system 
configurations, such as Programmable Logic Controllers 
(PLCs), often found in the industrial sectors and infrastruc 
tures. Industrial control systems are often found in industries 
Such as electrical, water and wastewater, oil and natural gas, 
chemical, transportation, pharmaceutical, pulp and paper, 
food and beverage, and discrete manufacturing (e.g., auto 
motive, aerospace, and durable goods). While a large per 
centage of industrial control systems may be privately 
owned and operated, federal agencies also operate many 
industrial processes, such as air traffic control systems and 
materials handling (e.g., Postal Service mail handling). 
0219 FIG. 8 illustrates an example of the basic operation 
of an industrial control system 800. Generally, an industrial 
control system 800 may include a control loop 802, a 
human-machine interface 806, and remote diagnostics and 
maintenance 808. In some implementations, the example 
industrial control system can be defended by a network 
threat detection and analysis system, which can include a 
deception center 898 and a security services provider 896. 
0220. A control loop 802 may consist of sensors 812, 
controller 804 hardware such as PLCs, actuators 810, and 
the communication of variables 832, 834. The sensors 812 
may be used for measuring variables in the system, while the 
actuators 810 may include, for example, control valves 
breakers, switches, and motors. Some of the sensors 812 
may be deceptions sensors. Controlled variables 834 may be 
transmitted to the controller 804 from the sensors 812. The 
controller 804 may interpret the controlled variables 834 and 
generates corresponding manipulated variables 832, based 
on set points provided by controller interaction 830. The 
controller 804 may then transmit the manipulated variables 
832 to the actuators 810. The actuators 810 may drive a 
controlled process 814 (e.g., a machine on an assembly line). 
The controlled process 814 may accept process inputs 822 
(e.g., raw materials) and produce process outputs 824 (e.g., 
finished products). New information 820 provided to the 
controlled process 814 may result in new sensor 812 signals, 
which identify the state of the controlled process 814 and 
which may also transmitted to the controller 804. 
0221. In some implementations, at least some of the 
sensors 812 can also provide the deception center 898 with 
visibility into the industrial control system 800, such as for 
example being able to present or project deceptive security 
mechanisms into the industrial control system. Additionally, 
in various implementations, the sensors 812 may provide a 
portal through which a suspected attack on the industrial 
control system can be redirected to the deception center 898. 
The deception center 898 and the sensors 810 may be able 
to communicate using network tunnels 880. 
0222. The deception center 898 provides network secu 
rity for the industrial control system 800 by deploying 
security mechanisms into the industrial control system 800, 
monitoring the industrial control system through the security 
mechanisms, detecting and redirecting apparent threats, and 
analyzing network activity resulting from the apparent 
threat. In some implementations, the industrial control sys 
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tem 800 can include more than one deception center 898. In 
Some implementations, the deception center may be located 
off-site. Such as on the Internet. 
0223) In some implementations, the deception center 898 
may interact with a security services provider 896 located 
outside the industrial control system 800. The security 
services provider 896 may act as a central hub for providing 
security to multiple sites that are part of the industrial control 
system 800, and/or for multiple separate, possibly unrelated, 
industrial control systems. For example, the security Ser 
vices provider 896 may communicate with multiple decep 
tion centers 898 that each provide security for a different 
industrial control system 800 for the same organization. As 
another example, the security services provider 896 may 
coordinate the activities of the deception center 898 and the 
sensors 812, such as enabling the deception center 898 and 
the sensors 812 to connect to each other. In some imple 
mentations, the security services provider 896 is located 
outside the industrial control system 800. In some imple 
mentations, the security services provider 896 is controlled 
by a different entity than the entity that controls the site 
network. For example, the security services provider 896 
may be an outside vendor. In some implementations, the 
security services provider 896 is controlled by the same 
entity as that controls the industrial control system. In some 
implementations, the network security system does not 
include a security services provider 896. 
0224. The human-machine interface 806 provides opera 
tors and engineers with an interface for controller interaction 
830. Controller interaction 830 may include monitoring and 
configuring set points and control algorithms, and adjusting 
and establishing parameters in the controller 804. The 
human-machine interface 806 typically also receives infor 
mation from the controller 804 that allows the human 
machine interface 806 to display process status information 
and historical information about the operation of the control 
loop 802. 
0225. The remote diagnostics and maintenance 808 utili 

ties are typically used to prevent, identify, and recover from 
abnormal operation or failures. For diagnostics, the remote 
diagnostics and maintenance 808 utilities may monitor the 
operation of each of the controller 804, sensors 812, and 
actuators 810. To recover after a problem, the remote 
diagnostics and maintenance 808 utilities may provide 
recovery information and instructions to one or more of the 
controller 804, sensors 812, and/or actuators 810. 
0226. A typical industrial control system contains many 
control loops, human-machine interfaces, and remote diag 
nostics and maintenance tools, built using an array of 
network protocols on layered network architectures. In some 
cases, multiple control loops are nested and/or cascading, 
with the set point for one control loop being based on 
process variables determined by another control loop. 
Supervisory-level control loops and lower-level control 
loops typically operate continuously over the duration of a 
process, with cycle times ranging from milliseconds to 
minutes. 

0227. One type of industrial control system that may 
include many control loops, human-machine interfaces, and 
remote diagnostics and maintenance tools is a Supervisory 
control and data acquisition (SCADA) system. SCADA 
systems are used to control dispersed assets, where central 
ized data acquisition is typically as important as control of 
the system. SCADA systems are used in distribution systems 
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Such as, for example, water distribution and wastewater 
collection systems, oil and natural gas pipelines, electrical 
utility transmission and distribution systems, and rail and 
other public transportation systems, among others. SCADA 
systems typically integrate data acquisition systems with 
data transmission systems and human-machine interface 
Software to provide a centralized monitoring and control 
system for numerous process inputs and outputs. SCADA 
systems are typically designed to collect field information, 
transfer this information to a central computer facility, and 
to display the information to an operator in a graphic and/or 
textual manner. Using this displayed information, the opera 
tor may, in real time, monitor and control an entire system 
from a central location. In various implementations, control 
of any individual Sub-system, operation, or task can be 
automatic, or can be performed by manual commands. 
0228 FIG. 9 illustrates an example of a SCADA system 
900, here used for distributed monitoring and control. This 
example SCADA system 900 includes a primary control 
center 902 and three field sites 930a-930c. A backup control 
center 904 provides redundancy in case of there is a mal 
function at the primary control center 902. The primary 
control center 902 in this example includes a control server 
906 which may also be called a SCADA server or a Master 
Terminal Unit (MTU)—and a local area network (LAN) 
908. The primary control center 902 may also include a 
human-machine interface station 908, a data historian 910, 
engineering workstations 912, and various network equip 
ment such as printers 914, each connected to the LAN 918. 
0229. The control server 906 typically acts as the master 
of the SCADA system 900. The control server 906 typically 
includes supervisory control software that controls lower 
level control devices, such as Remote Terminal Units 
(RTUs) and PLCs, located at the field sites 930a-930c. The 
software may tell the system 900 what and when to monitor, 
what parameter ranges are acceptable, and/or what response 
to initiate when parameters are outside of acceptable values. 
0230. The control server 906 of this example may access 
Remote Terminal Units and/or PLCs at the field sites 930a 
930c using a communications infrastructure, which may 
include radio-based communication devices, telephone 
lines, cables, and/or satellites. In the illustrated example, the 
control server 906 is connected to a modem 916, which 
provides communication with serial-based radio communi 
cation 920. Such as a radio antenna. Using the radio com 
munication 920, the control server 906 can communicate 
with field sites 930a-930b using radiofrequency signals 922. 
Some field sites 930a-930b may have radio transceivers for 
communicating back to the control server 906. 
0231. A human-machine interface station 908 is typically 
a combination of hardware and software that allows human 
operators to monitor the state of processes in the SCADA 
system 900. The human-machine interface station 908 may 
further allow operators to modify control settings to change 
a control objective, and/or manually override automatic 
control operations. Such as in the event of an emergency. The 
human-machine interface station 908 may also allow a 
control engineer or operator to configure set points or 
control algorithms and parameters in a controller, Such as a 
Remote Terminal Unit or a PLC. The human-machine inter 
face station 908 may also display process status information, 
historical information, reports, and other information to 
operators, administrators, mangers, business partners, and 
other authorized users. The location, platform, and interface 
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of a human-machine interface station 908 may vary. For 
example, the human-machine interface station 908 may be a 
custom, dedicated platform in the primary control center 
902, a laptop on a wireless LAN, or a browser on a system 
connected to the Internet. 

0232. The data historian 910 in this example is a database 
for logging all process information within the SCADA 
system 900. Information stored in this database can be 
accessed to support analysis of the system 900, for example 
for statistical process control or enterprise level planning. 
0233. The backup control center 904 may include all or 
most of the same components that are found in the primary 
control center 902. In some cases, the backup control center 
904 may temporarily take over for components at the 
primary control center 902 that have failed or have been 
taken offline for maintenance. In some cases, the backup 
control center 904 is configured to take over all operations 
of the primary control center 902, such as when the primary 
control center 902 experiences a complete failure (e.g., is 
destroyed in a natural disaster). 
0234. The primary control center 902 may collect and log 
information gathered by the field sites 930a-930c and dis 
play this information using the human-machine interface 
station 908. The primary control center 902 may also 
generate actions based on detected events. The primary 
control center 902 may, for example, poll field devices at the 
field sites 930a-930c for data at defined intervals (e.g., 5 or 
60 seconds), and can send new set points to a field device as 
required. In addition to polling and issuing high-level com 
mands, the primary control center 902 may also watch for 
priority interrupts coming from the alarm systems at the field 
Sites 930a-930c. 

0235. In this example, the primary control center 902 
uses point-to-point connections to communication with 
three field sites 930a-930c, using radio telemetry for two 
communications with two of the field sites 930a-930b. In 
this example, the primary control center 902 uses a wide 
area network (WAN) 960 to communicate with the third 
field site 930c. In other implementations, the primary control 
center 902 may use other communication topologies to 
communicate with field sites. Other communication topolo 
gies include rings, stars, meshes, trees, lines or series, and 
busses or multi-drops, among others. Standard and propri 
etary communication protocols may be used to transport 
information between the primary control center 902 and 
field sites 930a-930c. These protocols may use telemetry 
techniques such as provided by telephone lines, cables, fiber 
optics, and/or radiofrequency transmissions such as broad 
cast, microwave, and/or satellite communications. 
0236. The field sites 930a-930c in this example perform 
local control of actuators and monitor local sensors. For 
example, a first field site 930a may include a PLC 932. A 
PLC is a small industrial computer originally designed to 
perform the logic functions formerly executed by electrical 
hardware (such as relays, Switches, and/or mechanical tim 
ers and counters). PLCs have evolved into controllers 
capable of controlling complex processes, and are used 
extensively in both SCADA systems and distributed control 
systems. Other controllers used at the field level include 
process controllers and Remote Terminal Units, which may 
provide the same level of control as a PLC but may be 
designed for specific control applications. In SCADA envi 
ronments, PLCs are often used as field devices because they 
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are more economical, versatile, flexible, and configurable 
than special-purpose controllers. 
0237. The PLC 932 at a field site, such as the first field 
site 930a, may control local actuators 934, 936 and monitor 
local sensors 938, 940, 942. Examples of actuators include 
valves 934 and pumps 936, among others. Examples of 
sensors include level sensors 938, pressure sensors 940, and 
flow sensors 942, among others. Any of the actuators 934, 
936 or sensors 938, 940, 942 may be “smart” actuators or 
sensors, more commonly called intelligent electronic 
devices (IEDs). Intelligent electronic devices may include 
intelligence for acquiring data, communicating with other 
devices, and performing local processing and control. An 
intelligent electronic device could combine an analog input 
sensor, analog output, low-level control capabilities, a com 
munication system, and/or program memory in one device. 
The use of intelligent electronic devices in SCADA systems 
and distributed control systems may allow for automatic 
control at the local level. Intelligent electronic devices, such 
as protective relays, may communicate directly with the 
control server 906. Alternatively or additionally, a local 
Remote Terminal Unit may poll intelligent electronic 
devices to collect data, which it may then pass to the control 
Server 906. 

0238 Field sites 930a-930c are often equipped with 
remote access capability that allows field operators to per 
form remote diagnostics and repairs. For example, the first 
remote 930a may include a modem 916 connected to the 
PLC 932. A remote access 950 site may be able to, using a 
dial up connection, connect to the modem 916. The remote 
access 950 site may include its own modem 916 for dialing 
into to the field site 93.0a over a telephone line. At the remote 
access 950 site, an operator may use a computer 952 
connected to the modem 916 to perform diagnostics and 
repairs on the first remote field site 930a. 
0239. The example SCADA system 900 includes a sec 
ond field site 930b, which may be provisioned in substan 
tially the same way as the first field site 930a, having at least 
a modem and a PLC or Remote Terminal that controls and 
monitors some number of actuators and sensors. 

0240. The example SCADA system 900 also includes a 
third field site 930c that includes a network interface card 
(NIC) 944 for communicating with the system’s 900 WAN 
960. In this example, the third field site 930c includes a 
Remote Terminal Unit 946 that is responsible for controlling 
local actuators 934, 936 and monitoring local sensors 938, 
940, 942. A Remote Terminal Unit, also called a remote 
telemetry unit, is a special-purpose data acquisition and 
control unit typically designed to support SCADA remote 
stations. Remote Terminal Units may be field devices 
equipped with wireless radio interfaces to Support remote 
situations where wire-based communications are unavail 
able. In some cases, PLCs are implemented as Remote 
Terminal Units. 

0241. The SCADA system 900 of this example also 
includes a regional control center 970 and a corporate 
enterprise network 980. The regional control center 970 may 
provide a higher level of supervisory control. The regional 
control center 970 may include at least a human-machine 
interface station 908 and a control server 906 that may have 
supervisory control over the control server 906 at the 
primary control center 902. The corporate enterprise net 
work 980 typically has access, through the system’s 900 
WAN960, to all the control centers 902,904 and to the field 
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sites 930a-930c. The corporate enterprise network 980 may 
include a human-machine interface station 908 so that 
operators can remotely maintain and troubleshoot opera 
tions. 
0242 Another type of industrial control system is the 
distributed control system (DCS). Distributed control sys 
tems are typically used to control production systems within 
the same geographic location for industries Such as oil 
refineries, water and wastewater management, electric 
power generation plants, chemical manufacturing plants, 
and pharmaceutical processing facilities, among others. 
These systems are usually process control or discrete part 
control systems. Process control systems may be processes 
that run continuously, Such as manufacturing processes for 
fuel or steam flow in a power plant, for petroleum produc 
tion in a refinery, or for distillation in a chemical plant. 
Discrete part control systems have processes that have 
distinct processing steps, typically with a distinct start and 
end to each step. Such as found in food manufacturing, 
electrical and mechanical parts assembly, and parts machin 
ing. Discrete-based manufacturing industries typically con 
duct a series of steps on a single item to create an end 
product. 
0243 A distributed control system typically uses a cen 
tralized Supervisory control loop to mediate a group of 
localized controllers that share the overall tasks of carrying 
out an entire production process. By modularizing the pro 
duction system, a distributed control system may reduce the 
impact of a single fault on the overall system. A distributed 
control system is typically interfaced with a corporate net 
work to give business operations a view of the production 
process. 
0244 FIG. 10 illustrates an example of a distributed 
control system 1000. This example distributed control sys 
tem 1000 encompasses a production facility, including bot 
tom-level production processes at a field level 1004, super 
visory control systems at a supervisory level 1002, and a 
corporate or enterprise layer. 
0245. At the supervisory level 1002, a control server 
1006, operating as a Supervisory controller, may communi 
cate with subordinate systems via a control network 1018. 
The control server 1006 may send set points to distributed 
field controllers, and may request data from the distributed 
field controllers. The supervisory level 1002 may include 
multiple control servers 1006, with one acting as the primary 
control server and the rest acting as redundant, back-up 
control servers. The supervisory level 1002 may also include 
a main human-machine interface 1008 for use by operators 
and engineers, a data historian 1010 for logging process 
information from the system 1000, and engineering work 
stations 1012. 
0246. At the field level 1004, the system 1000 may 
include various distributed field controllers. In the illustrated 
example, the distributed control system 1000 includes a 
machine controller 1020, a PLC 1032, a process controller 
1040, and a single loop controller 1044. The distributed field 
controllers may each control local process actuators, based 
on control server 1006 commands and sensor feedback from 
local process sensors. 
0247. In this example, the machine controller 1020 drives 
a motion control network 1026. Using the motion control 
network 1026, the machine controller 1020 may control a 
number of servo drives 1022, which may each drive a motor. 
The machine controller 1020 may also drive a logic control 
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bus 1028 to communicate with various devices 1024. For 
example, the machine controller 1020 may use the logic 
control bus 1028 to communicate with pressure sensors, 
pressure regulators, and/or Solenoid valves, among other 
devices. One or more of the devices 1024 may be an 
intelligent electronic device. A human-machine interface 
1008 may be attached to the machine controller 1020 to 
provide an operator with local status information about the 
processes under control of the machine controller 1020, 
and/or local control of the machine controller 1020. A 
modem 1016 may also be attached to the machine controller 
1020 to provide remote access to the machine controller 
102O. 

0248. The PLC 1032 in this example system 1000 uses a 
fieldbus 1030 to communicate with actuators 1034 and 
sensors 1036 under its control. These actuators 1034 and 
sensors 1036 may include, for example, direct current (DC) 
servo drives, alternating current (AC) servo drives, light 
towers, photo eyes, and/or proximity sensors, among others. 
A human-machine interface 1008 may also be attached to 
the fieldbus 1030 to provide operators with local status and 
control for the PLC 1032. A modem 1016 may also be 
attached to the PLC 1032 to provide remote access to the 
PLC 1032. 
0249. The process controller 1040 in this example system 
1000 also uses a fieldbus 1030 to communicate with actua 
tors and sensors under its control, one or more of which may 
be intelligent electronic devices. The process controller 
104.0 may communicate with its fieldbus 1030 through an 
input/output (I/O) server 1042. An I/O server is a control 
component typically responsible for collecting, buffering, 
and/or providing access to process information from control 
Sub-components. An I/O server may be used for interfacing 
with third-party control components. Actuators and sensors 
under control of the process controller 1040 may include, for 
example, pressure regulators, pressure sensors, temperature 
sensors, servo valves, and/or Solenoid valves, among others. 
The process controller 1040 may be connected to a modem 
1016 so that a remote access 1050 site may access the 
process controller 1040. The remote access 1050 site may 
include a computer 1052 for use by an operator to monitor 
and control the process controller 1040. The computer 1052 
may be connected to a local modem 1016 for dialing in to 
the modem 1016 connected to the process controller 1040. 
0250. The illustrated example system 1000 also includes 
a single loop controller 1044. In this example, the single 
loop controller 1044 interfaces with actuators 1034 and 
sensors 1036 with point-to-point connections, instead of a 
fieldbus. Point-to-point connections require a dedicated con 
nection for each actuator 1034 and each sensor 1036. 
Fieldbus networks, in contrast, do not need point-to-point 
connections between a controller and individual field sen 
sors and actuators. In some implementations, a fieldbus 
allows greater functionality beyond control, including field 
device diagnostics. A fieldbus can accomplish control algo 
rithms within the fieldbus, thereby avoiding signal routing 
back to a PLC for every control operation. Standard indus 
trial communication protocols are often used on control 
networks and fieldbus networks. 

0251. The single loop controller 1044 in this example is 
also connected to a modem 1016, for remote access to the 
single loop controller. 
(0252) In addition to the supervisory level 1002 and field 
level 1004 control loops, the distributed control system 1000 



US 2017/0223034 A1 

may also include intermediate levels of control. For 
example, in the case of a distributed control system control 
ling a discrete part manufacturing facility, there could be an 
intermediate level supervisor for each cell within the plant. 
This intermediate level Supervisor could encompass a manu 
facturing cell containing a machine controller that processes 
a part, and a robot controller that handles raw stock and final 
products. Additionally, the distributed control system could 
include several of these cells that manage field-level con 
trollers under the main distributed control system supervi 
sory control loop. 
0253) In various implementations, the distributed control 
system may include a corporate or enterprise layer, where an 
enterprise network 1080 may connect to the example pro 
duction facility. The enterprise network 1080 may be, for 
example, located at a corporate office co-located with the 
facility, and connected to the control network 1018 in the 
supervisory level 1002. The enterprise network 1080 may 
provide engineers and managers with control and visibility 
into the facility. The enterprise network 1080 may further 
include Manufacturing Execution Systems (MES) 1092, 
control systems for managing and monitoring work-in 
process on a factory floor. An MES can track manufacturing 
information in real time, receiving up-to-the-minute data 
from robots, machine monitors and employees. The enter 
prise network 1080 may also include Management Informa 
tion Systems (MIS) 1094, software and hardware applica 
tions that implement, for example, decision Support systems, 
resource and people management applications, project man 
agement, and database retrieval applications, as well as basic 
business functions such as order entry and accounting. The 
enterprise network 1080 may further include Enterprise 
Resource Planning (ERP) systems 1096, business process 
management Software that allows an organization to use a 
system of integrated applications to manage the business and 
automate many back office functions related to technology, 
services, and human resources. 
0254 The enterprise network 1080 may further be con 
nected to a WAN 1060. Through the WAN 1060, the 
enterprise network 1080 may connect to a distributed plant 
1098, which may include control loops and supervisory 
functions similar to the illustrated facility, but which may be 
at a different geographic location. The WAN 1060 may also 
connect the enterprise network to the outside world 1090. 
that is, to the Internet and/or various private and public 
networks. In some cases, the WAN 1060 may itself include 
the Internet, so that the enterprise network 1080 accesses the 
distributed plant 1098 over the Internet. 
0255 As described above, SCADA systems and distrib 
uted control systems use Programmable Logic Controllers 
(PLCs) as the control components of an overall hierarchical 
system. PLCs can provide local management of processes 
through feedback control, as described above. In a SCADA 
implementation, a PLC can provide the same functionality 
as a Remote Terminal Unit. When used in a distributed 
control system, PLCs can be implemented as local control 
lers within a supervisory scheme. PLCs can have user 
programmable memory for storing instructions, where the 
instructions implement specific functions such as I/O con 
trol, logic, timing, counting, proportional-integral-derivative 
(PID) control, communication, arithmetic, and data and file 
processing. 
0256 FIG. 11 illustrates an example of a PLC 1132 
implemented in a manufacturing control process. The PLC 
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1132 in this example monitors and controls various devices 
over fieldbus network 1130. The PLC 1132 may be con 
nected to a LAN 1118. An engineering workstation 1112 
may also be connected to the LAN 1118, and may include a 
programming interface that provides access to the PLC 
1132. A data historian 1110 on the LAN 1118 may store data 
produced by the PLC 1132. 
(0257. The PLC 1132 in this example may control a 
number of devices attached to its fieldbus network 1130. 
These devices may include actuators, such as a DC servo 
drive 1122, an AC drive 1124, a variable frequency drive 
1134, and/or a light tower 1138. The PLC 1132 may also 
monitor sensors connected to the fieldbus network 1130, 
such as proximity sensors 1136, and/or a photo eye 1142. A 
human-machine interface 1108 may also be connected to the 
fieldbus network 1130, and may provide local monitoring 
and control of the PLC 1132. 

0258 Most industrial control systems were developed 
years ago, long before public and private networks, desktop 
computing, or the Internet were a common part of business 
operations. These well-established industrial control sys 
tems were designed to meet performance, reliability, safety, 
and flexibility requirements. In most cases, they were physi 
cally isolated from outside networks and based on propri 
etary hardware, Software, and communication protocols that 
included basic error detection and correction capabilities, 
but lacked secure communication capabilities. While there 
was concern for reliability, maintainability, and availability 
when addressing statistical performance and failure, the 
need for cyber security measures within these systems was 
not anticipated. At the time, security for industrial control 
systems mean physically securing access to the network and 
the consoles that controlled the systems. 
0259 Internet-based technologies have since become 
part of modern industrial control systems. Widely available, 
low-cost IP devices have replaced proprietary solutions, 
which increases the possibility of cyber security vulnerabili 
ties and incidents. Industrial control systems have adopted 
Internet-based solutions to promote corporate connectivity 
and remote access capabilities, and are being designed and 
implemented using industry standard computers, operating 
systems (OS) and network protocols. As a result, these 
systems may to resemble computer networks. This integra 
tion Supports new networking capabilities, but provides less 
isolation for industrial control systems from the outside 
world than predecessor systems. Networked industrial con 
trol systems may be exposed to similar threats as are seen in 
computer networks, and an increased likelihood that an 
industrial control system can be compromised. 
0260 Industrial control system vendors have begun to 
open up their proprietary protocols and publish their proto 
col specifications to enable third-party manufacturers to 
build compatible accessories. Organizations are also transi 
tioning from proprietary systems to less expensive, stan 
dardized technologies such as Microsoft Windows and 
Unix-like operating systems as well as common networking 
protocols such as TCP/IP to reduce costs and improve 
performance. Another standard contributing to this evolution 
of open systems is Open Platform Communications (OPC), 
a protocol that enables interaction between control systems 
and PC-based application programs. The transition to using 
these open protocol standards provides economic and tech 
nical benefits, but also increases the susceptibility of indus 
trial control systems to cyber incidents. These standardized 
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protocols and technologies have commonly known Vulner 
abilities, which are susceptible to sophisticated and effective 
exploitation tools that are widely available and relatively 
easy to use. 
0261 Industrial control systems and corporate network 
ing systems are often interconnected as a result of several 
changes in information management practices, operational, 
and business needs. The demand for remote access has 
encouraged many organizations to establish connections to 
the industrial control system that enable of industrial control 
systems engineers and Support personnel to monitor and 
control the system from points outside the control network. 
Many organizations have also added connections between 
corporate networks and industrial control systems networks 
to allow the organization's decision makers to obtain access 
to critical data about the status of their operational systems 
and to send instructions for the manufacture or distribution 
of product. 
0262. In early implementations this might have been 
done with custom applications software or via an OPC 
server/gateway, but, in the past ten years this has been 
accomplished with TCP/IP networking and standardized IP 
applications like File Transfer Protocol (FTP) or Extensible 
Markup Language (XML) data exchanges. Often, these 
connections were implemented without a full understanding 
of the corresponding security risks. In addition, corporate 
networks are often connected to strategic partner networks 
and to the Internet. Control systems also make more use of 
WANs and the Internet to transmit data to their remote or 
local stations and individual devices. This integration of 
control system networks with public and corporate networks 
increases the accessibility of control system vulnerabilities. 
These vulnerabilities can expose all levels of the industrial 
control system network architecture to complexity-induced 
error, adversaries and a variety of cyber threats, including 
worms and other malware. 

0263. Many industrial control system vendors have deliv 
ered systems with dial-up modems that provide remote 
access to ease the burdens of maintenance for the technical 
field Support personnel. Remote access can be accom 
plished, for example, using a telephone number, and some 
times an access control credential (e.g., valid ID, and/or a 
password). Remote access may provide Support staff with 
administrative-level access to a system. Adversaries with 
war dialers—simple personal computer programs that dial 
consecutive phone numbers looking for modems—and pass 
word cracking software could gain access to systems 
through these remote access capabilities. Passwords used for 
remote access are often common to all implementations of 
a particular vendor's systems and may have not been 
changed by the end user. These types of connections can 
leave a system highly vulnerable because people entering 
systems through vendor-installed modems are may be 
granted high levels of system access. 
0264. Organizations often inadvertently leave access 
links Such as dial-up modems open for remote diagnostics, 
maintenance, and monitoring. Also, control systems increas 
ingly utilize wireless communications systems, which can 
be vulnerable. Access links not protected with authentication 
and/or encryption have the increased risk of adversaries 
using these unsecured connections to access remotely con 
trolled systems. This could lead to an adversary compro 
mising the integrity of the data in transit as well as the 
availability of the system, both of which can result in an 
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impact to public and plant safety. Data encryption may be a 
Solution, but may not be the appropriate solution in all cases. 
0265. Many of the interconnections between corporate 
networks and industrial control systems require the integra 
tion of systems with different communications standards. 
The result is often an infrastructure that is engineered to 
move data Successfully between two unique systems. 
Because of the complexity of integrating disparate systems, 
control engineers often fail to address the added burden of 
accounting for security risks. Control engineers may have 
little training in security and often network security person 
nel are not involved in security design. As a result, access 
controls designed to protect control systems from unauthor 
ized access through corporate networks may be minimal. 
Protocols, such as TCP/IP and others have characteristics 
that often go unchecked, and this may counter any security 
that can be done at the network or the application levels. 
0266 Public information regarding industrial control sys 
tem design, maintenance, interconnection, and communica 
tion may be readily available over the Internet to support 
competition in product choices as well as to enable the use 
of open standards. Industrial control system vendors also 
sell toolkits to help develop software that implements the 
various standards used in industrial control system environ 
ments. There are also many former employees, vendors, 
contractors, and other end users of the same industrial 
control system equipment worldwide who have inside 
knowledge about the operation of control systems and 
processes. 
0267 Information and resources are available to potential 
adversaries and intruders of all calibers around the world. 
With the available information, it is quite possible for an 
individual with very little knowledge of control systems to 
gain unauthorized access to a control system with the use of 
automated attack and data mining tools and a factory-set 
default password. Many times, these default passwords are 
never changed. 
0268 IV. Deception Center 
0269. The various customer networks described above 
may have some network security systems, or may have little 
network security. Each may be better protected by a network 
security system, such as the deception-based system dis 
cussed above. 
0270. As discussed above, a network threat and analysis 
system may include a deception center that is configured to 
provide network threat detection, analysis of network 
threats, and defense against network threats. FIG. 12 illus 
trates an example of a deception center 1208. In this 
example, the deception center 1208 includes at least five 
major components: a network emulator 1220, a deception 
profiler 1230, a network threat detection engine 1240, a 
threat analysis engine 1260, and a behavioral analytics 
engine 1270. In various implementations, each of these 
components may be implemented using hardware, software, 
or a combination of hardware and Software. In some imple 
mentations, one or more of the components may be com 
bined. In some implementations, one or more of the com 
ponents may be broken down into multiple components. In 
some implementations, the deception center 1208 may be 
implemented as a single appliance. In some implementa 
tions, the deception center 1208 may be implemented using 
a combination of computing systems. For example, one or 
more of the five example components may be implemented 
in a separate server. Alternatively or additionally, one or 
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more of the components can be implemented as Software 
processes. Alternatively or additionally, one or more of the 
components can be combined into one Software process. 
0271 The network emulator 1220 may be a system 
configured to host an emulated network 1216. The emulated 
network 1216 may include one or more emulated network 
devices. An emulated network device is a hardware and/or 
Software component configured to mimic Some or all of the 
behavior of a network device that may be found in a site 
network. For example, an emulated network device may 
include at least a distinct MAC address and IP address. The 
emulated network devices in the emulated network 1216 
may be used as deception mechanism in a site network. The 
emulated network devices may include, for example, 
address deception mechanisms, low-interaction deception 
mechanisms, and/or high-interaction deception mecha 
nisms. In various implementations, the emulated network 
1216 may be quickly reconfigured. For example, new emu 
lated network devices can be launched or existing emulated 
network devices can be removed. Alternatively or addition 
ally, emulated network devices can be reconfigured. For 
example, an address deception can be escalated to a low 
interaction deception, and/or a low-interaction deception can 
be escalated to a high-interaction deception. In some imple 
mentations, the emulated network 1216 may be configured 
to act and respond as a fully functional network. In these 
implementations, the emulated network 1216 may be 
referred to as a high-interaction network. 
0272. The emulated network 1216 may be connected to 
one or more sensors 1210 installed in the site network over 
network tunnels 1222. The emulated network devices can be 
projected over the network tunnels 1222 and through the 
sensors 1210 into the site network, where they emulated 
network devices can function as deception mechanisms. The 
network emulator 1220 is described in further detail below. 
0273. The deception profiler 1230 may be configured to 
analyze the site network to determine which deception 
mechanisms to deploy into the site network, where to deploy 
them, and/or when to deploy them. The deception profiler 
1230 may receive network information 1214 from the site 
network. This network information 1214 may include infor 
mation Such as Subnet addresses, IP addresses in use, an 
identity and/or configuration of devices in the site network, 
and/or profiles of usage patterns of the devices in the site 
network. Using this information, the deception profiler 1230 
may configure one or more deception mechanisms. For 
example, the deception profiler 1230 may instruct the net 
work emulator 1220 to reconfigure the emulated network 
1216. 
(0274 The deception profiler 1230 in this example 
includes a location engine 1232, a density engine 1234, a 
configuration engine 1236, and a scheduling engine 1238. 
The location engine 1232 may determine where in the site 
network to deploy deception mechanisms. The density 
engine 1234 may determine how many deception mecha 
nisms to deploy. The configuration engine 1236 may deter 
mine how each deception mechanism is to be configured, 
and may provide configurations to the network emulator 
1220. The scheduling engine 1238 may determine when a 
deception mechanism should be deployed and/or activated. 
The components of the deception profiler 1230 are described 
in further detail below. 

0275. The network threat detection engine 1240 may be 
configured to monitor the site network and watch for pos 
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sible attacks. For example, the network threat detection 
engine 1240 may detect an access to a deception mechanism. 
The network threat detection engine 1240 may further 
attempt to confirm that Suspicious activity in the site net 
work is an actual attack. To do so, in various implementa 
tions, the network threat detection engine 1240 may instruct 
the network emulator 1220 to reconfigure the emulated 
network 1216 to create deceptions that are more attractive to 
an attacker and/or to contain the possible attacker to the 
emulated network 1216. 

0276. In this example, the network threat detection 
engine 1240 includes an attack pattern detector 1242, a 
deployment generator 1244, a deployment engine 1246, and 
a validation engine 1248. The attack pattern detector 1242 
may receive network information 1214 from various net 
work devices in the site network, and analyze the network 
information 1214 to determine whether a network abnor 
mality has occurred or is occurring. The deployment gen 
erator 1244 may analyzes Suspected attack patterns from the 
attack pattern detector 1242 to determine what should be 
done to confirm that an attack has occurred or is in progress. 
The deployment engine 1246 may implement a deployment 
strategy generated by the deployment generator 1244. The 
deployment strategy may include instructing the network 
emulator 1220 to add, remove, and/or modify emulated 
network devices in the emulated network 1216, and/or to 
modify the deception mechanisms projected into the site 
network. The validation engine 1248 may analyze the 
deployment strategy and feedback data received from the 
site network and/or the emulated network 1216 to confirm 
whether an attack has occurred. The network threat detection 
engine 1240 is described in further detail below. 
0277. The threat analysis engine 1260 may receive data 
collected from the emulated network during the course of an 
incident that has been allowed to proceed within the emu 
lated network 1216. Generally, when a suspected threat to 
the site network has been detected, the components of the 
deception center 1208 may redirect and contain suspect 
network traffic related to the attack to the emulated network 
1216. Once contained to the emulated network 1216, the 
Suspected attacked may be allowed to proceed. By allowing 
the Suspected attack to proceed, information can be learned 
about the Suspected attack, Such as the manner of the attack, 
the motivation for the attack, network vulnerabilities that 
allow the attack to proceed, and so on. As the attack is 
allowed to proceed, information is collected by the emulated 
network 1216, such as log files, memory Snapshots, packets, 
and any other information that may be generated by Suspect 
network traffic and interacting with suspect network traffic. 
0278. In various implementations, the threat analysis 
engine 1260 may include one or more analysis engines 1264 
for analyzing different types of data collected in the network 
emulator. To analyze the data, in Some implementations the 
threat analysis engine 1260 may receive threat intelligence 
1252 from, for example, the network security community. 
The threat intelligence 1252 may include, for example, 
descriptions of current (e.g. for a given day or hour or 
minute) known network threats. The threat analysis engine 
1260 may also include an analysis database 1266 for storing 
data collected in the emulated network 1216 and/or analysis 
results from the analysis engines 1264. 
0279. In various implementations, the threat analysis 
engine 1260 may produce indicators 1262 that describe a 
particular incident that was analyzed using the emulated 
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network 1216. These indicators 1262 may include, for 
example, digital signatures of malicious files, IP addresses of 
malicious sites, and/or descriptions of the course of events 
in the incident. In some implementations, the indicators may 
be provided to the network security community 1280. The 
indicators 1262 may also be provided to the behavioral 
analytics engine 1270. The threat analysis engine 1260 is 
described in further detail below. 
0280. The behavioral analytics engine 1270 includes two 
engines that may be used to analyze a site network for an 
attack or Suspected attack: an adversary trajectory engine 
1272 and a similarity engine 1274. 
0281. The adversary trajectory engine 1272 may analyze 
the various ways in which an attack may have occurred in a 
site network. Using this information, and possibly also the 
indicators 1262, the adversary trajectory engine 1272 may 
trace the possible path of a specific incident in the site 
network. This path may point to network devices in the site 
network that could have been affected by the incident. These 
network devices can be checked to determine whether they 
have, in fact, been affected. 
0282. The similarity engine 1274 may use the indicators 
1262 to identify similar machines. For example, given 
emulated network devices in the emulated network 1216, the 
similarity engine 1274 may determine query items from, for 
example, the indicators 1262, and use the query items to 
identify similar network devices in the site network. Alter 
natively or additionally, the similarity engine 1274 may 
receive query items generated from network devices in the 
site network, and may use those query items to find similar 
network devices in the site network. 
0283. The adversary trajectory engine 1272 and the simi 

larity engine 1274 are each described in further detail below. 
0284. Using the adversary trajectory engine 1272 and/or 
the similarity engine 1274, the behavioral analytics engine 
1270 may produce a network analysis 1218. The network 
analysis 1218 may indicate, for example, whether the site 
network has been exposed to a particular attack, which (if 
any) network devices may have been affected by the attack, 
how the network devices were affected by the attack, and/or 
how the site network's security can be improved. The 
network analysis 1218 can be used to scrub the effects of an 
attack from the site network, and/or to increase the security 
of the site network. 

0285 I. Network Emulator 
0286 FIG. 13 illustrates an example of a network emu 
lator 1320. A deception center may be provided with a 
network emulator 1320 so that the network emulator 1320 
can host deception mechanisms, which may be projected 
into a site network. Alternatively or additionally, the net 
work emulator 1320 may itself be a deception mechanism, 
in the form of an emulated network, which can be used to 
contain a Suspected attack on a site network. In some 
implementations, the network emulator 1320 may also be 
referred to as a high-interaction network. For example, when 
the network emulator 1320 has been configured to fully 
interact with suspect network traffic, the network emulator 
1320 may be functioning as a high-interaction network. 
0287. In various implementations, the illustrated network 
emulator 1320 may include three types of deception mecha 
nisms: an address deception engine 1326, low-interaction 
deception mechanisms 1328a-1328d, and high-interaction 
deception 1336a-1336b mechanisms. Low interaction 
deceptions and high-interaction deceptions may also be 
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referred to as interactive deceptions. The network emulator 
1320 may also include an address table 1330 that stores 
MAC 1332 and IP 1334 addresses. The network emulator 
1320 may have multiple connections 1324 to a site network 
1304. The multiple connections 1324 may connect the 
network emulator 1320 to the site network 1304 over 
multiple various communication mediums (e.g., cables, 
radio signals, optical cables, etc.). Alternatively or addition 
ally, one or more of the multiple connections 1324 may be 
individual network conversations carried over one commu 
nication medium. Examples of network conversations 
include Transmission Control Protocol (TCP) sockets and 
exchanges of User Datagram Protocol (UDP) datagrams, 
among others. 
0288 The network emulator 1320 may be configured to 
emulate one or more network devices. Network devices may 
include network hardware, Such as routers, Switches, hubs, 
repeaters, and gateway devices, among others. Network 
devices can also include computing systems connected to 
the network, Such as servers, desktop computers, laptop 
computers, netbooks, tablet computers, personal digital 
assistants, and Smartphones, among others. Network device 
can also include other electronic devices with network 
interfaces, such as televisions, gaming devices, thermostats, 
refrigerators, and so on. Network devices can also be virtual, 
Such as virtual machines. In various implementations, the 
network emulator 1320 may be implemented by one or more 
network devices. In some implementations, the network 
emulator 1320 may be implemented by a network device 
dedicated to providing security services for the site network 
1304. 

0289 Deception mechanisms in the network emulator 
1320 may each represent one or more emulated network 
devices. To aid the deceptions mechanisms in convincingly 
representing a network device, each deception mechanism 
may be assigned a realistic looking MAC address 1332. A 
MAC address, which may also be referred to as a physical 
address, is a unique identifier assigned to network interface 
of a network device. MAC addresses 1332 assigned to the 
deception mechanisms may be, for example, given recog 
nizable Organizationally Unique Identifiers (OUIs), rather 
than fully random values, to increase the believability of the 
deception mechanisms. MAC addresses 1332 for the decep 
tion mechanisms may be programmed into the address table 
1330 by a network administrator. Alternatively or addition 
ally, MAC addresses 1332 may be provided by a configu 
ration file, which may be provided by a network adminis 
trator and/or which may be downloaded from a security 
services provider on the Internet. Alternatively or addition 
ally, an automated system within the network emulator 1320 
may examine the site network 1304, and develop a profile 
describing the type and number of devices in the site 
network 1304. The network emulator 1320 may then gen 
erate MAC addresses 1332 based on the profile. 
0290 The network emulator 1320 may associate each 
MAC address 1332 with an IP address 1334, and store the 
associated IP addresses 1334 with their MAC addresses 
1332 in the address table 1330. IP addresses are numerical 
strings that identify a network device on a network. IP 
addresses may be used in some contexts within network 
communications, while MAC addresses may be used in 
others. For example, MAC addresses are often not used once 
a packet leaves a local subnet. Furthermore, IP addresses, 
unlike MAC addresses, may be transient. For example, each 
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time a laptop computer connects to the same network, it may 
be assigned a different IP address. 
0291 IP addresses are typically managed and assigned by 
a server running the Dynamic Host Configuration Protocol 
(DHCP). The network emulator 1320 may request IP 
addresses 1334 from a DHCP server operating in the site 
network 1304, and store these IP addresses 1334 in the 
address table 1330. By requesting IP addresses 1334 from 
the DHCP server in the site network 1304, the network 
emulator 1320 is able to obtain IP addresses 1334 that are 
within the domain of the site network 1304. 
0292 Additionally, the site network 1304 may have mul 

tiple broadcast domains. A broadcast domain is a logical 
division within a network, in which all the nodes can reach 
each other using broadcast packets. As an example, quite 
often all the network devices connected to the same repeater 
or switch are within the same broadcast domain. As a further 
example, routers frequently form the boundaries of a broad 
cast domain. When the site network 1304 has multiple 
broadcast domains, the network emulator 1320 may have 
deception mechanisms for each of one or more of the 
broadcast domains. For example, in the example of FIG. 13, 
the network emulator 1320 has obtained IP addresses in 
three broadcast domains: 10.10.1, 10.10.2, and 10.10.3. 
0293. The network emulator 1320 may also periodically 
request new IP addresses 1334, to mimic network devices 
disconnecting and reconnecting to the site network 1304. IP 
addresses 1334 may be refreshed intelligently. For example, 
the IP address 1334 for a MAC address 1332 that may be 
associated with a server may not be changed very frequently, 
if at all, since servers may be rarely taken offline, or may be 
assigned fixed IP addresses. As another example, a MAC 
address 1332 that may be associated with network interface 
cards typically found in laptop computers may be changed 
every morning, to simulate the laptop's owner arriving at 
work. 

0294 The address table 1330 may store the MAC 
addresses 1332 and associated IP addresses 1334, as well to 
which deception mechanism each MAC 1332 and IP 1334 
address is currently assigned 1338. Initially, in various 
implementations, all the MAC 1332 and IP 1334 addresses 
may be assigned 1338 to the address deception engine 1326. 
In some implementations, a MAC 1332 and IP 1334 address 
may initially be assigned 1338 to a high-interaction decep 
tion 1336b, such as for example when the high-interaction 
deception 1336b is static. Other than for static deceptions, as 
discussed in further detail below, the MAC 1332 and IP 1334 
addresses may be assigned 1338 to different deception 
mechanisms as engagement with a possible attacker esca 
lates. 
0295 The address deception engine 1326 is deception 
mechanism that can emulate one or more address decep 
tions. An address deception includes at least MAC address 
1332 and an associated IP address 1334. The address decep 
tion engine 1326 may have a local table or memory in which 
it stores address to which it may respond. The network 
emulator 1320 may assign one or more of the MAC 1332 
and IP 1334 address pairs to the address deception engine 
1326 by adding the MAC 1332 and IP 1334 addresses to the 
address deception engine's 1326 local table. 
0296. The address deception engine 1326 may respond to 
queries for MAC and/or IP address information. For 
example, the address deception engine 1326 may implement 
an address resolution protocol (ARP). An address resolution 
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protocol may enable the address deception engine 1326 to 
respond to queries, where the queries include an IP address. 
In this example, when the address deception engine 1326 is 
queried for an IP address that is in the address deception 
engine's 1326 local table, the address deception engine 1326 
may respond with a MAC address that is associated with the 
IP address. 

0297. Address queries may occur, for example, when an 
attacker is mapping a network and looking for possible 
points to attack. For example, an attacker may generate 
queries for all IP addresses in a broadcast domain (e.g., 
assuming a 32-bit netmask, IP addresses 10.10.1.0, 10.10. 
1.1, 10.10.1.2, and so on until 10.10.1.254). Devices that 
respond not only tell the attacker that the device exists, but 
may also provide the attacker with the device's MAC 
address. Once the attacker has a device's MAC address, the 
attacker may direct network traffic at the device, using the 
device's MAC address as the destination address. 

0298. When the network emulator 1320 receives suspect 
network traffic addressed to an address deception, the net 
work emulator 1320 may initiate a low-interaction deception 
mechanism 1328a-1328d, to respond to the network traffic. 
Network traffic that may initiate an escalation to a low 
interaction deception include, for example, TCP packets and 
UDP packets. The low-interaction deceptions 1328a-1328d 
are emulated systems that may be capable of receiving 
network traffic for multiple MAC and IP address pairs. The 
low-interaction deceptions 1328a-1328d may have a basic 
installation of an operating system, and typically have a full 
suite of services that may be offered by real system with the 
same operating system. In most implementations, the Ser 
vices are fully functional processes, and respond as would 
the same services running on a real network device. In some 
implementations, the services may be emulated. In some 
implementations the low-interaction deceptions 1328a 
1328d may be implemented using one or more computers, 
servers, blade computers, or some other type of computing 
system hardware. In some implementations, the low-inter 
action deceptions 1328a-1328d may be implemented using 
virtual machines. 

0299. The network emulator 1320 may include multiple 
low-interaction deceptions 1328a-1328d, with each low 
interaction deception 1328a-1328d running a different oper 
ating system. The network devices in the site network 1304 
may be running a variety of different operating systems, 
such as Red Hat(R) Linux, Ubuntu(R) Linux, Windows 7. 
Windows 10, OS X(R), and so on. To mimic network devices 
that may be found in the site network 1304, the network 
emulator 1320 may have low-interaction deceptions 1328a 
1328d for some or all of the operating systems in use in the 
site network 1304. In this way, the low-interaction decep 
tions 1328a-1328d may resemble a typical system that can 
be found in the site network 1304. 

(0300. The site network 1304, however, may further have 
multiple variations of the same operating system. For 
example, various network devices may have the same ver 
sion of Linux but have different patch levels or installed 
packages. In most implementations, the network emulator 
1320 may not have a low-interaction deception 1328a 
1328d for each variation of each operating system, since to 
do so could potentially require a very large number of 
low-interaction deceptions 1328a-1328d. Instead, one low 
interaction deception 1328a-1328d, executing one version 
of an operation system, can emulate multiple network 
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devices by being able to receive network traffic addresses to 
different addresses, where each of these network devices 
appear to have at least the same version of the operating 
system. 
0301 Should an attacker connect to a low-interaction 
deception 1328a-1328d, however, the attacker may be able 
to determine that he has connected to a decoy. For example, 
the attacker may notice that many network devices (that is, 
the network devices emulated by one low-interaction decep 
tion 1328a-1328d) have identical operating systems and 
services. This may indicate to the attacker that he has found 
a decoy. The network emulator 1320 thus, in most cases, will 
not allow connections to low-interaction deceptions 1328a 
1328d to complete. As discussed further below, the network 
emulator 1320 may redirect the connections to a high 
interaction deception 1336a-1336b instead. 
0302) The network emulator 1320 may keep the low 
interaction deceptions 1328a-1328d on standby, so that they 
are available as soon as Suspect network traffic is received 
for any of the MAC 1332 or IP addresses 1334 being used 
for address deceptions. Alternatively or additionally, the 
configuration for a low-interaction deception 1328a-1328d 
may be kept ready, and a low-interaction deceptions 1328a 
1328d may be launched when it is needed. 
0303 Because these addresses 1332, 1334 were gener 
ated for decoy network devices, network traffic should 
ordinarily not be addressed to these addresses 1332, 1334. 
Not all network traffic for these addresses 1332, 1334, 
however, is suspect. For example, as discussed below, 
network traffic that appears to be for a port scan may not be, 
by itself, an attack on the site network. Thus the network 
emulator 1320 may intelligently determine when received 
network traffic warrants escalating to a high-interaction 
deception 1336a-1336b. Such intelligence may include 
algorithms based on observations of network traffic behav 
ior. Alternatively or additionally, the intelligence may 
include observation of the site network 1304 and, for 
example, data science-based algorithms that relate the activ 
ity seen in the site network 1304 to possible attacks. Once 
the network emulator 1320 identifies some particular net 
work traffic received by a low-interaction deception 1328a 
1328d as suspect, the network emulator 1320 may initiate a 
high-interaction deception 1336a-1336b to receive the sus 
pect network traffic. 
0304) The high-interaction deceptions 1336a-1336b are 
emulated systems configured to respond to network traffic 
for a specific MAC 1332 and IP 1334 addresses. In some 
implementations, the high-interaction deceptions 1336a 
1336b can be implemented using one or more computers, 
servers, or other computing system hardware. In some 
implementations, the high-interaction deceptions 1336a 
1336b may be implemented using virtual machines. 
0305. In various implementations, the high-interaction 
deceptions 1336a-1336b may execute a specific installation 
of an operating System, including patches, packages, and 
other variations on the operating system that a network 
device in the site network 1304 may have. The specific 
configuration of the operating system may be based on a real 
network device in the site network 1304. Alternatively or 
additionally, the configuration of the operating system may 
be based on randomized list of available options. Generally, 
as discussed below, a high-interaction deception 1336a 
1336b may be configured with the same basic operation 
system that is executing on a low-interaction deception 
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1328a-1328d, with variation added to enhance the believ 
ability of the high-interaction deception 1336a-1336b. 
0306 In some implementations, one or more high-inter 
action deceptions 1336a-1336b may be kept on standby. 
Initiating a standby high-interaction deceptions 1336a 
1336b for use may involve booting and configuring an 
operating system. In some implementations, a standby high 
interaction deception 1336a-1336b may already have an 
operating system running, and initiating the high-interaction 
deception 1336a-1336b only requires configuring the oper 
ating system. Initiating a high-interaction deceptions 1336a 
1336b may also include starting various services that may be 
offered by a computing system running the particular oper 
ating system. In some implementations, a high-interaction 
deception 1336a-1336b may also be initiated with data 
including various log files that are typically generated when 
a network device is in use. Pre-initializing the high-interac 
tion deception may help the high-interaction deception 
1336a-1336b look like it has been an active system, rather 
than a system that has just been started. 
0307 Once an attack on the site network 1304 has, for 
one reason or another, ended, a high-interaction deception 
1336a-1336b used to engage the attacker can be decommis 
sioned, and the MAC 1332 and IP 1334 addresses it was 
using can be reassigned to the address deception engine 
1326 or one of the low-interaction deceptions 1328a-1328d. 
Processing resources used by the high-interaction deception 
1336a-1336b can thus be freed for other uses. 
0308. In some implementations, the network emulator 
1320 may include a static high-interaction deception 1336b. 
The network emulator 1320 may include a static high 
interaction deception 1336b, for example, to emulate a 
server that is always available on the site network 1304. For 
example, the static high-interaction deception 1336b may be 
configured with open ports and/or data that appear valuable. 
A static high-interaction deception 1336b may be available 
at any time, and be assigned a fixed MAC address 1332. 
Interaction with this MAC address 1332 (or an associated IP 
address 1334) may escalate from the address deception 
engine 1326 directly to the static high-interaction deception 
1336b, without making use of a low-interaction deception 
1328a-1328d. 
0309. In some implementations, an alternate method to 
implement low-interaction and high-interaction deceptions 
is to use a network address translation (NAT) mechanism. 
Network address translation enables a network device to 
translate network addresses to different network addresses. 
For example, a network address translation mechanism may 
present the one or more IP addresses 1334, and associated 
MAC addresses 1332, from the address table 1330 to the site 
network 1304, while other MAC and/or IP addresses are 
used by the high-interaction deceptions 1336a-1336b run 
ning in the network emulator 1320. Furthermore, the net 
work address translation mechanism may present many 
addresses 1332, 1334 to the site network 1304, and map 
those many addresses to just a few high-interaction decep 
tions 1336a-1336b. A network address translation mecha 
nism thus enables the network emulator 1320 to emulate 
many decoy systems without requiring a high-interaction 
deception 1336a-1336b for each decoy. 
0310. Once a possible attacker attempts to access an 
address presented by the network address translation mecha 
nism, however, the attacker may discover that the address is 
only a deception. For example, should the attacker log in to 



US 2017/0223034 A1 

the device represented by a MAC 1332 and IP 1334 com 
bination, the attacker would be logged into a high-interac 
tion deception 1336a-1336b running behind the network 
address translation. The high-interaction deception 1336a 
1336b may likely have a different IP and/or MAC address 
than was presented to the attacker. The attacker may thus 
discover that he has been deceived, and stop his attack. A 
network address translation mechanism may thus server to 
divert and distract an attacker, but the low-interaction and 
high-interaction deceptions described above may be more 
effective for keeping the attacker engaged. 
0311 II. Deception Profiler 
0312. In some implementations, a deception center can 
manage the selection and deployment of one or more 
deception mechanisms. FIG. 14 illustrates an example of a 
deception profiler 1410, which may select and manage the 
deployment of deception mechanisms into a site network. In 
various implementations, the deception profiler 1410 may be 
able to communicate with the site network. For example, the 
deception profiler 1410 can be connected to the site network 
through a software tunnel. The Software tunnel can connect 
the deception profiler 1410 to a sensor that is located on the 
site network. In such an example, the Software tunnel can 
allow the deception profiler 1410 to create deception mecha 
nisms that can be projected into the site network. By being 
projected onto the site network, the projected deception 
mechanisms can be visible to an attacker Scanning the site 
network even though the projected deception mechanisms 
and the deception profiler 1410 would not be directly 
connected to the site network. In some implementations, the 
deception profiler 1410 can cause deception mechanisms to 
be deployed directly into the site network. For example, the 
deception profiler 1410 can configure a server in the site 
network to deploy a virtual machine that mimics a machine 
or a network device on the network. 
0313 The deception profiler 1410 can include at least one 
or more of a location engine 1412, a density engine 1414, a 
configuration engine 1416, a scheduling engine 1418. 
Though illustrated as separate engines here, in some imple 
mentations, one or more of these engines can be imple 
mented in a single engine. The density engine 1414 can 
determine how many deception mechanisms to deploy for 
the site network. The configuration engine 1416 can deter 
mine a configurations for each of the deception mechanisms. 
A configuration for a deception mechanism can include a 
MAC address, an Internet Protocol (IP) address, an operat 
ing system type, a version for the operating system, one or 
more types of network services, or some other information 
that can be used to identify and/or profile a network device 
on a network. The location engine 1412 can determine 
where in the site network to deploy deception mechanisms 
(e.g., in a network, in a subnetwork, in a trunk, on one or 
more machines in the network, or in Some other Suitable 
location in a network). A trunk is a single transmission 
channel between two points that can carry communications 
for different networks. For example, a Virtual Local Area 
Network (VLAN) trunk can carry communications for mul 
tiple VLANS. 
0314. In some implementations, the deception mecha 
nisms can be deployed directly in a site network, meaning 
that a deception mechanism can be initiated on a server or 
system in the site network. In other implementations, the 
deception mechanisms can be deployed in another network, 
and be projected into the site network. For example, the 
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deception mechanisms can be configured in an emulated 
network, from which they can be projected into the site 
network. 
0315. The scheduling engine 1418 can determine when 
the deception mechanisms should be deployed. For example, 
the scheduling engine 1418 can determine a connect time 
and/or a disconnect time. The connect time can indicate 
when to connect a deception mechanism to the site network. 
The disconnect time can indicate when to disconnect a 
deception mechanism from the site network. 
0316. In some implementations, the deception profiler 
1410 can receive information associated with the site net 
work to use with the engines described above. For example, 
the deception profiler 1410 can receive a network topology 
1420. The network topology 1420 can include network 
information associated with one or more network devices in 
the site network. For example, the network information can 
include number of subnetworks that are in the site network 
and the network devices that are in each subnetwork. The 
network information can also include a description for a 
Subnetwork. Examples of types of descriptions include 
human resource, finance, privileged users, Source code, user 
data, and data-backup systems. The network information can 
also include information associated with a difficulty level of 
deploying a deception mechanism for a subnetwork. The 
difficulty level can be based on the number of deception 
mechanisms in the network. For example, a larger number of 
deception mechanisms in a network can cause a higher 
difficulty level. In some examples, the number of deception 
mechanisms is relevant because the deception mechanisms 
must be maintained. For example, a list of deception mecha 
nisms with their configurations and locations can be main 
tained. In addition, a need to refresh, alter, restart, or in some 
way remove a complication from a deception mechanism 
can arise when the deception mechanism is compromised. 
0317. The network information can also include a num 
ber and distribution of assets in a subnetwork in relation to 
the site network. The number and distribution of assets can 
be separated by category. Examples of categories can 
include server type (e.g., email server, DHCP server, data 
base server, or others), device type (e.g., privilege user 
device, end-user device, security operations center device, 
an active directory device, or other type of device), and asset 
type (e.g., ordinary asset, critical asset, or other type of 
asset). In some implementations, the network topology 1420 
can be determined using an active directory. In other 
embodiments, the network topology 1420 can be determined 
using a network discovery tool. 
0318. The deception profiler 1410 can also receive 
machine information 1430. The machine information 1430 
can be associated with one or more machines (e.g., servers, 
desktop computers, laptop computers, hand-held devices, 
etc.) in the site network. The machine information 1430 for 
a machine can include one or more of a MAC address, an IP 
address, the machine’s operating system type, a version of 
the operating system, one or more types of network services, 
or some other information for the specific machine. 
0319. The deception profiler 1410 can also receive his 
torical attack information 1440. The source of the historical 
attack information 1440 can depend on the type of system 
implemented in the network. For example, historical attack 
information 1440 can be received from a security operations 
center (SOC), a computer security incident response team 
(CSIRT), an intrusion detection system (IDS), an intrusion 
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prevention system (IPS), and/or some other network security 
tool or system. The SOC can be a centralized unit that 
monitors, assesses, and defends a network. The SOC can 
perform real-time monitoring and management of a net 
Work, including aggregating logs, aggregating data, and/or 
coordinating responses and remediation. The SOC can also 
report attacks and perform post-attack analysis. Post-attack 
analysis can include forensics and investigation to determine 
a source of an attacker. The CSIRT is a system that receives 
reports of security breaches (such as for example from the 
threat intelligence community), conducts an analysis of the 
reports, and may react to similar attacks. The IDS is a system 
that monitors network and system activities for malicious 
activities. The IPS also monitors network and system activi 
ties for malicious activity, and also actively prevents or 
blocks intrusions that are detected. 

0320 Other data sources for the historical attack infor 
mation 1440 can include existing deception mechanism 
attack information, threat feeds, vulnerabilities, and privi 
lege user management data. In some implementations, the 
existing deception mechanism attack information can be 
associated with attacks detected on one or more network 
devices in the site network. In other implementations, the 
existing deception mechanism attack information can be 
associated with one or more networks other than the site 
network. In some implementations, the historical attack 
information 1440 can include a distribution of attacks on a 
type of mechanism (e.g., a honeypot) using threat intelli 
gence feeds of historical attack data. In other implementa 
tions, the historical attack information 1440 can include a 
distribution of threat intelligence for an industry. In some 
implementations, the deception profiler 1410 can receive a 
distribution of historical attacks for a data source. In other 
implementations, the deception profiler 1410 can determine 
a distribution of historical attacks for a data Source. 

0321. As described above, the deception profiler 1410 
can include the location engine 1412. In some embodiments, 
the location engine 1412 can identify a network, a Subnet 
work, a trunk, one or more machines, or a portion of a 
network as a location to deploy deception mechanisms. The 
location engine 1412 can identify a location to deploy a 
deception mechanism by computing a subnetwork impor 
tance score. The Subnetwork importance score can use the 
network topology 1420, or a function of the network topol 
ogy 1420, to compare subnetworks. In these cases, the 
location engine 1412 can compare asset densities, as 
described below, that are associated with subnetworks to 
identify the location with the highest score. For example, the 
location engine 1412 can identify a subnetwork that includes 
the most critical assets. In some embodiments, the Subnet 
work importance score can further use machine information 
associated with the network. For example, the subnetwork 
importance score can use the types of assets in a subnetwork. 
0322. In other implementations, the location engine 1412 
can identify a location using a distribution of historical 
attacks on the network. For example, the location engine 
1412 can identify a subnetwork that includes the most 
historical attacks on the network as a location for deploying 
a number of deception mechanisms. 
0323. In some implementations, the location engine 1412 
can update the location of one or more deception mecha 
nisms. For example, the location can be updated when an 
attack occurs on the site network. In Such an example, when 
an attack occurs on the network, the deception profiler 1410 
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can determine the location where the attack occurred. In 
such examples, the deception profiler 1410 can detect a 
request to access a deception mechanism. In other imple 
mentations, the deception mechanism can send a notification 
to the deception profiler 1410 that a request has been 
received by the deception mechanism. In response to the 
request, the deception profiler 1410 can determine a location 
of the accessed deception mechanism in order to update the 
location of one or more of the deployed deception mecha 
nisms using the location of the accessed deception mecha 
1S. 

0324. In some implementations, the location engine 1412 
can update the location of one or more deception mecha 
nisms when a certain number of attacks occur on the 
network. For example, the location engine 1412 can deter 
mine a probability distribution of the attacks on the network. 
The probability distribution can statistically represent the 
number of attacks on a network over a time period. In some 
implementations, the probability distribution can include 
one or more types of attacks on the network. The location 
engine 1412 can use the probability distribution of the 
attacks on the network to determine a location that includes 
more attacks. For example, the location engine 1412 can 
determine that more attacks have occurred on a particular 
part of a network than another. In Such an example, the 
location engine can determine to analyze the network to 
determine a number of deception mechanisms to deploy. 
0325. As described above, the deception profiler 1410 
can include the density engine 1414. The density engine 
1414 can determine the number of deception mechanisms to 
deploy for a site network using at least one or more of the 
network topology 1420, the machine information 1430, the 
historical attack information 1440, or a combination of this 
information. In some implementations, the density engine 
1414 can analyze each subnetwork of the site network 
individually. In other implementations, the density engine 
1414 can analyze a subnetwork identified by the location 
engine 1412. In some implementations, the density engine 
1414 can use the network topology 1420, the machine 
information 1430, and/or the historical attack information 
1440 to determine densities, Summary statistics, or a com 
bination of information. 
0326 In some implementations, the density engine 1414 
can determine one or more asset densities. An asset density 
can be associated with a number of assets connected to the 
site network. In some implementations, an asset can be a 
critical asset. For example, the asset density can be a total 
number of critical assets in a portion of a site network (e.g., 
a Subnetwork, a trunk, one or more machines, or other 
suitable location in the site network) divided by a total 
number of critical assets in the site network. The criticality 
of an asset can be measured in terms of information security. 
For example, a critical asset can include a machine that 
stores network data or a privileged user account that has 
broad access to the site network. In some implementations, 
a critical asset can be user-defined. In other implementa 
tions, a critical asset can be industry specific. In some 
implementations, an asset density can be a total number of 
assets (whether critical or not) in a portion of a site network 
(e.g., a Subnetwork, a trunk, one or more machines, or other 
suitable location in the site network) divided by a total 
number of assets in the site network. 

0327. The density engine 1414 can also determine one or 
more Summary statistics. A Summary statistic can be asso 



US 2017/0223034 A1 

ciated with a number of historical attacks on the site net 
work. In some implementations, the Summary statistic can 
include a mean, median, or mode of a probability distribu 
tion of the number of historical attacks on the network. In 
some implementations, the probability distribution can be 
received by the deception profiler 1410. In other implemen 
tations, the deception profiler 1410 can determine the prob 
ability distribution. Because a summary statistic of a prob 
ability distribution is used, the probability distribution can 
be in a parametric form (e.g., normal distribution), a non 
parametric form, or any other form that can be summarized 
using a mean, median, or mode. 
0328. Using the asset densities, the summary statistic, 
and/or some other information, the density engine 1414 can 
compute a mixture density model that is used to determine 
how many deception mechanisms to deploy. In particular the 
number of deception mechanisms to deploy in the network 
can be determined by the following equation: 

(i. *p, (h) : Nh, +ws 4 p. (ids): Nids + wo: p. (ips): Nips, 
N. 

0329 
0330 N, is the number of deception mechanisms to 
deploy in a subnetwork i: 
0331 
10332 N, is the total number of historical attacks over 
time t as provided by an SOC or CSIRT: 
0333 N, is the total number of historical attacks over 
time t as provided by an IDS: 
0334 N is the total number of historical attacks over 
time t as provided by an IPS: 
0335) 

The above equation can be described as follows. 

N is the total number of subnetworks: 

W={W1, W2, ws. . . . , W, is a set of weights; 

dic p: (s) = 

is the provability of placing a deception mechanism; in a 
Subnetworki based on critical assets, where a is the number 
of critical assets; 

(ii 

X di 

is the probability of placing a deception mechanism in a 
subnetwork i based on a valuation of the assets in the 
subnetwork; 

f(pth) 
p. (h) = 

Aug. 3, 2017 

is the probability of an attack over a time t based on SOC or 
CISRT information; 

f(Hids) 
idst 

p(ids) = 

is the probability of an attack over a time t based on IDS 
information; 

f(Hips) 
N 

p; (ip S) = 
ips 

is the probability of an attack over a time t based on IPS 
information; 
033.6 L is a summary statistic of a probability distribution 
of historical attacks over a time t, where the average can be 
a mean, a median, or a mode; and 
0337 f(x) is a math function, such as logarithm or square 
rOOt. 

0338. In the above equations, it is assumed that all of the 
above data Sources are available. If a data source is unavail 
able, a term associated with the data source can be dropped 
from the equation. 
0339. The equation above illustrates that the number of 
deception mechanisms to deploy in a portion of a site 
network (e.g., a subnetwork, a trunk, one or more machines, 
or other suitable location in the site network) can depend on 
information associated with that portion of the site network. 
For example, when there are more assets are on the portion 
of the site network, the number of deception mechanisms 
can increase. In another example, an increased number of 
attacks on one part of the network can increase the number 
of deception mechanisms in all portions of the site network, 
possibly in equal proportion to the number of attacks. In 
other examples, the probability distributions can be associ 
ated with a probability of an attack in a portion of a site 
network. In Such examples, an increased number of attacks 
in the portion of the site network can increase the number of 
deception mechanisms to deploy in that portion of the site 
network. 
0340. The scheduling engine 1418 can determine a time 
to deploy a deception mechanism. In some implementations, 
the scheduling engine 1418 can use the historical attack 
information 1440 to determine the time. In other implemen 
tations, the scheduling engine 1418 can use the machine 
information 1430. In particular, the scheduling engine 1418 
can analyze at least one or more of a connect time, a 
disconnect time, or a combination of times for a network 
devices in the network. The scheduling engine 1418 can 
determine a connect time and a disconnect time for a 
deception mechanism So as to blend a visible, or active, time 
of the deception mechanism with the active times of 
machines in the site network. The visible, or active, time of 
a deception mechanism can be the time that the deception 
mechanism is connected to the network. In some implemen 
tations, the visible time can include time that there is a 
threshold of activity on the network. For example, the 
scheduling engine 1418 can determine to connect a decep 
tion mechanism to the network before a network becomes 
particularly busy, and disconnect the deception mechanism 
after the network is has stopped being as busy. 



US 2017/0223034 A1 

0341 While the connect time and disconnect time for the 
one or more machines on the network can be associated with 
an actual connect and disconnect from the network, the 
connect time and disconnect time for a deception mecha 
nism can indicate when to have the deception mechanism 
appear to connect to and disconnect from the network. In 
Some implementations, the deception mechanism can appear 
to connect and disconnect by becoming visible and invisible 
to a machine on the network. In other implementations, a 
deception mechanism can be connected to another network 
such that the deception mechanism is visible on the network. 
In Such an implementation, the deception mechanism can 
remain connected to the other network when the deception 
mechanism appears to disconnect from the network. 
0342. III. Network Threat Detection 
0343 FIG. 15 illustrates an example of a network threat 
detection system 1540 that may be included in various 
implementations of a deception center. The threat detection 
system 1540 can use dynamic security mechanisms to 
locate, identify, and confirm a threat to a site network. The 
various components of the network threat detection system 
1540 may be implemented as discreet hardware compo 
nents, as Software components executing on different com 
puting systems, as Software components executing on one 
computing system, or as a combination of hardware com 
ponents and Software components in one or multiple com 
puting Systems. 
0344) The threat detection system 1540 may be monitor 
ing a site network 1502. The site network 1502 may include 
various interconnected network devices, including both 
computers and network infrastructure equipment, as well as 
home appliances and electronics, tools and manufacturing 
equipment, and other non-traditional network devices. An 
attack pattern detector 1506 may collect data 1504a-1504c 
from the site network 1502 and/or an emulated network 
1516. This collected data 1504a-1504c may come from 
various sources, such as servers, computers devices, and 
network infrastructure devices in the site network 1502, and 
from previously-deployed deception mechanisms in the site 
network 1502 or in the emulated network 1516. The col 
lected data 1504a-1504c may be structured or unstructured. 
The collected data 1504a-1504c may be continuously 
updated. 
0345 The attack pattern detector 1506 may monitor 
and/or analyze the collected data 1504a-1504c to determine 
whether a network abnormality has occurred or is occurring. 
In many cases, a network abnormality may fall within 
acceptable network usage. In other cases, the network abnor 
mality may indicate a potential network threat. One example 
of a network abnormality is an access detected at a deception 
mechanism in the site network 1502. In some implementa 
tions, emulated network devices in the emulated network 
1516 may be projected into the site network 1502 as 
deception mechanisms. Because the emulated network 
devices are not part of the normal business of the site 
network 1502, any access to them is automatically Suspect. 
In various implementations, the attack pattern detector 1506 
may identify or isolate the pattern of network behavior that 
describes the network abnormality. This pattern of behavior 
may be provided as a suspected attack pattern 1508 to a 
dynamic deployment generator 1510. 
0346. The dynamic deployment generator 1510 may ana 
lyze the suspected attack pattern 1508 and determine what 
should be done to confirm that an attack occurred or is in 
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progress. The dynamic deployment generator 1510 may 
have access to various deceptive security mechanisms, 
which emulate devices that may be found in the site network 
1502. The dynamic deployment generator 1510 may deter 
mine which of these security mechanisms are most likely to 
be attractive to the potential threat. The dynamic deployment 
generator 1510 may further determine how and where to use 
or deploy one or more security mechanisms. In some cases, 
the security mechanisms may be deployed into an emulated 
network 1516, while in other cases the security mechanisms 
may be deployed into the site network 1502. For example, 
when the suspected attack pattern 1508 indicates that a 
production server may have been accessed for illegitimate 
reasons, the dynamic deployment generator 1510 may ini 
tiate an emulated server in the emulated network 1516 that 
appears to be particularly vulnerable and/or to have valuable 
data. The emulated server may further be projected into the 
site network 1502 to attract the attention of the possible 
attacker. As another example, when the Suspected attack 
pattern 1508 indicates that a deception mechanism has been 
logged into, the dynamic deployment generator 1510 may 
initiate emulated network devices in the emulated network 
1516 that mimic production servers in the site network 1502. 
In this example, should the user who logged into the 
deception mechanism attempt to log into a production 
server, the user may instead be logged into an emulated 
version of the production server. In this example, the user's 
activity may be contained to the emulated network 1516. 
(0347 In some implementations, the dynamic deployment 
generator 1510 may contact an external service, possibly 
located in on the Internet, for assistance in determining 
which security mechanisms to deploy and where to deploy 
them. For example, the dynamic deployment generator 1510 
may contact an external security services provider. The 
dynamic deployment generator 1510 may produce a deploy 
ment strategy 1512 that includes one or more security 
mechanisms to deploy, as well as how and where those 
security mechanisms should be deployed. 
0348. The deployment strategy 1512 may be provided to 
a deployment engine 1514. The deployment engine may 
deploy security mechanisms 1520a-1520c into an emulated 
network 1516 and/or into the site into the site network 1502. 
In various implementations, the emulated network 1516 may 
emulate one or more network devices, possibly configured 
to resemble a real configuration of inter-connected routers 
and/or switches and network devices in a subnetwork. The 
emulated network devices may be, for example, address 
deception mechanisms, low-interaction deception mecha 
nisms, and/or high-interaction deception mechanisms. In 
various implementations, the security mechanisms 1520b 
1520c deployed into the emulated network 1516 can be 
projected into the site network 1502. In these implementa 
tions, the security mechanisms 1520b-1520c may function 
as actual nodes in the site network 1502. In various imple 
mentations, the emulated network 1516 may be hosted by a 
network emulator. 

0349. In various implementations, the deployment strat 
egy 1512 may indicate where in network topology of the 
emulated network 1516 and/or the site network 1502 the 
security mechanisms 1520a-1520c are to be deployed. For 
example the deployment strategy 1512 may indicate that a 
certain number of security mechanisms 1520b-1520c should 
be deployed into the subnetwork where an attack appears to 
be occurring. These security mechanisms 1520b-1520c may 
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be deployed into the emulated network 1516, from which 
they may be projected into the site network 1502 Alterna 
tively or additionally, the deployment strategy 1512 may call 
for placing a security mechanisms 1520a at a node in the site 
network 1502 where it are most likely to attract the attention 
of the potential threat. Once deployed, the security mecha 
nisms 1520a-1520c may begin collecting data about activity 
related to them. For example, the security mechanisms 
1520a-1520c may record each time that they are accessed, 
what was accessed, and, with Sufficient information, who 
accessed them. The security mechanisms 1520a-1520c may 
provide this data to the deployment engine 1514. 
0350. In various implementations, the deployment strat 
egy 1512 may alternatively or additionally indicate that one 
or more deceptions should be escalated. For example, the 
suspected attack pattern 1508 may indicate that a MAC or IP 
address for an address deception was scanned, and the 
deployment strategy 1512 may then indicate that the address 
deception should be escalated to a low-interaction decep 
tion. As another example, the suspected attack pattern 1508 
may indicate that a connection attempt to a low-interaction 
deception was seen, and the deployment strategy 1512 may 
then indicate that the low-interaction deception should be 
escalated to a high-interaction deception. 
0351. The deployment engine 1514 may provide a 
deployment strategy 1512 and feedback data 1518 from the 
security mechanisms 1520a-1520c to a validation engine 
1522. The validation engine 1522 may analyze the deploy 
ment strategy 1512 and the feedback data 1518 from the 
security mechanisms 1520a-1520c to determine whether an 
actual attack has occurred or is in progress. In some cases, 
the network abnormality that triggered the deployment of 
the security mechanisms may be legitimate activity. For 
example, a network bot (e.g., an automated system) may be 
executing a routine walk of the network. In this example, the 
network bot may be accessing each IP address available in 
the site network 1502, and thus may also access a security 
mechanism deployed to resemble a network device that is 
using a specific IP address. In other cases, however, a 
network abnormality may be a port Scanner that is attempt 
ing to collect IP addresses for illegitimate purposes. The 
validation engine 1522 may use the feedback data 1518 to 
confirm that the activity is malicious. The validation engine 
1522 may provide verification data 1524. The verification 
data 1524 may, in some cases, confirm that an attack has 
occurred or is occurring. In other cases, the verification data 
1524 may indicate that no attack has happened, or that more 
information is needed. 

0352. The verification data 1524 may be provided to the 
dynamic deployment generator 1510. The dynamic deploy 
ment generator 1510 may use the verification data 1524 to 
dynamically adjust the deployment strategy 1512. These 
adjustments may be directed towards establishing more 
attractive traps for the potential threat, and/or towards 
obtaining more information about the potential threat. For 
example, the dynamic deployment generator 1510 may call 
for dynamically adjusting or changing the nature of an 
already deployed security mechanism 1520a-1520c. Alter 
natively or additionally, the dynamic deployment generator 
1510 may determine that a security mechanism 1520a 
1520c can be disabled or removed from the site network 
1502. Alternatively or additionally, the dynamic deployment 
generator 1510 may cause different security mechanisms to 
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be deployed. These changes may be reflected in the deploy 
ment strategy 1512, and may be implemented by the deploy 
ment engine 1514. 
0353. In some implementations, the adjustments to the 
deployment strategy 1512 may be directed towards contain 
ing an apparent threat within the emulated network 1516. 
For example, the verification data 1524 may indicate that an 
unexpected access has occurred at a security mechanism 
1520a deployed into the site network 1502. Using this 
information, the deployment strategy 1512 may include 
deploying security mechanisms 1520b-1520c into the emu 
lated network 1516 that mimic production systems in the site 
network 1502. Should an apparent attacker attempt a lateral 
movement from the deception mechanism 1520a where he 
was detected to a production system, the apparent attacker 
may instead be logged into a security mechanism 1520b 
1520c that mimics that production server. The apparent 
attacker may not be aware that his activity has been con 
tained to the emulated network 1516. Using this deployment 
strategy 1512, the apparent attacker may be kept away from 
production systems. 
0354. The threat detection system 1540 may, using the 
components and data described above, determine that a 
network abnormality is an acceptable and legitimate use of 
the site network 1502, or that the network abnormality is an 
actual threat to the site network 1502. In some implemen 
tations, the threat detection system 1540 may also be able to 
take action to stop a perceived threat. 
0355 FIG. 16 illustrates an example of a process 1606 
that may be implemented by an attack pattern detector to 
identify a pattern of behavior as a possible threat. The 
process 1606 may be implemented in hardware, software, or 
a combination of hardware and software. The attack pattern 
detector may include one or more integrated memory sys 
tems for storing data, or may be connected to external 
memory systems. 
0356. The process 1606 may receive new alert data 1604. 
The new alert data 1604 may include information about a 
network abnormality that may be a threat to the network. 
The new alert data 1604 may include information such as a 
possible identity of the source of the threat, what the nature 
of the threat appears to be, when the threat began or 
occurred, and/or where the threat occurred in the site net 
work. 
0357 The new alert data 1604 may be examined, at step 
1680, to determine whether the information provided by the 
new alert data 1604 matches a pervious attack. The new alert 
data 1604 may match a previous attack when the pattern of 
behavior indicated by the new alert data 1604 matches a 
pattern of behavior that is known to be a network threat. 
Previously identified attack patterns 1690 may be provided 
at step 1680 to make this determination. Alternatively or 
additionally, the new alert data 1604 may be related to a 
previously identified attack pattern 1690, and/or may 
describe behavior that is an extension of a known attack 
pattern. 
0358. When the new alert data 1604 matches an identified 
attack pattern 1690, and/or is related to an identified attack 
pattern, at Step 1688, the matching attack pattern may be 
updated. Updating the matching attack pattern may include, 
for example, changing a ranking of the attack pattern. A 
ranking may indicate the seriousness of the attack pattern. 
For example, a more serious attack pattern may be more 
likely to be a real attack, and/or a higher ranking may 
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indicate a greater need to address the attack. Alternatively or 
additionally, updating the matching attack pattern may 
include adding a location where the pattern of behavior was 
seen. Alternatively or additionally, updating the matching 
attack pattern may include, for example, describing varia 
tions on the attack pattern, alterations to the attack pattern, 
additional sources of this type of pattern, and so on. 
0359. When the new alert data 1604, at step 1680, does 
not match an identified attack pattern 1690, the process 1606 
next attempts, at step 1682, to determine whether the new 
alert data 1604 describes a pattern of behavior that may be 
a new and previously unidentified threat to the network. To 
make this determination, various data may be provided at 
step 1682, such as, for example, raw log files 1670 and 
previously unmatched alerts 1672. Raw log files 1670 may 
provide additional information about the new alert data 1604 
that can be used by the process 1606 to further determine 
whether an attack may be occurring. The previously 
unmatched alerts 1672 may be patterns of behavior that has 
previously been determined to not be an attack. The new 
alert data 1604 may be matched against these previously 
unmatched alerts 1672 to determine that the new alert data 
1604 describes behavior already determined to not be an 
attack. Alternatively, the new alert data 1604 may indicate 
that a previous unmatched alert 1672 may, in fact, describe 
an actual attack. 

0360 Using the raw log files 1670, unmatched alerts 
1672, and possibly other data, the process 1606 examine, for 
example, the seriousness of the behavior described by the 
new alert data 1604, the nature of the behavior, the source of 
the behavior, and so on. When it is determined, at step 1682, 
that the new alert data 1604 does not indicate a new attack 
pattern, the new alert data may be saved, at step 1684, with 
previously unmatched alerts 1672. When it is determined 
that the new alert data 1604 does, in fact, describe a new 
attack pattern, the new alert data may be saved, at step 1686, 
along with previously identified attack patterns 1690. In 
Some cases, at step 1686, additional information may be 
stored with the new attack pattern data. For example, the 
new attack pattern may be given a rank, indicating the 
degree of seriousness, level of threat, and/or degree of 
immediacy. 
0361. The process 1606 of FIG. 16 may identify a pattern 
of behavior that could be a threat to the network. The pattern, 
however, may only be a potential threat. FIG. 17A-17B 
illustrate an example of two stages of a process 1710, 1750 
for confirming that the pattern of behavior is an actual threat. 
The process 1710 may be a first stage in an overall process 
for confirming a pattern as a threat, while the process 1750 
may be a second stage. The process 1710 of FIG. 17A may 
be executed, for example, by a dynamic deployment gen 
erator. The process 1710 may be implemented in hardware, 
software, or a combination of hardware and software. 
0362 An identified attack pattern 1790 may be provided 
to the process 1710. The identified attack pattern 1790 may 
be produced, for example, by the process 1600 of FIG. 16. 
Additionally, in some cases, the process 1600 may identify 
multiple attack patterns simultaneously or Successively, all 
of which may be provided to the process 1710 of FIG. 17A, 
or some of which may be provided while the rest are set 
aside for later processing. The process 1710 may, at step 
1792, get the next highest ranked attack pattern. The ranking 
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may indicate a seriousness, importance, urgency, or other 
wise indicate an order in which the attack patterns should be 
addressed. 

0363 For the next highest ranked attack pattern, at step 
1794, the process 1710 generates a dynamic deployment 
strategy. Pre-defined attack pattern deployment strategies 
1774 may be provided at step 1794. The pre-defined attack 
pattern deployment strategies may include strategies that 
were effective against the same or similar attack patterns, or 
that were designed with certain attack patterns in mind. 
Alternatively or additionally, the process 1710 may, at step 
1794 dynamically generate a deployment strategy based on 
prior attack pattern deployment strategies 1774, and/or the 
behavior described by the attack pattern. The process 1710 
may not produce a deployment strategy exactly tailored for 
the attack pattern, and may instead produce a deployment 
strategy that is expected to be effective. Additionally, the 
process 1710 may produce more than one deployment 
strategy. Each of these deployment strategies may be ranked 
in various ways, such as their likelihood to be most attractive 
to the attack pattern, their impact on the network, how 
quickly they can be deployed, or resources required for their 
deployment. Each deployment strategy may be tried sequen 
tially, or several deployment strategies, may be tried at the 
same time. 

0364 One example of a deployment strategy is a strategy 
for a port scanner attack. When the identified attack pattern 
1790 indicates port scanning of a server, a deployment 
strategy may call for deploying one or more security mecha 
nisms that emulate services provided by the server. One or 
more corresponding ports on the server may then be opened. 
A true port Scanner attack may then attempt to access the 
emulated services through an open port. Alternatively or 
additionally, security mechanisms may be deployed outside 
of the server. These security mechanisms may also emulate 
services provided by the server, and attract the attention of 
the port Scanner without the port Scanner being able to enter 
the server. 

0365. Another example of a deployment strategy is a 
strategy for a network Scanner attack. In this example, when 
the identified attack pattern 1790 indicates scanning of, for 
example, a Subnet, a deployment strategy may call for 
deploying one or more emulated servers into the Subnet. 
These emulated servers may resemble production servers in 
the Subnet, and so may provide the same ports and servers 
as the production servers. The emulated servers, however, 
will monitor for network Scanning activity. 
0366 Another example of a deployment strategy is a 
strategy for a database attack. When the attack pattern 1790 
indicates unauthorized querying or copying of a database, 
the deployment strategy may include security mechanisms 
that mimic parts of the database, such as additional views or 
tables with artificial or artificially tainted data. The security 
mechanisms may report being accessed or copied, either of 
which indicates an attack on the database. 

0367. At step 1796, the process 1710 may select one or 
more security mechanisms from available security mecha 
nisms 1776 that are called for by the deployment strategy or 
strategies generated at step 1796. Additionally or alterna 
tively, at step 1796 the process 1710 may dynamically 
generate a security mechanism, and/or modify a security 
mechanism from among the available security mechanisms 
1716. 
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0368. The process 1710 may produce an attack pattern 
1718, one or more deployment strategies 1712, and one or 
more security mechanisms 1716. The attack pattern 1718 
may be the attack pattern that was selected at step 1792, and 
that is being confirmed as an actual threat. The deployment 
strategy or strategies 1712 may be one or more deployment 
strategies generated at step 1794. The security mechanisms 
1716 may be the security mechanisms chosen at step 1796. 
0369. The outputs of the process 1710 may be provided 
to a second stage for confirming that a pattern of behavior is 
an actual threat. FIG. 17B illustrates an example of a process 
1750 that may be used for the second stage. The process 
1750 may be implemented in hardware, software, or a 
combination of hardware and software. 

0370. The process 1750 may receive an attack pattern 
1718, one or more deployment strategies 1712, and one or 
more security mechanisms 1716. The attack pattern 1718, 
deployment strategies 1712, and security mechanisms 1716 
may be provided by a first stage of the process to confirm an 
attack pattern as an actual threat, such as the process 1710 
illustrated in FIG. 17A. In FIG. 17B, the attack pattern 1718 
describes a pattern of behavior that is being verified to 
determine whether it is an actual attack. The deployment 
strategies 1712 describe one or more plans for verifying that 
the pattern is a threat, including a selection of one or more 
dynamic security mechanisms and a plan for where in the 
network to deploy them. The security mechanisms 1716 may 
be the processes and/or data that are to be deployed. 
0371. A deployment engine 1714 may receive the attack 
pattern 1718, deployment strategies 1712, and security 
mechanisms 1716, and may deploy 1730 one or more 
security mechanisms 1716, using one or more of the deploy 
ment strategies 1712. As noted above, the deployment 
engine 1714 may try different deployment strategies sequen 
tially, or may try several deployment strategies concurrently. 
The deployment engine 1714 may also be configured to 
dynamically react to changing conditions in the network. 
For example, the attack pattern 1718 may describe a user 
whose credentials are Suspect. In this example, the deploy 
ment engine 1714 may automatically deploy security 
mechanisms 1716 when the suspect user logs in. Further 
more, the deployment engine 1714 may also be configured 
to remove the security mechanisms 1716 when the user logs 
out. As another example, the deployment engine 1714 may 
launch additional Security mechanisms configured to contain 
the suspect user within an emulated network. The deploy 
ment engine 1714 may provide deployment details 1740 to 
a validation engine 1722, where the deployment details 1740 
may include, for example, the attack pattern 1718 and the 
deployment strategy 1712. 
0372. In some implementations, the validation engine 
1722 may attempt to determine whether the attack pattern 
1718 is, in fact, a real attack. Deployed security mechanisms 
1720a-1720d may provide data 1732 about activity around 
them or related to them to the validation engine 1722. This 
data 1732 may indicate, for example, no activity, Suspect 
activity, or confirmed activity. In some cases, the data 1732 
may indicate that the deployment strategy may be more 
effective if adjusted. The validation engine 1722 may pro 
vide this feedback 1742 to the deployment engine. The 
deployment engine 1714 may take actions such as a real 
time, dynamic modification of a deployed security mecha 
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nism 1720a-1720d, removing a deployed security mecha 
nism 1720a-1720d, and/or deploying different security 
mechanisms. 

0373) In some cases, data from deployed security mecha 
nisms 1720a-1720d may also be provided to one or more 
other systems. These other systems may be able to provide 
additional information about the attack pattern 1718. In 
Some cases, these other systems may be able to address the 
threat, for example by blocking access to the network, 
revoking authentication, or terminating processes. 
0374 Ultimately, the validation engine 1722 may provide 
an attack confirmation 1744. An attack confirmation 1744 
may confirm that the attack pattern 1718 is an actual attack. 
An attack confirmation 1744 may be brought to the attention 
of a human network administrator. Alternatively or addi 
tionally, an attack confirmation 1744 may be sent to network 
security systems that may be able to address the threat. In 
Some cases, the validation engine 1722 may instead deter 
mine that the attack pattern 1718 was not an actual attack. 
Yet, in other cases, the validation engine 1722 may not come 
to a conclusion, in which case the attack pattern 1718 may 
be marked for continuing observation. 
0375. In some implementations, the network security 
system described above may also be configured to react to 
an attack confirmation 1744 by attempting corrective action 
against the attack. For example, the system may block the IP 
address that appears to be the source of the attack, or attempt 
to trace the attack to the source. Alternatively or additionally, 
the system may provide tainted data to the attacker, thereby 
possibly disabling the attacker's own system. Alternatively 
or additionally, the system may provide traceable data to the 
attacker. Traceable data may enable the system or others to 
track the attacker's movements in the network. In some 
implementations, tracking data may provide up-to-date 
information that may be used to dynamically change or 
modify an existing deployment strategy, or to deploy a new 
deployment strategy. Alternatively or additionally, the sys 
tem may make information about the attacker public, such as 
for example in the anti-virus community, on anti-hacker 
forums, or through mass media outlets. 
0376 IV. Threat Analysis 
0377. In various implementations, a deception center 
may be provided with a targeted threat analysis engine to 
analyze suspect network traffic. When suspect network 
traffic is received by a emulated network in the deception 
center, the emulated network may record results from con 
ducting static, dynamic, and/or network analysis of the 
suspect traffic. The emulated network may be configured to 
record data over the course of an incident. An “incident' is 
an attack or Suspected attack on a network. The emulated 
network may be configured to record data for an incident 
from the time a suspected attack is detected until the 
Suspected attack is terminated. 
0378 FIG. 18 illustrates examples of the data 1820 that 
may be collected over the course of an incident from 
processes and monitoring tools analyzing Suspect network 
traffic in a emulated network 1816. FIG. 18 further illustrates 
that, in Some implementations, the threat intelligence engine 
may include an analysis database 1840 that serves as a 
repository for the data 1820 collected in the emulated 
network 1816. In some implementations, the threat intelli 
gence engine may include a Sniffer tool 1836, for prioritizing 
and filtering the data collected in the analysis database. The 
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threat intelligence engine may provide data from the analy 
sis database to the analytic engine 1818, where the data can 
be analyzed. 
0379. In various implementations, the data 1820 col 
lected from the emulated network 1816 may include net 
work protocol activity 1822, web-based network protocol 
activity 1824, file activity 1826, log files 1828, memory 
snapshots 1830, and captured lateral movement 1832. These 
types of data 1820 are provided as examples of the type of 
data that may be collected, and other types of data may be 
collected, based on what data is available and what data is 
desired. 
0380 Network protocol activity 1822 may include net 
work traffic related to various networking protocols. Net 
work traffic associated with network protocol activity 1822 
may include network traffic coming into a customer network 
and/or network traffic going out of the customer network. 
This network traffic can include, for example, email, DNS 
requests for servers other than web servers, SMB traffic 
originating inside the customer network and accessing Serv 
ers outside the customer network or originating outside the 
customer network and accessing servers inside the customer 
network, and/or FTP traffic that is unrelated to webpage 
content, among other things. Network protocol activity 1822 
may be captured by, for example, network packet monitor 
ing tools or in log files. 
0381 Web-based network protocol activity 1824 may 
include network traffic associated with accessing websites. 
The websites being accessed may be located on web servers 
located outside the customer network; that is, external web 
sites being accessed by a user inside the customer network. 
The websites being accessed may alternatively or addition 
ally include websites hosted by the customer network itself, 
and being accessed by a user either inside or outside the 
customer network. Web-based network traffic may include, 
for example, DNS packets requesting the IP address of a 
website, Hyper-Text Transfer Protocol (HTTP) packets for 
transferring webpages, file transfer protocol (FTP) packets 
for transferring webpage content, such as image files, and/or 
packets exchanging user authentication information. Web 
based network protocol activity 1824 may be captured by, 
for example, network packet monitoring tools or in log files. 
0382. In various implementations, web-based network 
protocol activity 1824 may be included within the network 
protocol activity 1822. 
0383 File activity 1826 may include information learned 
from static analysis of files found in the content of Suspect 
network traffic. File activity 1826 can include, for example, 
the output of virus scans, a description of contents of files, 
components such as macros and Scripts extracted from files, 
results from opening files, and/or results from deconstruct 
ing files (e.g., compiling or decompressing the file), among 
other things. File activity 1826 may be captured by pro 
cesses executing the static analysis. File activity 1826 may 
also be captured by the testing device executing the static 
analysis, which may produce, for example, the output of 
virus scanners, de-compilers, emulators, and so on. 
0384 Log files 1828 include log files produced during 
dynamic analysis of the contents of Suspect network traffic. 
These log files may be generated, for example, by the 
emulated system that is the release point for the contents of 
the suspect network traffic. These log files may include, for 
example, log files that are typically generated by an oper 
ating system. These log files capture information Such as 
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operating system kernel activity, user-level application pro 
gramming interface activity, user log in attempts, and com 
mands entered by a user, among many others. The log files 
1828 may also include the output of processes specifically 
monitoring calls made from the release point to other 
devices in the emulated network 1816. These log files may 
capture information Such as downloading of files from 
outside the customer network, uploading files from the 
customer network to an outside server, creating, deleting, 
copying, modifying, moving, decrypting, encrypting, 
decompressing, and/or compressing files, and network traf 
fic to other devices, such as login attempts and port scan 
ning. In various implementations, log files deemed interest 
ing (which may include all log files generated by devices 
emulated in the emulated network 1816) are provided to the 
analysis database 1840. 
0385 Memory snapshots 1830 may be taken at various 
times over the course of an incident. For example, the 
emulated network 1816 may take before and after snapshots 
of emulated memory structures in the emulated network 
1816. For example, real servers, workstations, routers, and 
other network devices typically include Some memory. In 
some implementations, the emulated network 1816, when 
emulating these devices, may also emulate any memory that 
they include. The emulated network 1816 may further 
produce Snapshots of each memory before Suspect network 
traffic is analyzed, as well as after. A memory Snapshot is a 
copy of the contents of a memory. In some implementations, 
the emulated network 1816 may alternatively or additionally 
produce memory Snapshots of the test devices being used to 
create the emulated network 1816. As discussed above, the 
emulated network 1816 is built from physical equipment, 
Such as a rack of servers, which has its own memory. This 
memory may be captured in Snapshots at various intervals, 
particularly during the analysis of Suspect network traffic. 
Alternatively or additionally, the emulated network 1816 
may take memory snapshots 1830 during the course of 
dynamic analysis of files. For example, the emulated net 
work may take a memory snapshot 1830 during the execu 
tion of a file. This memory Snapshot may provide some 
insight into the contents of the file. 
0386 Lateral movement 1832 is, as described above, the 
movement of an attack from one network device to another. 
Lateral movement 1832 may be captured, for example, as a 
trace of activity among multiple devices emulated in the 
emulated network 1816. In some implementations, lateral 
movement 1832 may be extracted from network protocol 
activity 1822, web-based network protocol activity 1824, 
file activity 1826, and/or log files 1828. For example, file 
activity 1826 may show downloading of malware and log 
files 1828 may capture login attempts. Lateral movement 
1832 data may put this information together and provide a 
cohesive description of an attack. 
(0387 As noted above, the data 1820 extracted from the 
emulated network 1816 may be accumulated in an analysis 
database 1840. In some implementations, the threat intelli 
gence engine may include a sniffer tool 1836. In these 
implementations, the sniffer tool 1836 may prioritize and 
filter the data stored in the analysis database 1840. For 
example, the sniffer tool 1836 may generate alerts upon 
finding particularly suspect information (e.g., by finding a 
digital signature for the information on a blacklist). As 
another example, the sniffer tool 1836 may identify data 
known to be safe (e.g., because a digital signature for the 
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data or a domain extracted from the data can be found on a 
whitelist), and remove this data from the analysis database 
1840. As another example, the sniffer tool 1836 may extract 
files out of network packets. As another example, the sniffer 
tool 1836 may generate digital signatures for files, packets, 
or other data in the analysis database 1834. As another 
example, the Sniffer tool 1836 may trim routine information 
from log files, so that the log files record primarily Suspect 
activity. As another example, the sniffer tool 1836 may 
organize related information together, such as for example 
putting together network traffic and log files related to lateral 
movement. In some implementations, the Sniffer tool 1836 
may thus serve to reduce the Volume of data that may need 
to be analyzed. The sniffer tool 1836 may also be referred to 
as a network protocol parser. One example of a Sniffer tool 
1836 is the Bro Network Security Monitor. 
0388. The contents of the analysis database 1840 may be 
provided to the analytic engine 1818 for detail analysis. FIG. 
19 illustrates an example of the operations of an analytic 
engine 1918. In various implementations, the analytic 
engine 1918 may include multiple analysis engines 1940. 
Each analysis engine 1940 may analyze a different type of 
data stored in an analysis database 1930. Generally, each 
analysis engine 1940 may apply one or more of heuristic 
algorithms, probabilistic algorithms, machine learning algo 
rithms, and/or pattern matching algorithms, in addition to 
emulators, to detect whether data (e.g., files, email, network 
packets, etc.) from the analysis database 1930 is malicious. 
Each analysis engine 1940 may further include sub-modules 
and plugins, which are also able to apply heuristic, proba 
bilistic, machine learning, and/or pattern matching algo 
rithms, as well as emulators, to determine whether some data 
is malicious. In various implementations, the analysis 
engines 1940 may be configured to operate in parallel. Such 
that the analytic engine 1918 is able to analyze many types 
of data at the same time. In some implementations, the 
analytic engine 1918 may have additional analysis engines 
1940 not illustrated here. In some implementations, the 
analytic engine 1918 may have fewer analysis engines 1940, 
depending on what is required for a particular implementa 
tion. 

0389. In this example, the analytic engine 1918 includes 
a network protocol analysis engine 1942, a web-based 
network protocol analysis engine 1944, a file activity analy 
sis engine 1946, and a log file analysis engine 1948. As 
discussed in further detail below, each of these analysis 
engines 1940 processes a different type of data from the 
analysis database 1930. The network protocol analysis 
engine 1942 processes results from network and dynamic 
analysis of network traffic. The web-based network protocol 
analysis engine 1944 processes results from network analy 
sis of network traffic related to access of websites. The file 
activity analysis engine 1946 processes data captured during 
static analysis of the content of suspect network traffic. The 
log file analysis engine 1948 processes log file data. In some 
implementations, the analysis engines 1940 may, also work 
together to analyze data from the analysis database 1930. 
For example, file activity analyzed by the file activity 
analysis engine 1946 may be correlated against network 
activity analyzed by the web-based network protocol analy 
sis engine 1944 and the network protocol analysis engine 
1942 to produce a network history of lateral movement of an 
attack. As further example, information provided by the 
network analysis may be searched for, by the log file 
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analysis engine 1948, to provide an activity trace of lateral 
movement. In some implementations, the various analysis 
engines 1940 may be combined into fewer analysis engines, 
or may be divided into additional Sub-engines. For example, 
in Some implementations, the network protocol analysis 
engine 1942 may also analyze web-based network traffic. 
0390. In various implementations, analysis engines 1940 
may each produce indicators that describe the data that each 
analyzes, which may be stored in an indicators database 
1962. Indicators describe the suspect network associated 
with data analyzed by the analysis engines 1940. For 
example, the network protocol analysis engine 1942 may 
produce indicators that the describe the source and destina 
tion of HTTP-based packets, a description of the webpages 
associated with the packets, as well as any malicious content 
downloaded as a result of the HTTP packets. As another 
example, the network protocol analysis engine 1942 may 
produce indicators describing SMB packets that uploaded 
files that should not have left the customer network 1902. As 
another example, the file activity analysis engine 1946 may 
provide indicators describing files storing credentials that 
where modified. As another example, the log file analysis 
engine 1948 may produce indicators that describe repeated, 
and thus Suspect, login attempts. 
0391. In various implementations, the analysis engines 
1940 produce static, file, and network indicators that 
describe and/or identify an threat posed by suspect network 
traffic, or lack of a threat, if no threat is found. For example, 
in some implementations, a threat associated with specific 
suspect network traffic may be identifiable by a name, which 
is included in an indicator. The indicators may further 
include information Such as timestamps, indicating a start 
and/or end of the attack, and/or a weight, indicating the 
severity of the attack, and/or contextual information about 
the attack, such as the type of network exchanges made 
during the attack. In some implementations, Suspect network 
traffic that is harmless may also be provided with indicators. 
In these implementations, the indicators may include a 
weight value that indicates that the network traffic is harm 
less. 
0392. In some implementations, the analytic engine 1918 
may also provide data from the analysis database 1930 to 
off-site analysis engines 1952, located outside the customer 
network 1902. Off-site analysis engines 1952 are additional 
analysis engines that are hosted by a central service located 
on the Internet 1950. The central service may have analysis 
engines that the analytic engine 1918 does not have, or does 
not yet have. For example, central server may have off-site 
analysis engines 1952 that are more up-to-date, and/or may 
have off-site analysis engines 1952 that are newer. In some 
cases, newer off-site analysis engines 1952 may be in a 
testing phase, prior to being provided to the customer 
network 1902. The off-site analysis engines 1952 may 
provide indicators back to the analytic engine 1918. The 
analytic engine 1918 may add these indicators to the indi 
cators database 1962. 

0393. In some implementations, the indicators database 
1962 may further provide indicators to a site-wide database 
1964. As noted above, the customer network 1902 may 
include a site-wide database 1964 when the customer net 
work 1902 includes more than one site network. Each site 
network may be provided with their own threat intelligence 
engine. Each threat intelligence engine may provide indica 
tors for their analytic engines to the site-wide database 1964. 
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0394. In some implementations, the indicators database 
1962 may provide indicators to a central database 1954, 
located on the Internet 1950. In implementations that 
include a site-wide database 1964, the site-wide database 
1964 may provide indicators for all of the customer network 
1902 to the central database 1954. The central database 1954 
is a central repository for indicators that describe Suspect 
network traffic. The central database 1954 may collect 
indicators from multiple customer networks. The central 
database 1954 may also share indicators between customer 
networks. Sharing indictors between customer networks 
may make all of the customer networks more secure. For 
example, another customer network may have seen an attack 
that the illustrated customer network 1902 has not yet 
experienced. The customer network 1902 may use indicators 
from the other customer network to improve its network 
security infrastructure, and thereby possibly improving is 
defenses against the same attack. 
0395 FIGS. 20-23 illustrate examples of the structure 
and processes of the analysis engines 1940 illustrated in the 
example of FIG. 19. FIG. 20 illustrates an example of a 
network protocol analysis engine 2044; FIG. 21 illustrates 
an example of a web-based network protocol analysis engine 
2142; FIG. 22 illustrates an example of a file activity 
analysis engine 2246; and FIG. 23 illustrates an example of 
a log file analysis engine 2348. 
0396 FIG. 20 illustrates an example of a network pro 
tocol analysis engine 2044. The network protocol analysis 
engine 2044 may analyze network traffic associated with 
network protocols, in Some cases including web-based net 
work protocols. Analyzing non-web-based network traffic 
separately from web-based network traffic may be beneficial 
because non-web-based network traffic may use network 
protocols unrelated to web-based network traffic. Addition 
ally, non-web-based network traffic may be received at 
different rates, may be used differently, and may harbor 
different kinds of threats. In various implementations, how 
ever, web-based network traffic is analyzed by the network 
protocol analysis engine 2044, along with non-web-based 
network traffic. In these implementations, the network pro 
tocol analysis engine 2044 can provide comprehensive 
analysis of the network traffic. 
0397. This example network protocol analysis engine 
2044 is also arranged modularly and hierarchically. A pro 
tocol analysis 2070 receives other network traffic 2024, and 
may conduct a first stage analysis of the network traffic 
2024. For example, the protocol analysis 2070 may identify 
a network protocol associated with a packet or stream of 
packets. The protocol analysis 2070 may then invoke a 
Sub-module designed to analyze packets for the identified 
network protocol. In this example, the network protocol 
analysis engine 2044 includes sub-modules for Simple Mail 
Transfer Protocol (SMTP) traffic 2072 (e.g., email), Server 
Message Block (SMB) traffic 2074 (e.g. resource sharing 
packets), and FTP traffic 2076. The sub-modules may each 
be assisted by one or more plugins 2082. The network 
protocol analysis engine 2044 may also include Sub-modules 
for other traffic 2080 (e.g. FTP. Trivial File Transfer Protocol 
(TFTP), Remote Desktop Protocol (RDP), Internet Message 
Access Protocol (IMAP), DNS, DHCP. Transparent Net 
work Substrate (TNS), Lightweight Directory Access Pro 
tocol (LDAP), etc.). These other sub-modules may analyze 
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traffic for other network protocols, including ones that are 
currently known and not illustrated here, and ones that will 
be developed in the future. 
0398. The SMTP traffic 2072 sub-module analyzes sus 
pect email. The SMTP traffic 2072 sub-module may, for 
example, examining email headers to look for patterns 
known to be associated with malicious email. The SMTP 
traffic 2072 sub-module may also examine email content to 
look for malicious attachments and/or links. The SMTP 
traffic 2072 sub-module may provide a determination to the 
protocol analysis 2070 that indicates whether some email 
was malicious or not, or whether it could not make a 
determination. The determination from the SMTP traffic 
2072 sub-module may be based on its own analysis, or on 
the analysis of one or more plugins 2082, or on a combined 
analysis. 
0399. The SMB traffic 2074 sub-module analyzes pack 
ets associated with shared access to files, printers, ports, and 
miscellaneous communications between devices in a net 
work. SMB packets may also provide an authenticated 
inter-process communication mechanism. The SMB traffic 
2074 sub-module may examine SMB packets and look for 
unauthorized accesses to shared resources or unauthorized 
communications. The SMB traffic 2074 sub-module may 
provide a determination to the protocol analysis 2070 as to 
whether some SMB traffic was malicious, not malicious, or 
possibly malicious. The SMB traffic 2074 sub-modules 
determination may be based on its own analysis, or on the 
analysis of one or more plugins 2082, or on a combined 
analysis. 
(0400. The FTP traffic 2076 module analyzes network 
traffic associated with the transfer of data using FTP. Com 
munications using FTP typically involve establishing a 
communication channel between a client machine and a 
server machine. The client machine can issue commands to 
the server machine, and upload files to the server machine or 
download files from the server machine. The FTP traffic 
2076 sub-module may analyze FTP-related network traffic, 
and attempt to determine whether any of the traffic uploaded 
files that were not authorized to be uploaded or downloaded 
malicious files. The FTP traffic 2076 module also attempt to 
determine whether the FTP communication channel was 
validly established. Some FTP servers may allow users to 
connect anonymously, while others require a username and 
password to establish a connection. The FTP traffic 2076 
Sub-module may provide a determination to the protocol 
analysis 2070 that indicates whether some FTP traffic was 
malicious, was not malicious, was harmless, or that the 
traffic’s maliciousness could not be determined. The FTP 
traffic 2076 sub-module's determination may be based on its 
own analysis, the analysis of one or more plugins 2082, or 
a combined analysis. 
04.01 The protocol analysis 2070 may use the determi 
nations made by the sub-modules and/or their attached 
plugins 2082 and generate indicators 2090 that describe the 
other network traffic 2024. These indicators 2090 may be 
referred to as network indicators. These indicators 2090 may 
describe the behavior of the other network traffic 2024, may 
identify network traffic associated with a particular behavior, 
and/or may indicate whether some network traffic is or is not 
a threat. For example, the indicators 2090 generated by the 
other network protocol analysis engine 2044 may include 
source and destination addresses for the other network traffic 
2024, descriptions of any files found in the network traffic, 
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and/or any usernames associated with the network traffic, 
among other things. In some implementations, the indicators 
2090 may indicate that some other network traffic 2024 is or 
is not a threat. In some implementations, the indicators 2090 
may include a weight value that indicates a probability that 
some other network traffic 2024 is a threat. 

0402 FIG. 21 illustrates an example of web-based net 
work protocol analysis engine 2142 implemented in a modu 
lar fashion. A modular implementation may provide both 
flexibility and scalability. Flexibility is provided because the 
web-based network protocol analysis engine 2142 can be 
reconfigured based on the web-based network traffic 2122 
that is received Scalability is provided because modules for 
new types of web-based network traffic can be added, in 
some cases without needing to rebuild the web-based net 
work protocol analysis engine 2142. 
0403. In this example, the web-based network protocol 
analysis engine's 2142 modules are arranged hierarchically. 
The first level of analysis is protocol analysis 2170. The 
protocol analysis 2170 gets or receives web-based network 
traffic 2122. The protocol analysis 2170 may get data (a 
“push’ data model) or fetch data (a “pull data model). In 
some implementations, the web-based network traffic 2122 
may already be organized into packet streams. A packet 
stream is a series of related packets that have the same 
Source and destination. For example, the packets that form 
a video being streamed from a host to a viewer's device 
would be considered a packet stream. 
04.04 The protocol analysis 2170 may make an initial 
examination of the web-based network traffic 2122. Among 
other things, the protocol analysis 2170 may determine the 
web-based network protocol that each packet or packet 
stream is associated with. The protocol analysis 2170 may 
then invoke the appropriate sub-module for the network 
protocol type, and direct packets associated with that pro 
tocol to the sub-module. In this example, the web-based 
network protocol analysis engine 2142 has at least three 
sub-modules: one for HTTP traffic 2172, one for DNS traffic 
2174, and one for FTP traffic 2176. The web-based network 
protocol analysis engine 2142 may have additional Sub 
modules for other traffic 2180, where these sub-modules are 
focused on packets that use network protocols not explicitly 
illustrated here. The functionality of the web-based network 
protocol analysis engine 2142 can also be expanded by 
adding more sub-modules for yet more web-based network 
protocols. 
04.05 Each of the sub-modules analyze packets associ 
ated with their protocol type and attempt to determine 
whether the packets can cause harm to a network. For 
example, the HTTP traffic 2172 sub-module may match 
website addresses against “black lists' and “white lists.” 
Black lists include lists of websites and/or website content 
that is known to be malicious, compromised, or are other 
wise associated with web content known to cause harm. 
Black lists may include website domain names, IP addresses, 
Uniform Resource Locators (URLs), and/or hashes of mali 
cious files. The HTTP traffic 2172 sub-module may also 
match web site content (Such as files and images) against 
black lists. White lists include lists of websites and/or 
website content that is known to be safe and uncompro 
mised. Black lists and white lists may change dynamically, 
as when a previously safe website becomes compromised, or 
as a compromised website is recovered, or as websites are 
shut down and removed from the Internet. HTTP traffic 
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associated with a website on a black list may be marked as 
malicious, while HTTP traffic associated with a white list 
may be marked as clean. 
(0406. As another example, the DNS traffic 2174 sub 
module may also match domain names against black lists 
and white lists. DNS traffic typically includes requests to 
translate domain names to IP addresses. A DNS request may 
be for a domain that is hosted by the customer network, or 
may be for a domain that is outside the customer network but 
that the customer network's DNS server knows about. A 
malicious DNS request may, for example, be attempting to 
obtain an IP address for an internal website that is not 
publicly available. The DNS traffic 2174 sub-module 
attempts to determine whether suspect DNS requests may be 
malicious or are acceptable. 
(0407. As another example, the FTP traffic 2176 sub 
module may examine packets that contain website content 
that were transferred using FTP, FTP provides one way to 
transfer images, files, and/or multi-media content associated 
with webpages. The FTP traffic 2176 sub-module may 
examine web-based FTP traffic and determine whether the 
traffic includes any malicious content, or whether the content 
is innocuous. 

0408. The functionality of the sub-modules may also be 
expanded with plugins 2182. A plugin is a module that can 
be added to or removed from a sub-module without having 
to rebuild the sub-module and often while the sub-module is 
running. Here, plugins provide the ability to quickly add 
functionality to a sub-module. For example, in some imple 
mentations, the HTTP traffic 2172 sub-module may be 
unable to determine whether some packets are malicious or 
safe. In these implementations, the HTTP traffic 2172 mod 
ule may invoke one or more plugins 2182, which may each 
operate on the packet in a different way. For example, one 
plugin 2182 may access black lists located on the Internet. 
These black lists may be public black lists, or may be black 
lists maintained along with off-site analysis engines. As 
another example, another plugin 2182 may access a public 
database of known bad websites, such as one hosted by 
Google(R). The DNS traffic 2174 sub-module and FTP traffic 
2176 sub-module may also have plugins to expand their 
functionality. Plugins also provide a way to add new or 
up-to-date functionality to the sub-modules. The sub-mod 
ules can also be updated by providing an updated web-based 
network protocol analysis engine 2142, which may require 
rebuilding the web-based network protocol analysis engine 
2142. Plugins, however, may provide for faster, less intru 
sive, and/or intermediate updates between updates of the 
web-based network protocol analysis engine 2142 itself. 
04.09. The plugins 2182 may each produce a determina 
tion of whether a packet or group of packets is malicious or 
clean. A plugin 2182 may also indicate that it was unable to 
make a determination. In this example, the Sub-modules 
receive the results from their associated plugins 2182. The 
sub-modules provide a determination, either their own or 
one made by their plugins 2182, to the protocol analysis 
2170. The protocol analysis 2170 may use the determination 
from a sub-module to produce indicators 2190. These indi 
cators 2190 may be referred to as network indicators. As 
noted above, these indicators 2190 may describe and/or 
identify network traffic associated with a threat. For 
example, the indicators 2190 generated by the web-based 
network traffic may include the domain names, URLs, 
and/or IP addresses of websites accessed, a description of the 
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websites, a description of content downloaded from the 
websites, and/or the IP address of the computer that 
requested the website content, among other things. The 
indicators 2190 may indicate definitively that some network 
traffic is a threat or may indicate definitively that some 
network traffic is not a threat. Alternatively or additionally, 
the indicators 2190 may provide a weight value that indi 
cates the probability that some network traffic is a threat. For 
example, a weight value of “100” may indicate a 100% 
probability that some network traffic is a threat, while a 
weight value of “0” may indicate that the network traffic is 
not a threat. Furthermore, any weight value between “0” and 
“100” may indicate the relatively probability that some 
network traffic is a threat. 

0410 FIG. 22 illustrates an example of a file activity 
analysis engine 2246. The file activity analysis engine 2246 
analyzes the result of static analysis of the contents of 
suspect network activity. For example, the file activity 
analysis engine 2246 may examine results from opening the 
contents, applying virus scans to the content, and/or decon 
structing the content, among other things. By examining 
these results, the file activity analysis engine attempts to 
determine whether the content can cause harm to a network. 
0411. This example file activity analysis engine 2246 is 
also arranged modularly and hierarchically. A file analysis 
2270 receives file activity 2226, and may conduct a first 
stage analysis of the file activity 2226. For example, the file 
analysis 2270 may include black lists for files known to be 
malicious. In some implementations, the black lists may 
store digital signatures of malicious files. These digital 
signatures may be generated by, for example, the MD5 
algorithm, Secure Hash Algorithm 1 (SHA-1), or SHA-2, 
among others. The file analysis 2270 may compare files 
found in Suspect network traffic against signatures in the 
black lists. The file analysis 2270 may also check files 
against white lists. White lists may include files that are 
known to be safe. White lists may also store digital signa 
tures of files. Files found in suspect network traffic that 
match signatures in white lists can be assumed to be safe. 
0412. The file analysis 2270 may also or alternatively 
determine the file type for a file extracted from suspect 
network traffic, and invoke a Sub-module for analyzing files 
of that type. In this example, the file activity analysis engine 
2246 includes Sub-modules for analyzing portable document 
format (PDF) files 2272, executable files 2274, and archive 
files 2276. The sub-modules may each be assisted by one or 
more plugins 2282. The file activity analysis engine 2246 
may include sub-modules for analyzing other files 2280 of 
types not illustrated here, and also for analyzing activity 
related to certain files, such as password files and sensitive 
data files. 

0413. The PDF files 2272 sub-module analyzes files 
formatted in PDF or that appear to be formatted in PDF, PDF 
is a popular format for transferring documents across net 
works. Thus sending PDF files in network traffic is fairly 
common. Hacking tools, however, can be embedded into 
seemingly innocent PDF files. The PDF files 2272 sub 
module may attempt to determine whether a PDF file is 
malicious or harmless. For example, the PDF files 2272 
sub-module may be able to detect malicious obfuscation in 
a PDF file, and/or whether a PDF file includes a shell script. 
The PDF files 2272 sub-module may provide its determi 
nation, or the determination made by a plugin 2282, or a 
combined determination, to the file analysis 2270. 
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0414. The executable files 2274 sub-module analyzes 
executable files and files that appear to be executable. 
Executable files are programs that can be run on a computer. 
Viruses and other malware can be delivered into a network 
using executable files. Once launched, an executable file 
may have some privileges to make changes to a computer 
that it is launched on. Malware may take advantage of these 
privileges, and once launched, may exploit Vulnerabilities in 
a computer's security infrastructure. The executable files 
2274 sub-module may attempt to identify an executable file, 
and/or identify what an executable file does. Using this and 
other information, the executable files 2274 sub-module 
may attempt to determine whether the executable file is 
malicious. The executable files 2274 sub-module may pro 
vide its determination, or a determination of one of or more 
of its plugins, or a combined determination to the file 
analysis 2270. 
0415. The archive files 2276 sub-module analyzes 
archive files. Archive files are containers for other files, and 
provide a convenient way to transfer groups of files and/or 
large files. The files contained in an archive file may have 
been compressed and/or encrypted. The archive files 2276 
Sub-module may attempt to determine what is contained in 
an archive file, and whether the contents are malicious. The 
archive files 2276 sub-module may decompress and/or 
decrypt an archive file. In some cases, the archive files 2276 
Sub-module may pass the contents of an archive to the file 
analysis 2270, which may pass the contents to another 
sub-module. The archive files 2276 sub-module may pro 
vide its determination (or that of one or more of its sub 
modules) to the file analysis 2270. 
0416) The file analysis 2270 may use the determinations 
made by the sub-modules and/or their attached plugins 2282 
to generate indicators 2290 that describe the file activity 
2226. These indicators 2290 may be referred to as file 
indicators. These indicators 2290 may describe and/or iden 
tify the analyzed files. For example, the indicators 2290 may 
include file types, components extracted from files, results 
from applying virus Scanning and other tools to the files, 
results from opening or executing a file, results from decon 
structing and analyzing the deconstructed contents of file, 
where a file came from and when, and/or a digital signature, 
which may be used to identify a file. The indicators 2290 
may further indicate whether a file is malicious. In some 
implementations, the indicators 2290 may include a weight 
value that indicates the probability that a file is malicious. 
0417 FIG. 23 illustrates an example of a log file analysis 
engine 2348. The log file analysis engine 2348 analyzes log 
files generated by operating systems, applications, and 
devices in the emulated network. For example, the log file 
analysis engine 2348 can analyze log files generated by 
emulated network devices form the emulated network. In 
various implementations, the emulated network devices can 
be implemented using virtual machines. 
0418. This example log file analysis engine 2348 is also 
arranged modularly and hierarchically. A log file analysis 
2370 receives log files 2328 and may conduct a first stage 
analysis of the log files 2328. For example, the log file 
analysis 2370 may sort log files by their type, and invoke an 
appropriate Sub-module for analyzing each log file by its 
type. In this example, the log file analysis engine 2348 
includes Sub-modules for analyzing message logs 2372, 
authentication logs 2374, and user logs 2376. The sub 
modules may each be assisted by one or more plugins 2382. 
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The log file analysis engine 2348 may include sub-modules 
for analyzing other logs 2380, including any of the many 
logs that may be generated by network devices but that are 
not illustrated here. 
0419. The message logs 2372 sub-module analyzes mes 
Sage logs. Message logs contain global System messages, 
often including messages that are also found in other mes 
sage logs, such as mail and authentication logs. Analyzing 
message logs may provide a comprehensive view of the 
activity seen by a emulated device in the emulated network. 
The message logs 2372 Sub-module may also analyze mes 
sage logs based on information provided by other analysis 
engines. For example, message logs may be searched for 
activity related to a suspect IP address or username, found 
through network analysis. 
0420. The authentication logs 2374 sub-module analyzes 
log files related to user authentication. Authentication logs 
include information Such as a history of logins (including 
usernames, login times, and logout times) and the authen 
tication mechanism used. Examining log files may be useful 
for finding, for example, repeated login attempts, password 
scanning (e.g., multiple login attempts with the same user 
name and different passwords), and/or logins using deliber 
ately released usernames and passwords. Authentication 
logs can also be searched for activity related to, for example, 
a Suspect username or around a specified time. The key 
words or search strings may be provided by other analysis 
engines. 
0421. The user logs 2376 sub-module analyzes log files 
that record user-level activity. User logs may capture the 
actions of one user. For example, a user log may include 
commands entered by a user, files opened or closed by the 
user, applications launched by the user, other systems 
accessed by the user, and so on. Examining user logs may be 
useful, for example, when an outside actor has gained access 
to the emulated network using stolen or leaked credentials. 
Hence, user logs may be examined for information related to 
a specific user, which may be identified by another analysis 
engine. 
0422 The sub-modules may each make a determination 
as to whether a log file being analyzed indicates malicious 
activity. The sub-modules may make this determination with 
the assistance of one or more attached plugins 2382. The 
sub-modules may provide their determinations to the log file 
analysis 2370. The log file analysis 2370 may use the 
determinations made by the Sub-modules to generated indi 
cators 2390 that describe and/or identify activity seen in the 
log files 2328. These indicators 2390 may be referred to as 
dynamic indicators. For example, indicators 2390 generated 
by the log file analysis engine 2348 may include a list of 
login attempts, usernames associated with log in attempts, 
commands entered by a user that has infiltrated the emulated 
network, and/or changes made within the emulated network, 
among other things. The indicators 2390 may indicate that 
no malicious activity was found, or that malicious activity 
was definitely found. In some implementations, the indica 
tors may alternatively or additionally provide a weight value 
that indicates the probability of malicious activity. 
0423 In various implementations, the analysis engines 
described in FIGS. 20-23 may be launched by the analytic 
engine in a predetermined sequence. FIG. 24 illustrates an 
example of the order or sequence in which analysis engines 
2440a-2440fcan be run, as well as a correlation engine 2482 
for correlating the results from the various analysis engines 
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2440a-2440f In various implementations, the analytic 
engine executes the analysis engines 2440a-2440f in a 
predetermined order, which can be modified. The execution 
order may be based on current threat intelligence from the 
network security community. For example, the security 
community may learn that certain malware has been 
released on a particular date, or that several websites have 
suffered denial of service (DoS) attacks. In this example, the 
threat intelligence engine can be configured to watch par 
ticularly for this denial of service attacks that look similar to 
the attacks seen at those websites. For example, the network 
protocol analysis engine can be placed first or early in the 
execution order, so that the network protocol analysis engine 
can catch streams of packets that appear to be related to a 
denial of service attack. New threat intelligence may be 
received once a day or several times a day, and analytic 
engine may adjust the execution of the analysis engines 
2440a-2440f accordingly. 
0424. In some implementations, the analytic engine can 
also determine the order in which to execute the analysis 
engines from what can be learned from Suspect network 
traffic. For example, an attack may take the form of a large 
amount of irrelevant or inappropriate email (e.g., spam 
email) being received by a network. The nature of this email 
as spam may be identified by the network's security infra 
structure, and the analytic engine may use this information 
to invoke a email analysis engine first. The email analysis 
engine may conduct an analysis of the headers of the 
suspicious email, and determine, for example, that the email 
does not have a valid header (e.g., the sender's email address 
is invalid or has been spoofed). The result of the email 
header analysis can be provided to a file analysis engine 
and/or a log file analysis engine to determine whether 
attachments included in the Suspect email are malicious. In 
contrast, should the email header analysis engine find noth 
ing wrong with the email, then the file and log file analysis 
engines need not be run. 
0425. In various implementations, the analytic engine 
may also be able to add new analysis engines to the 
sequence, remove analysis engines from the sequence, and/ 
or add or remove plugins for an analysis engine. The analytic 
engine may make these changes to new or different network 
threats and/or to update the functionality of the analytic 
engine. In some implementations, updates and changes to 
the analytic engine can be provided over the Internet. In 
Some implementations, the analytic engine can be updated 
without needing to shut it down or take it off line. 
0426 In the example illustrated in FIG. 24, four analysis 
engines 2440a-2440d are initially launched in parallel. 
These four analyses engines 2440a-2440d can be one of the 
web-based network protocol analysis engine, other network 
protocol analysis engine, file activity analysis engine, log 
file analysis engine, or some other analysis engine included 
in the analytic engine. The four initial analysis engines 
2440a-2440d receive as input incident data 2420a-2420d of 
an appropriate type (e.g., a web-based network protocol 
analysis engine receives web-based network traffic data; a 
file analysis engine receives files, etc.) The initial analysis 
engines 2440a-2440d can be run in parallel or sequentially; 
in this particular example, there is no requirement that they 
be run in a specific order. In some cases, there may be a 
requirement that the result from one analysis engine 2440a 
2440d be provided to another analysis engine 2440a-2440d. 
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In various implementations, additional or fewer analysis 
engines 2440a-2440fcan be run initially. 
0427 Each of the initial analysis engines 2440a-2440d 
may produce results. These results may indicate whether a 
particular piece of data from the incident data 2420a-2420d 
is malicious, is safe, or has an undetermined status. Results 
that indicate particular data is safe and some results that 
indicate an undetermined status may be discarded, or are 
otherwise set aside. Results that indicate particular data is 
malicious, and thus very likely related to an actual attack, 
may be provided to the correlation engine 2482. 
0428 The correlation engine 2482 correlates the results 
from the various analysis engines to produce an incident 
report 2460. One or more of the results may indicate that the 
site network has, in fact, Suffered an attack. For example, 
one or more servers in the emulated network may have 
crashed. The correlation engine 2482 attempts to reconstruct 
the sequence of events that led up to the harm caused by the 
attack. The analysis engines 2440a-2440f may identify 
events in the incident data 2420a-2420e that, by themselves, 
are probably malicious (e.g., downloading of a malware 
file). Many events in the incident data 2420a-2420e may, 
alone, appear innocent (e.g., receiving an email). The cor 
relation engine 2482 attempts to connect these events, which 
may appear to be unrelated, and thereby reconstruct the 
course of the attack. Furthermore, the correlation engine 
2482, in most implementations, has access to all of the data 
captured for the incident, and thus may be able to relate 
single events to events that happened both before and after. 
In many cases, having reconstructed the course of the attack, 
the report from the correlation engine 2482 can be used to 
identify malicious activity related to the attack. 
0429 For example, one analysis engine 2440a may indi 
cate to the correlation engine 2482 that a malware file was 
downloaded to a server in the emulated network. Another 
analysis engine 2440b may indicate that servers in the 
emulated network crashed because their memory was 
flooded with garbage data. The correlation engine 2482 may 
search the incident data 2420a-2420e for a connection 
between these events. To continue the example, the corre 
lation engine 2482 may find that the malware file launched 
a process on each of the servers that crashed. The correlation 
engine 2482 may further find that the servers memory 
started to fill once these processes were started. 
0430. The correlation engine 2482 can also be in identify 
and deconstruct attacks that can otherwise be difficult to 
trace. One example of an attack that is difficult to trace is a 
“dropper attack. A dropper is a malware installer that 
Surreptitiously carries viruses, back doors, or other mali 
cious software. A dropper file by itself does not cause harm 
directly, and cannot be identified by simple checks Such as 
examining its file extension. Once on a computing system, 
the dropper file can be inadvertently activated by a user 
attempting to open the file, or may exploit a security 
Vulnerability to activate itself. Once activated, the dropper 
file unpacks and executes its contents, which is often a 
malware file. 

0431. A dropper can be detected in various ways by 
correlating the dropper's contents—which, for purposes of 
the following examples, will be referred to as the contents 
file back to the dropper. For example, the contents file may 
be executed on an emulated network device, and its mali 
cious behavior may be both exposed and captured in log files 
generated by the emulated network device. As another 
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example, a static scan of the contents file may reveal its 
malicious nature. As another example, the contents file, once 
invoked, may make calls to a command and control server 
located on the Internet. A command and control server (C&C 
server) is a centralized computer that issued commands to a 
botnet, and receives reports back from coopted computing 
systems. This malicious behavior may be captured in log 
files generate an emulated network device on which the 
contents file is launched. 

0432. In each of the above examples, the correlation 
engine 2482 may look for the contents file (e.g., by looking 
for a digital signature generated for the contents file) in other 
log files, and find it in a log file generated when the dropper 
file was itself executed. The dropper file's relationship with 
the contents file will thus cause the otherwise benign 
seeming dropper file to be classified as malicious. Addition 
ally, the correlation engine 2482 may be able to identify how 
the dropper file itself came to be on the network. For 
example, the correlation engine 2482 may look for the 
dropper file in email attachments (e.g., using a digital 
signature generated for the dropper file), and/or may look for 
the dropper file in network packets that were part of a 
download from the Internet. In this way, the correlation 
engine 2482 may be able to trace the events in the dropper 
attack independently from when the various events in the 
attack occurred. 

0433 Before being able to produce an incident report 
2460, the correlation engine 2482 may require additional 
results for additional analysis engines 2440e-2440f For 
example, to continue to previous example, the correlation 
engine 2482 may have determined that a malware file causes 
the servers to crash, but so far does know where the malware 
file came from or how it came to be placed in the network. 
The analysis engine may, in this example, invoke additional 
analysis engines 2440e-2440f to obtain more information. 
For example, one analysis engine 2440e may be invoked to 
search log files for a time at which the malware file was 
downloaded. Another analysis engine 2440fmay be invoked 
to search network packets for the malware file. From the 
results from these analysis engines 2440e-2440f the corre 
lation engine 2482 may be able to identify where the 
malware file came from (e.g., an IP address of the sender) 
and when it was downloaded to the emulated network. 

0434. The correlation obtained so far, however, may not 
yet describe the whole incident. In some cases, the incident 
data 2420a-2420e may be incomplete. For example, suspect 
network traffic may be diverted to the emulated network 
when some network traffic is identified as suspect. The 
attack on the network, however, may have started before the 
Suspect network traffic is identified, and may have escaped 
detection. Activity resulting from this network traffic may 
thus not have been captured in the incident data 2420a 
2420e. In some implementations, the correlation engine 
2482 thus may also receive additional data 2422, 2424, such 
as log files, from the site network. This additional data 2422, 
2424 may include data 2422 captured by network packet 
monitors and data 2424 captured by computing systems in 
the site network, among other data available from the site 
network. In these implementations, the correlation engine 
2482 may correlate events in the incident with events 
recorded in the additional data 2422, 2424. To continue the 
previous example, the correlation engine 2482 may learn 
from the additional data that a user in the site network 
received an email from a trusted Source with an apparently 
















































































