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AGGREGATED DISTRIBUTION FOR ENERGY DEMAND RESPONSE 

BACKGROUND

Independent System Operators (ISO) have the obligation to guarantee the reliability of 

the power grid. Therefore, they need to procure extra capacity to be dispatched during real­

time operation, if needed. Typical capacity resources procured by the ISOs in the energy 

market are those that provide ancillary services. Furthermore, many ISOs have operated 

Demand Response (DR) Capacity Market to reduce the peak power at the transmission 

substations. See J. Goodin, “Demand Response & Proxy Demand Resources,” Meeh. Eng., 

pp. 1-3, 2011, incorporated herein by reference in its entirety. However, those markets were 

originally reserved for resources with capacity greater than 100 kW or 500 kW. Distributed 

Energy Resources (DERs) are usually not able to participate in these markets directly because 

of their smaller capacity. In this regard, the increasing number of DERs has motivated the 

emergence of new participants in the energy market called aggregators, whose main goal is to 

act as a middle manager between the ISO and the DERs. Aggregators can leverage flexibility 

of the DERs to provide service to the power grid and allow the ISO to simply operate the 

aggregator’s total capacity as a single resource. Recently, new DR programs such as Demand 

Response Auction Mechanism (DRAM) and those associated with the Reforming the Energy 

Vision (REV) plan have gradually launched with the objective of leveraging the underused 

DERs located downstream from the substation to reduce the load at transmission level, 

avoiding the dispatching of expensive power plants during peak hours.

Residential HVAC units were used initially to reduce the peak load for the utility 

based on direct load control, where the utility can remotely shut down an HVAC unit if 

needed, provided the user allows it with a contract beforehand. Other programs seek to 

reduce the load by implementing a thermostat setback. Under this program, users increase 

the temperature set point in their thermostat (decrease if the HVAC unit is working on 

heating mode) based on a price signal. However, when providing DR services to capacity 

markets, it is needed to make certain that the bid capacity can be guaranteed. Prices also need 

to be competitive to keep the cost reduced as much as possible. In this regard, direct load 

control can guarantee that the capacity requirements with the ISO are met. However, its 

centralized nature highly penalizes scalability, the consumers’ privacy, and the system’s 

robustness due to the existence of a single-point-of-failure. On the other hand, thermostat 
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setback approaches are decentralized, but they cannot guarantee the capacity requirements 

since there is not synchronization between households.

As battery technology has evolved and its cost continues to drop, more Distributed 

Energy Storage Devices (DESD) are being deployed at buildings and households to provide 

local services to the owners, such as energy back up and energy arbitrage. However, these 

behind-the-meter batteries are usually underused if they only provide local services. In order 

for DESD to be more economically viable, they need to capture more revenue streams. See

A. A. Akhil, G. Huff, A. B. Currier, B. C. Kaun, D. M. Rastler, S. B. Chen, A. L. Cotter, D. 

T. Bradshaw, and W. D. Gauntlett, “SANDIA REPORT DOE / EPRI Electricity Storage 

Handbook in Collaboration with NRECA.” The aggregation of DESDs to provide DR 

service to the power grid opens up new possibilities for behind-the-meter batteries, allowing 

the owners to increase the return on their investment and also accelerate the penetration of 

DESDs in the distribution system.

A primary challenge for the aggregation of a large fleet of DERs is the design control 

algorithms. In Kim et al., Kim et al. propose an optimal decentralized scheduling algorithm 

to provide DR using DERs, such as batteries. See S. J. Kim and G. B. Giannakis, “Scalable 

and robust demand response with mixed-integer constraints,” IEEE Trans. Smart Grid, vol. 4, 

no. 4, pp. 2089-2099, 2013, incorporated herein by reference in its entirety. However, their 

approach is based on complex Mixed-Integer Programming and their system still requires a 

central controller to coordinate the devices. Similarly, in Mhanna et al., Mhanna et al. 

present another decentralized algorithm for DER scheduling in DR. Even though the 

algorithm provides a fast solution, the authors sacrifice optimality by stopping before 

convergence. See S. Mhanna, A. C. Chapman, and G. Verbic, “A Distributed Algorithm for 

Large-Scale Demand Response Aggregation,” IEEE Trans. Smart Grid, pp. 1-8, 2015, 

incorporated herein by reference in its entirety. Another decentralized algorithm is proposed 

by Floch in Floch et al. for optimal scheduling of EV charging. Algorithms presented in Kim 

et al., Mhanna et al., and Floch et al. rely on the Lagrangian Relaxation method to avoid 

having a central controller. See C. Le Floch, F. Belletti, and S. Moura, “Optimal Charging of 

Electric Vehicles for Load Shaping : a Dual Splitting Framework with Explicit Convergence 

Bounds,” IEEE Trans. Transp. Electrif., vol. 7782, no. c, pp. 1-9, 2016, incorporated herein 

by reference in its entirety. However, these approaches still require a central coordinator and 

the private information of each DER is disclosed. Furthermore, the whole system may face a 

single-point-of-failure in the coordinator. A fully distributed algorithm for DER control have 

been proposed in Rahbari-Asr et al. to optimally schedule a set of DESDs in a connected 
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microgrid. See N. Rahbari-Asr, Y. Zhang, and M.-Y. Chow, “Cooperative distributed 

scheduling for storage devices in microgrids using dynamic KKT multipliers and consensus 

networks,” IEEE Power Energy Soc. Gen. Meet., vol. 2015-Sept., 2015, incorporated herein 

by reference in its entirety. However, its objective is to minimize the operational cost of the 

microgrid, and it does not provide any services to the microgrid.

Furthermore, a battery requires a high capital investment and it usually needs to be 

replaced when its capacity degrades to 80% of its rated capacity. Therefore, it is important to 

consider the degradation effect that the control actions have over the batteries in order to 

maximize its life-span.

SUMMARY

Embodiments described herein include the following aspects.

(1) A first method of improving energy resource distribution includes determining a 

utility operating cost for an aggregated cluster of entities within a power grid; calculating an 

energy storage degradation cost of respective energy storage devices used by the aggregated 

cluster of entities, wherein the energy storage degradation cost includes one or more local 

constraints of each energy storage device of the energy storage devices and one or more 

global constraints for a combination of the energy storage devices; calculating a revenue 

earned for the aggregated cluster of entities by providing energy from the energy storage 

devices to the power grid; determining a combined operating cost for the aggregated cluster 

of entities from a sum of the utility operating cost and the calculated energy storage 

degradation cost minus the calculated revenue earned; combining the one or more global 

constraints and respective dual variables with the determined combined operating cost for 

each entity of the aggregated cluster of entities; updating the dual variables for each entity of 

the aggregated cluster of entities; forwarding the updated dual variables of said each entity of 

the aggregated cluster of entities to one or more respective neighboring entities within the 

aggregated cluster of entities; calculating, via an averaging consensus network, an improved 

local estimate of the dual variables for said each entity of the aggregated cluster of entities 

from local estimates of the dual variables from the one or more respective neighboring 

entities; and improving energy resource distribution by executing the improved local estimate 

of the dual variables for said each entity of the aggregated cluster of entities within the power 

grid, wherein the improving energy resource distribution reallocates available energy among 

the aggregated cluster of entities to reduce a load within the power grid.
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(2) The first method of improving energy resource distribution of (1), wherein the 

one or more local constraints include one or more of energy limits of the energy storage 

devices, power limits of the energy storage devices, and power limits of the power grid.

(3) The first method of improving energy resource distribution of either one of (1) or

(2),  wherein the energy storage devices include one or more batteries.

(4) The first method of improving energy resource distribution of any one of (1) 

through (3), further includes applying a Dual Decomposition method to derive an iteration of 

said each entity of the aggregated cluster of entities to calculate a local estimation of a net 

energy exchange.

(5) The first method of improving energy resource distribution of any one of (1) 

through (4), wherein the aggregated cluster of entities includes an aggregated cluster of 

individual households or an aggregated cluster of individual businesses.

(6) A second method of improving energy resource distribution includes setting one 

or more local constraints in fulfilling an energy demand response commitment to a power 

grid that affects each entity of an aggregated cluster of entities individually; setting one or 

more global constraints in fulfilling the energy demand response commitment that affects the 

aggregated cluster of entities, wherein the one or more global constraints affect the 

aggregated cluster of entities as a combined group; calculating a weighted sum of a utility 

charge for said each entity of the aggregated cluster of entities subject to the one or more 

local constraints; calculating a weighted sum of a penalty for modifying a temperature set 

point during the energy demand response commitment for said each entity of the aggregated 

cluster of entities subject to the one or more local constraints; calculating a weighted 

aggregation of an amount of imported power reduced by an amount of capacity commitment 

power during the energy demand response commitment for said each entity of the aggregated 

cluster of entities subject to the one or more global constraints; updating a local estimation of 

dual variables for said each entity of the aggregated cluster of entities, wherein the dual 

variables are a function of the calculated weighted aggregation; forwarding the updated local 

estimation of the dual variables for said each entity of the aggregated cluster of entities to one 

or more respective neighboring entities within the aggregated cluster of entities; calculating, 

via an averaging consensus network, an improved local estimation of the dual variables for 

said each entity of the aggregated cluster of entities from local estimations of the one or more 

respective neighboring entities; and improving energy resource distribution by executing the 

improved local estimation of the dual variables for said each entity of the aggregated cluster 

of entities with the power grid, wherein the improving energy resource distribution 
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reallocates available energy among the aggregated cluster of entities to reduce a load within 

the power grid.

(7) The second method of improving energy resource distribution of (6), wherein the 

one or more local constraints include one or more of a thermal model, a dead-band control 

model, avoiding a continuous change in temperature set points, a set of temperature set point 

limits, and an on/off status of a thermostatically-controlled appliance (TCA).

(8) The second method of improving energy resource distribution of either one of (6) 

or (7), wherein the TCA includes one or more of a heating ventilation and air conditioning 

(HVAC) unit, a water heater, a water boiler, a heat pump, and an electrical heating system.

(9) The second method of improving energy resource distribution of any one of (6) 

through (8), wherein the one or more global constraints include a difference between a first 

amount of energy used during a non-energy demand response commitment and a second 

amount of energy used during an energy demand response commitment.

(10) The second method of improving energy resource distribution of any one of (6) 

through (9), wherein the aggregated cluster of entities includes an aggregated cluster of 

individual households or an aggregated cluster of individual businesses.

(11) The second method of improving energy resource distribution of any one of (6) 

through (10), wherein said setting the one or more local constraints and said setting the one or 

more global constraints are achieved via controlling a heating ventilation and air conditioning 

(HVAC) unit for said each entity of the aggregated cluster of entities.

(12) The second method of improving energy resource distribution of any one of (6) 

through (11), wherein said setting the one or more local constraints and said setting the one or 

more global constraints are implemented via the HVAC unit for said each entity of the 

aggregated cluster of entities for one of a heating mode and a cooling mode.

(13) An aggregated distribution system includes an HVAC controller configured to 

retrieve an HVAC energy usage profile; a battery controller configured to retrieve a battery 

energy usage profile; and an aggregated data management engine. The aggregated data 

management engine has processing circuitry configured to retrieve the HVAC energy usage 

profile from the HVAC controller, and retrieve the battery energy usage profile from the 

battery controller. The aggregated distribution system also includes a distribution engine. 

The distribution engine has processing circuitry configured to forward a first set of HVAC 

dual variables and forward a first set of battery dual variables to a first neighboring unit of the 

aggregated distribution system via a communications network, receive one or more additional 

sets of HVAC dual variables and one or more additional sets of battery dual variables from

5



WO 2019/050513 PCT/US2017/050271

5

10

15

20

25

30

one or more neighboring units of the aggregated distribution system via the communications 

network, update the HVAC energy usage profile with the one or more additional sets of 

HVAC dual variables, and update the battery energy usage profile with the one or more 

additional sets of battery dual variables. The aggregated distribution system also includes an 

HVAC unit configured to execute, via the HVAC controller, the updated HVAC energy 

usage profile to the power grid; and a battery configured to execute, via the battery controller, 

the updated battery energy usage profile to the power grid. The updated HVAC energy usage 

profile and the updated battery energy usage profile improves energy resource distribution by 

reallocating available energy among the aggregated distribution system to reduce a load 

within the power grid.

(14) The aggregated distribution system of (13), wherein the HVAC controller 

comprises circuitry configured to set one or more HVAC local constraints in fulfilling an 

energy demand response commitment during the response demand period that affects each of 

the HVAC units individually; set one or more HVAC global constraints in fulfilling the 

energy demand response commitment that affect the aggregated cluster of HVAC units, 

wherein the one or more global constraints affect the aggregated cluster of HVAC units as a 

combined group; calculate a weighted sum of a utility charge for said each of the HVAC 

units subject to the one or more local constraints; calculate a weighted sum of a penalty for 

modifying a temperature set point during the energy demand response commitment for said 

each of the HVAC units subject to the one or more local constraints; calculate a weighted 

aggregation of an amount of imported power reduced by an amount of capacity commitment 

power during the energy demand response commitment for said each of the HVAC units 

subject to the one or more global constraints; update a local estimation of dual variables for 

said each of the HVAC units, wherein the dual variables are a function of the weighted 

aggregation; and forward the updated local estimation of the dual variables of said each of the 

HVAC units to one or more respective neighboring HVAC units within the aggregated 

cluster of HVAC units.

(15) The aggregated distribution system of either one of (13) or (14), wherein the one 

or more HVAC local constraints include one or more of a thermal model, a dead-band control 

model, avoiding a continuous change in temperature set points, a set of temperature set point 

limits, and an on/off status of the HVAC unit.

(16) The aggregated distribution system of any one of (13) through (15), wherein the 

one or more HVAC global constraints include a difference of a first amount of energy used 

6



WO 2019/050513 PCT/US2017/050271

5

10

15

20

25

30

during a non-energy demand response commitment and a second amount of energy used 

during the energy demand response commitment.

(17) The aggregated distribution system of any one of (13) through (16), wherein the 

battery controller comprises circuitry configured to determine a utility operating cost for an 

aggregated cluster of batteries within a power grid; calculate an energy storage degradation 

cost of the aggregated cluster of batteries, wherein the energy storage degradation cost 

includes one or more battery local constraints of each of the batteries and one or more battery 

global constraints for the aggregated cluster of batteries; calculate a revenue earned for the 

aggregated cluster of batteries by providing energy obtained from the aggregated cluster of 

batteries to the power grid; determine a combined operating cost for the aggregated cluster of 

batteries from a sum of the utility operating cost and the energy storage degradation cost 

minus the revenue earned; update dual variables for each battery of the aggregated cluster of 

batteries; and forward the updated dual variables of said each battery of the aggregated 

cluster of batteries to one or more respective neighboring batteries within the aggregated 

cluster of batteries.

(18) The aggregated distribution system of any one of (13) through (17), wherein the 

one or more battery local constraints include one or more of energy limits of the batteries, 

power limits of the batteries, and power limits of the power grid.

The foregoing paragraphs have been provided by way of general introduction, and are 

not intended to limit the scope of the following claims. The described embodiments, together 

with further advantages, will be best understood by reference to the following detailed 

description taken in conjunction with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

A more complete appreciation of the invention and many of the attendant advantages 

thereof will be readily obtained as the same becomes better understood by reference to the 

following detailed description when considered in connection with the accompanying 

drawings, wherein:

Fig. 1A is a flowchart illustrating the cooperative distributed aggregation algorithm 

according to one example;

Fig. IB is a flowchart for an exemplary aggregator application of the cooperative 

distributed aggregation algorithm according to one example;

Fig. 1C is a flowchart for an exemplary controller application of the cooperative 

distributed aggregation algorithm according to one example;
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Fig. 2A is a graph illustrating the convergence of the objective function to the global 

optimal value according to one example;

Fig. 2B is a graph illustrating the convergence of each local estimation of a dual 

variable to the optimal value according to one example;

Fig. 3 A is a graph illustrating the load and the PV generation forecast for a typical 

household/business according to one example;

Fig. 3B is a graph illustrating the battery dispatch schedule according to one example;

Fig. 3C is a graph illustrating the SoC of the battery according to one example;

Fig. 3D is a graph illustrating the power exchange with the grid according to one 

example;

Fig. 4A is a boxplot illustrating the distribution of the economic benefit for each 

household/business according to one example;

Fig. 4B is a histogram illustrating the distribution of the economic benefit for each 

household/business according to one example;

Fig. 5 is a flowchart of an algorithm to determine an operational status profile of 

temperature set points for each thermostat according to one example;

Fig. 6 is a graph illustrating the temperature inside the household/business compared 

with the temperature outside the households/businesses for thirty households/businesses 

according to one example;

Fig. 7 is a graph illustrating the aggregated power consumption of all HVAC units for 

thirty households/businesses according to one example;

Fig. 8A is a block diagram illustrating an aggregated distribution system according to 

one example;

Fig. 8B is a block diagram illustrating a generic schematic of aggregated distribution 

system according to one example;

Fig. 9 illustrates a hardware description of the computer according to one example;

Fig. 10 is a flowchart for a first method of improving energy resource distribution 

according to one example; and

Fig. 11 is a flowchart for a second method of improving energy resource distribution 

according to one example.

DETAILED DESCRIPTION

The following descriptions are meant to further clarify the present disclosure by 

giving specific examples and embodiments of the disclosure. These embodiments are meant 
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to be illustrative rather than exhaustive. The full scope of the disclosure is not limited to any 

particular embodiment disclosed in this specification, but rather is defined by the claims.

It will be appreciated that in the development of any such actual implementation, 

numerous implementation-specific decisions need to be made in order to achieve the 

developer's specific goals, such as compliance with application- and business-related 

constraints, and that these specific goals will vary from one implementation to another and 

from one developer to another.

A cooperative distributed aggregation is formulated herein using Distributed Energy 

Storage Devices (DESDs) and a synchronization of energy loads between entities, such as 

households or businesses. In one aspect of embodiments described herein, a storage device 

such as a battery is described to formulate a system, method, and algorithm of a cooperative 

distributed aggregation of energy storage sources. In a second aspect of embodiments 

described herein, a system, method, and algorithm for a cooperative distributed strategy is 

described for the synchronization of an energy load between entities, via an HVAC unit of 

each entity.

In the first aspect using DESDs, certain control actions and/or dispatch commands 

affect the degradation of a storage battery. Some primary factors that affect the battery 

degradation include a high operational temperature, a high C-rate, extreme State of Charge 

(SoC) levels, and a high Depth of Discharge. See J. Vetter, P. Novak, M. R. Wagner, C. Veit, 

K. C. Moller, J. O. Besenhard, M. Winter, M. Wohlfahrt-Mehrens, C. Vogler, and A. 

Hammouche, “Ageing mechanisms in lithium-ion batteries,” J. Power Sources, vol. 147, no.

1-2,  pp. 269-281, 2005, incorporated herein by reference in its entirety. The capacity 

degradation model proposed in Fortenbacher et al. is used herein because it captures most of 

these capacity-fading factors. See P. Fortenbacher, J. L. Mathieu, and G. Andersson, 

“Modeling, identification, and optimal control of batteries for power system applications,” 

2014 Power Syst. Comput. Conf., pp. 1-7, 2014, incorporated herein by reference in its 

entirety.

The first term of the model in equation (1) accounts for the degradation due to the 

SoC deviation from a nominal SoC where the degradation is minimum. Usually the nominal 

SoC is close to 50%. The other terms in equation (1) account for the degradation due to the 

charging and discharging C-rate with both linear and quadratic components. Equation (1) is a 

convex function that does not add additional complexity to the optimization problem.

9
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In order to consider the capacity degradation into the optimization problem described 

herein, equation (1) is mapped into a battery degradation cost function using the following 

linear value depreciation function. Crepiace is the replacement cost of the battery, Qo is the 

initial capacity, and Qrepiace is the capacity at which the battery is replaced.

s (t) = „ ^(¢) (2)’ " Qs ‘
Since the ISO procures most of its capacity resources in a Day-Ahead Wholesale 

Market, the DR problem is formulated as a 24-hour ahead scheduling problem. One 

objective is to minimize the total operating cost of the entire system (i.e. aggregated 

households) while satisfying constraints over the time horizon T. The operating cost of the 

entire system includes the aggregated daily household energy bill from the utility, the battery 

degradation cost, and the revenue of providing a DR service.

where x = u / e N x, is the set of the decision variables for all the households, and C is the set 

of constraints. Each term in equation (3) is described as:

. Energy Bill is the cost of buying electricity from the local utility. Pbuy,i(t) and 

Psem(t) are the buying and selling prices, respectively.

Battery Degradation Cost is derived based on equation (1) and equation (2).

j(f) = s; ■ (SoCfO — &,·)2
· P^r^XO * (5)

where SoCi(t)=Ei(t)/QT, Qt W the battery capacity, and Et(t) is the energy stored as defined in 

equation (6).

¢6)
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Constraints for the optimization problem can be divided into two categories of local 

constraints and global constraints. The local constraints refer to those that only affect each 

household independently. The global constraints couple variables from each household or 

business entity, preventing the optimization problem from being solved by each entity 

independently.

The set of local constraints Cz = U /e N Ct are:

Power Balance of each Entity. It ensures the power balance in each household 

or business among the grid power (PimpOrt, i and P export, t), battery 

charge/discharge power, uncontrollable demand (Pdem, /), and nondispatchable 

PV generation (Pge„, t).

Energy Limits of the Battery. It ensures that the energy stored in each battery 

is within its capacity limits.

Power Limits of the Battery: It ensures that the charging and discharging 

power is within its safety limits.

Grid Power Limits: To ensure that the import and export power is within the 

local utility limits.

In order to satisfy the DR service that goes from peak-hours ta to 4, the net amount of 

power imported by the households or businesses must be reduced based on the capacity 

commitment offered by the aggregator to the ISO, Pcurtaii(t). As discussed herein, the 
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baseline, Peasei™, t, is the power that would be imported from the power grid by 

household/business z if there was no DR event. For convenience in latter derivations, the 

constant vector p™® (t) is used to express the maximum amount of power that can be drawn 

from the power grid in order to satisfy the DR service. Therefore, for all t e [ta ,thV the 

global constraints are defined as:

where,

In baseline considerations and calculations, the DR provider is paid based on how 

much load it is able to curtail at a given period of time. However, this requires comparing the 

load consumption of a household when there is a DR event with the power a household 

would have consumed if there was no DR event. The latter amount is called the household 

load baseline and each ISO follows its own rule to calculate it. As described herein, the 

baseline for each household is calculated by solving the optimization problem of equation (3) 

without the DR term and considering constraints in equations (8-11), for each household 

independently.

The derivation of a cooperative distributed aggregation algorithm is described herein, 

which is fully distributed and considers each household/business as an independent agent. 

The Dual Decomposition (DD) method is applied first to divide the problem into a set of low- 

dimension sub-problems that can be solved locally by each independent agent. However, 

these sub-problems still depend on some global system variables. To fully distribute the 

algorithm, an Averaging Consensus Network (ACN) is used to estimate the global system 

variables using only local available information.

Fig. 1A is a flowchart illustrating the cooperative distributed aggregation algorithm 

100. In step SI 10, implementation of a dual decomposition in which the original 

optimization problem is reformulated using the Lagrangian Relaxation, and adding the 

coupling constraints g(t)<Q in equation (12) to the objective in equation (3) with the dual 

variables μ(ί).

A dual variable is a variable associated with a dual problem. A convex optimization 

problem can include a minimized function over a variable, referred to as a primal variable. 

The convex optimization problem can be transformed into an equivalent maximization 
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problem over another variable, referred to as a dual variable. The transformation can help to 

derive a distributed optimization problem. For example, the dual variable can represent a 

price to violate a global constraint that fixes the demand response level. The dual variable 

also includes mathematically encrypted global information, which is the same for all 

houses/businesses. Therefore, the new optimization problem becomes:

max | min £(x, /*) | (14)

where,

In step S120, the DD method is applied to derive the following iterative process. See

S. Boyd, L. Xiao, A. Mutapcic, and J. Mattingley, “Notes on Decomposition Methods,” 

Notes, vol. D, no. 2006, pp. 1-36, 2007, incorporated herein by reference in its entirety. First, 

at each iteration k, each household/business z solves, given μ(Ί), the local optimization 

problem:

where,

™ A — P f'H — (1.7)5,- .? ■ Z f f \Λ./ Λί· ' -
K J <

The first term in equation (16) can be considered as the goal of each household to 

optimize its own utility. The second term can be interpreted as the cooperation among 

households to provide a DR service in the aggregated level.

In step S130, the dual variable is updated using the Dual Ascent method:

f/L . . ,
u 14- £?' <—i ¢18)

where,

Σι ; ips.:;.;·: i A ·■ J rpi '■.-Z / 1 ww 'Λ..··

ms

(.19)
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The update rule of equation (18) for pk(t) requires each household/business to know 

all the other household/business power exchanges with the power grid. Therefore, there 

needs to be a central controller or coordinator with access to this information. See S. J. Kim 

and G. B. Giannakis, “Scalable and robust demand response with mixed-integer constraints,” 

IEEE Trans. Smart Grid, vol. 4, no. 4, pp. 2089-2099, 2013; S. Mhanna, A. C. Chapman and 

G. Verbic, “A Distributed Algorithm for Large-Scale Demand Response Aggregation,” IEEE 

Trans. Smart Grid, pp. 1-8, 2015; C. Le Floch, F. Belletti, and S. Moura, “Optimal Charging 

of Electric Vehicles for Load Shaping : a Dual Splitting Framework with Explicit 

Convergence Bounds,” IEEE Trans. Transp. Electrif., vol. 7782, no. c, pp. 1-9, 2016, each 

incorporated herein by reference in its entirety . Thus, this update rule is still subject to the 

drawbacks, such as single-point of failure in the coordinator and disclosure of private 

household information to each other.

In step S140, an Averaging Consensus Network is used to avoid a central coordinator 

and to locally estimate pk(t). See R. Olfati-Saber, J. A. Fax, and R. M. Murray, “Consensus 

and cooperation in networked multi-agent systems,” Proc. IEEE, vol. 95, no. 1, pp. 215-233, 

2007, incorporated herein by reference in its entirety. For example, given for illustrative 

purposes only, each house/business can calculate an optimal battery charge profile and/or an 

optimal HVAC usage profile if the correct values of the dual variables are known. Since this 

is not initially known, an iterative process is followed to determine the dual variables. A 

gradient ascent method can be used to find the dual variables. A gradient ascent method is a 

technique used in optimization problems to find an optimal solution, which is based on the 

gradient. However, in order to calculate the gradient (which is unique for all 

houses/businesses), knowledge is needed about each house/business. To overcome this, an 

approximation of the gradient is based on local information, which uses a consensus network, 

such as an Averaging Consensus Network to create an improved approximation through each 

iteration. Therefore, each house/business can reach a consensus and obtain a closer 

estimation of the dual variables.

Given a connected communication topology among the households/businesses, each 

entity z only needs their neighbors’ estimations to update its local estimation of the dual 

variable, /^(t).

14
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Each house/business performs an update based on equation 20 and 21, then shares 

those values with its immediate neighbor to continue the iterative process until all of the 

houses/businesses reach a consensus for the values in equations 20 and 21. The consensus 

network allows a number of houses/businesses to reach an agreement on a value for the dual 

variable and the gradient by sharing the individual dual variables iteratively with each other. 

Fig. 2A illustrates a convergence of values in equations 20 and 21 when each house/business 

has reached a consensus. Each house/business is updating every iteration until each 

house/business reaches a consensus. In an example, 200 iterations are made to find an 

optimum strategy for a group of houses/businesses in an aggregated distribution system.

Each controller within the houses/businesses are connected through a network 

communication. When each controller performs an iteration, it transmits those values 

through the communication network to its closest neighboring house/business. If the Internet 

is used as the communication network, the data is routed via a protocol, such as TCP 

protocol. Therefore, the algorithm above becomes fully distributed. As used herein, a 

“neighbor” can refer to a single house or business, a single appliance, a community of 

houses/businesses, or a node within a network.

Furthermore, it can be observed that each household/business does not share any 

private power data with its neighbors - only its local estimation of the dual variables. Thus, 

the algorithm also ensures that the household/business private information is preserved. In 

addition, if some agents fail, the DR service can still be provided by the other 

households/businesses after a reconfiguration. Therefore, the described algorithm is also 

robust to single-point-of-failure.

Fig. IB is a flowchart for an exemplary aggregator application 150 of the cooperative 

distributed aggregation algorithm 100, which can be used to provide services to an energy 

grid. In an example given for illustrative purposes only, an aggregator can bid into an ISO 

DR capacity market. When a DR contract is given by the ISO to the aggregator for a set of 

houses or businesses, the houses/businesses determine a consensus by which to optimally 

fulfill the service contract. The power grid does not interfere with the aggregator during the 

iterative consensus process of algorithm 1.
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In step SI55, a demand response (DR) service award is presented to each 

house/business that participates in a selected program. For example, the selected program 

can be the result of an ISO broadcast.

In step SI56, each house/business cooperates and negotiates with each other to 

develop operational procedures needed to fulfill the DR service award. Details include 

operational procedures for each house/business battery, HVAC, etc. device(s).

In step SI57, each distributed house/business reaches a consensus on operational 

procedures for their respective local devices. The control signal is determined by which the 

respective local devices will be operated.

In step SI58, each house/business applies the accepted control signal to each local 

device used under the DR service award. Each house/business can include more than one 

local device, which includes but is not limited to battery storage devices, HVAC units, water 

heaters or water boilers, heat pumps, and electrical heating systems.

Fig. 1C is a flowchart for an exemplary controller application 170 of the cooperative 

distributed aggregation algorithm 100. In step S171, house/business recipient controllers of a 

DR service award are determined. This can be in response to an invitation or offer from an 

ISO to participate as a distributed energy resource.

In step SI72, a controller within each participating house/business initializes its 

variables. The goal of each household is to optimize its own utility. The cooperation among 

households provides a DR service at an aggregated level.

In step SI73, each house/business controller performs its respective update on primal 

variables according to equation 16 and dual variables according to equations 20-21.

In step SI74, each house/business controller shares its respective dual variables with 

its neighbor controllers, via a network communication of connected controllers. After each 

controller performs an iteration, it forwards the data through the communication network to 

respective neighboring controllers.

In step S175, it is determined whether a consensus of neighboring controllers within 

the distributed aggregation has been reached. If a consensus has not been reached (a “NO” 

decision in step S175), it is determined whether each affected house/business controller has 

received data from its respective neighboring controllers in step SI76. If some data has not 

been received (a “NO” decision in step SI76), the process holds until data has been received 

from all applicable neighboring controllers. If all data has been received (a “YES” decision 

in step SI76), the process returns to step SI73.
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If a consensus has been reached in step S175 (a “YES” decision in step S175), the 

process proceeds to step SI77. In step SI77, each house/business controller transmits the 

control signal to its respective local device(s). When a consensus has been reached amongst 

the houses/business, the respective controllers set the control signal for each local device(s). 

For example, the battery controller can determine how much battery power to discharge or 

charge at a given moment. In another example, the HVAC controller can determine a 

thermostat temperature setpoint in order to minimize the energy cost and/or discomfort.

From a perspective of the energy grid, the grid only sees one aggregated system of N 

houses/businesses fulfilling an agreed-upon service. From each house/business perspective, 

each house/business collaborates with other houses/businesses without the need of a 

centralized controller. The houses/businesses can provide the energy measuring data to the 

ISO via a selected house/business. The house/business can be selected based upon 

parameters, such as the house/business with better communication capability, the 

house/business closest to a substation, or the house/business having the best previous DR 

performance score. However, other parameters are contemplated by embodiments described 

herein. If the controller is implemented in a cloud datacenter, the energy device of each 

house/business has a connection to the cloud datacenter through the Internet.

Numerical simulations are given herein to demonstrate the effectiveness of the 

algorithm introduced above. The algorithm is applied to a 200-household aggregation case, 

where the convergence of the algorithm to the global optimum is validated. A cost-benefit 

analysis is presented to show the economic benefit of providing DR services, for both the 

entire system as well as for each individual household/business. The scalability of this 

algorithm was studied in terms of computational burden.

Simulation parameters for each household/business entity are listed in Table I. As 

described herein, the sell-back-to-grid price is considered to be zero. Regarding the DR 

service, the event goes from 4 PM to 8 PM, and the ISO pays 2$/kW of curtailed load in a 

day with a DR event. Despite the total system capacity is n™ax, . · n , each battery alsoJ 1 j l j r diSCh. arg e,i J

has to support the local demand. Therefore, the DR capacity provided by the aggregated 

system to the power grid is set to 20% of the total capacity.

17
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TABLE 1 HOUSEHOLD PARAMETERS

Energy Storage Utility Tariff

- Fewer Max3.3 kW
- Capacity: 5.4 kW
- Efficiency: 93 %
- SoC: 10 % - 9G %

Degs’adatios:
-
- 4=0.45 
-^=4=0.04
- <?<=£=()

Time-of-Use:
- Peak: 4pm - 9pm
35 ‘

.2.5 eS/kWh.
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The convergence to the global optimum of the algorithm for a 200-household 

aggregation case is illustrated in Figs. 2A-2B. Fig. 2A is a graph illustrating the convergence 

of the objective function to the global optimal value. Fig. 2B is a graph illustrating the 

convergence of each local estimation of the dual variable, (t), to the actual global value.

A representative household operation shown in Figs. 3A-3D illustrates how 

oneindividual household behaves. Fig. 3 A is a graph illustrating the load and the PV 

generation forecast for the household/business. Figs. 3B-3D are graphs illustrating the 

comparison between the baseline for that household/business and the actual operation in a 

day with a DR event. Fig. 3B is a graph illustrating the battery dispatch schedule. Fig. 3C is 

a graph illustrating the SoC of the battery. These graphs illustrate how the battery is mostly 

discharged during the DR period (4 to 8 pm) and also, the higher amount of energy 

throughput of the battery in the DR case compared with the baseline. As shown in Table II 

below, this induces more degradation in the battery, but the extra cost is appropriately 

compensated by the ISO. Fig. 3D is a graph illustrating the power exchange with the grid. It 

can be observed that in the DR scenario, the battery is injecting power to the power grid.

A cost-benefit analysis comparing with and without DR participation is presented 

herein. A cost, such as an operational cost or a degradation cost can be expressed as a 

general optimization parameter, which takes technical functioning parameters, such as 

degradation, power or current flow, etc. into account. A revenue can be defined as a negative 

cost in a similar manner. The total system costs for both cases are shown in Table II.

TABLE S 20Q-HOUSEHOLD SYSTEM COST

Cost Without DR
Paitiapation

With DR
Paiticipatien

Utility Bill S1322.S4 $13 35.5 7
Degradation Cost $111.69
Capacity Payment SQ.W -$264.05
Total O390.3S $1184.17

Despite the operational cost increases when the system participates in the DR 

program, the benefit associated with the participation makes its total cost lower, as illustrated 
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in Table II. To demonstrate the benefit for each individual household/business for 

participating in the aggregation, the total DR capacity payment is divided among the 

households/businesses in a proportional manner, depending on the amount of load curtailed 

by each household/business. The individual household/business benefit is defined as the 

difference between the cost during a DR event and a normal day.

Fig. 4A is a boxplot illustrating the distribution of the economic benefit for each 

household/business. Fig. 4B is a histogram illustrating the distribution of the economic 

benefit for each household/business. Figs. 4A and 4B illustrate that both household/business 

entities get some benefit by participating in the DR program.

A computation performance comparison is presented in Table III to demonstrate how 

the proposed algorithm outperforms other centralized approaches in terms of scalability. The 

first centralized approach directly solves equation (3-11) while the second centralized 

approach solves the problem using the decomposition technique in equation (16-19). For the 

proposed distributed algorithm, a fully connected mesh network is selected as the 

communication topology for this study. The algorithm is considered to be converged when 

the constraint violation error for (12) is lower than 6=0.5.

All the simulations were performed using a PC with a CORE® processor from Intel 

Corporation of America @ 3.40 GHz processor, and 16.0 GB of RAM. MATLAB® was 

used as the simulation environment. The YALMIP® Toolbox was used to code the 

optimization problems, and CPLEX® was used as the optimization solver.

TABLE III. Algorithm Scalability

Dist
Ap;

iibuted 
jroach

Centralized
Approach I

Centralized
Approach II

Households Iter. Time(s) Time (s) Iter. Time (s)
50 104 1.6 1.4 80 128

250 15'2 2.4 34.8 83 332

500 301 4. 8 3,562.6 85 6 SO

750 439 7.0 - 84 LOOS

1 ODO 569 9.1 - 84 1344

The distributed algorithm described herein for day-ahead scheduling of a large fleet of 

DESDs to provide DR during peak hours to the power grid has several advantages. It enables 

a small-sized DESD to participate in a major power grid environment, such as the Wholesale 

Markets through aggregation to create new revenue streams for the DESD owners. The 
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algorithm also takes into account how the batteries degrade to maximize their life-span. In 

addition, the algorithm achieves a global optimal solution without a centralized coordinator. 

It is also scalable to a large number of household/business entities, it is robust against a 

single-point-of-failure, and it preserves individual household/business information.

In the second aspect, a system, method, and algorithm for a cooperative distributed 

strategy are described for the synchronization of an energy load between entities, via an 

HVAC unit of each entity. An optimization of the second aspect is formulated to decide a 

temperature set point at each moment for each household/business entity’s thermostat in 

order to fulfill a DR commitment. The problem is formulated as a multi-objective 

optimization problem, considering the tradeoff between an energy bill (related to the energy 

consumption) and the occupants’ comfort inside the household/business.

An objective is to minimize the weighted sum of the energy bill and the discomfort as 

follows. For simplicity, the HVAC unit is considered to work in the cooling mode. 

Expanding the algorithm to work in the heating mode can be accomplished by modifying 

some terms in the formulation.

min^i -Jbiu + W2 -Jdiscomfort)

T

t=l iEN
T

Jbill — ‘ At · PhvAC,i ' Xcool,i

Jdiscomfort ~

t=l i£N

j,sp,DR _ j, SP,baseline

Jdiscomfort penalizes modifying the temperature set point during a DR event (j.sp’DR^ 

with respect to a typical temperature set point that would have occurred on a normal day 
^pSP,baseline^

y is the set of decision variables

y = {xcooi,iCO^fP'DRCt)^Tiin(t),S(t),D(t),z(t)]

Fig. 5 is a flowchart of an algorithm 500 to determine an operational status profile of 

temperature set points for each thermostat to fulfill the DR commitment. A set of constraints 

can be classified into a set of local constraints and a set of global constraints. The local 

constraints refer to those that only affect each household/business independently. The global 

constraints couple variables from each household/business, preventing the optimization 

problem from being solved by each household/business independently.
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In step S510, the set of local constraints, Uje/v Q, are set. The following models can 

be used.

• Thermal model. It calculates the evolution of the temperature inside each 

household/business.
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At / At \ / At \
+ 1) = e R.c- + R.cj . T?ut(t) + Q - R - [1 - e R.cj · xcooU(t)

• Dead-band Control Model for HVAC

1. Transition variables:

Xcooi.dt) = xcooi't(t - 1) + 5(t) - W)
5(t) = {0,1}
D(t) = {0,1}

5(t): indicates the transition of the HVAC from Off to On.

D(t): indicates the transition of the HVAC from On to Off.

2.

3.

4.

5.

Force AC to turn on after the temperature is above a limit:

(AT \Tsp,DR +

Force AC to not turn on until the temperature is above the limit:

(AT \Tsp,DR + > M ■ (S(t) - 1)

Force AC to turn off after the temperature is below the limit:

(AT \Tsp,DR-----<M-(1- D(t))

Force AC to not turn off until the temperature is below the limit:

(AT \
Tsp'DR-----> —M ■ D(t)2 )

The dead-band control of an HVAC unit is formulated as the following non-linear 

expression.

-AooZ,i(f) <

Xrooi.iCt -1). V'D8(t) - ίφί < 7ύ(0 < τ

0, T{n(t) < TLsp'DR(t)

i, Tinyt)>T.p'DR(t)+^^

sp,DR ,--. &Tdhii
i t J 2

The HVAC only changes its state, xCOoi,i(t\ when the temperature inside the 

household/business goes above or below the high and low limits, respectively. These limits 

are set by the Dead-band (ATclband the temperature set point (7}sp,DR(t)).

However, this “if-then” formulation cannot be included into a Mixed-Integer Linear 

Program because of the non-linearity of the expressions. Therefore, the previous expression 

is transformed into the following set of MILP constraints.
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o First Transformation:

The previous model is decomposed into one equality constraint and two “if-then”

simpler models by introducing two new binary variables:

xCooi,i(t) = xCooi,i(t -l)+5(t)- W) 
5(t) = {0,1} 
D(t) = {0,1}

5 5(t): will be 1 in the transition of the HVAC from Off to On.

D(t): will be 1 in the transition of the HVAC from On to Off.

(AT '
Tsp.DR^+

otherwise
AT ■

I Ί yin/'j-A I Tsp,DR db,i
D(t) = j1’ W C V* W 2 

otherwise

0,

0,

However, the simpler model is still an “if-then” model and needs further

transformations.

5(t) =

10 o Second Transformation:

The simpler model is transformed

(AT \ 
7}sp'DR(t) + —j

0, otherwise
into the following two constraints using the Big-M approach: 

o Force S(t) = 1 when Τ/η(ί) > (7}sp’DR(t) +

(AT \Tsp,DR + < M . S(t)

o Force S(t) = 0 when Τ/η(ί) < (7}sp’DR(t) +

(AT \ Tsp,DR + > M ■ (S(t) - 1)
15

o Third Transformation:

The previous model is further transformed

(/ AT \
Ί yin/j-A I Tsp,DRr.y db,i\
i, it W s (t) 2 j

0, otherwise
into the following two constraints using the Big-M approach:

o Force £)(0 = 1 when Τ/η(ί) < (7}sp’DR(t) -
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ο
(Ar \Tsp,DR--------> _M .

Force D(t) = 0 when Τ/η(ί) > (T}sp’DR(t) -

(AT \
Tsp,DR--------< M · (1 - D(t))

The set of local constraints, UieW G> continue as:

• Avoid continuous change on HVAC temperature set point.

7)sp'DR(t) - T^tt - 1) < M · z(t)
7)sp'DR(t) - ΤιΡ’ΟΚ(ΐ - 1) > —M · z(t) 

t_TSP
Z(t) < 1

s-ί
40 = {0,1}
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Establish temperature set point limits.
rpSp < TSP,DR( . < rpSp

HVAC On/Off status.

Xcool.iit) = {0,1}
In step S520, the set of global constraints is set to reduce the total load and satisfy the

DR commitment.

/ t PhVAC,i * — / ( P Baseline,i) Curtail^)

ieN ieN

The problem formulated for N houses is divided into N sub-problems (one per 

household/business) using the Lagrange Relaxation approach. The global constraint 

described herein is included with the objective of each individual problem. The problem can 

be solved using the iterative Dual Ascent method.

In step S530, the household/business attempt to minimize a utility bill and a 

discomfort in an iterative manner when a new /zfc(t) is received for each household sub­

problem.

T Jdis cornfort, i + Jaggregation, i)
Vi

T

' At · Phvac.i ' xcool,i(t)^

t=l
T

τ _  \ ' fTsp,DR,.s rr, S P,base line f.sX2
J discomfort, i ~ / , i UJ i UJ J

t=l
, _ ΣίΕΝPBaseline,i(l) PCurtail(P)

J aggregation,i ~ M W ' I ‘HVAC, i ’ xcool,iGJ ~
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Each household i is subject to the same local constraints Cj as previously described.

For a dual variable update, the baseline profile minus the power that needs to be 

reduced is defined.
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3^(0 = Base line, ί(θ) “ Pcurtail (0
ieN

The dual variable is updated with the following rule:

//k+1(t) = max^uk(t) + ak ·& (xfc^fc(t)), Oj 

Ao) = Σ ■ χ„Λ1ω) -
ieN

A consensus network is used to update the dual variables to avoid a central 

coordinator in a fully distributed approach. In step S540, each node (household/business) 

updates its local estimation of the dual variables and shares the results with their immediate 

neighbors.

= fif(t) + wij (flfa) - fik(tf) + ak ■ ΔΡΪ(ΐ)
jtNi

£Pk+1(t) = £Pk(t) + Σ WU - £Pk(t)) + APik+1(t) - Δ^(ί) 
jtNi

where

APi (t) — PimportjCt) ^export^t)

pmaxf+x 
rimp \LJ

N

The following numerical simulations were conducted to demonstrate the effectiveness 

of embodiments described herein. There was an aggregation of thirty households with the 

following considerations.

• Data used for simulations belong to Austin, TX households downloaded from 

.PecanStreet.org

• July 11, 2015 was considered as the DR event day since it was the day with 

the highest load in July, 2015.

• Parameters for the thermal model of each household/business were identified 

based on historical HVAC load and its correlation with the temperature outdoors.

• Utility Tariff (Summer Day and Time-of-Use):

o Peak (from 3:00 pm to 8:00 pm): 28.60/kWh

o Off-peak (the rest of the day) :21.1 jzi/kWh

o Non-Bypassable-Charges (NBC): 2.50/kWh

24
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• Baseline Calculation:

o The baseline was calculated using the ten days before the DR event, 

excluding weekends and holidays.

• Two Different DR services were considered:

o DR Event I:

□ Power Bid: 9 kW

□ DR Period: 4:00 pm - 8:00 pm

□ DR Compensation: 1 $/kWh

o DR Event IE

□ Power Bid: 3 kW

□ DR Period: 4:00 pm - 8:00 pm

□ DR Compensation: 1 $/kWh

The economic results for the entire system of thirty households/businesses are 

illustrated in Table IV. A comparison was made between no DR event and the two DR 

events described above. The DR Event I reduced the power consumption of the HVAC 9 kW 

for 4 hours, while the DR Event II reduced the HVAC load only 3 kW for 4 hours. 

Therefore, the revenue for the system increased in DR Event I due to providing a large load 

reduction, while the thermal discomfort increased for both the DR Event I and the DR Event

II.

Table IV. Event Comparison

Cost Type DR Event I DR Event II No DR Event

Energy Bill ($) $310.03 $317.20 $326.58

DR Capacity Revenue ($) -$36.00 -$12.00 $0.00

Total System Cost ($) $274.03 $305.20 $326.58

Discomfort (°C.h) 407.39 323.48 234.87

The graphs of Fig. 6 and Fig. 7 illustrate the behavior of the cooperative distributed 

system described herein. Fig. 6 is a graph illustrating the temperature inside (i.e. indoors) the 

household/business compared with the temperature outside (i.e. outdoors) the 

household/business for thirty households/businesses (considered the same for all the 

households/businesses). In the graph of Fig. 6, it is observed that the temperature inside the 

house/business specifically increases during the DR period in order to reduce the power 
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consumption. Fig. 7 is a graph illustrating the aggregated power consumption of all HVAC 

units for thirty households/businesses. Fig. 7 also illustrates how the DR commitment is met 

from 4 pm to 8 pm.

Fig. 8A is a block diagram illustrating an aggregated distribution system 800 used 

with embodiments described herein. An HVAC controller 810 is connected to a thermostat 

811, which is connected to and configured to set the temperature setpoint for the thermostat 

811 of the HVAC unit 812. The HVAC controller 810 is configured with circuitry to execute 

the steps of algorithm 500.

Fig. 8A also illustrates a battery controller 820. The battery controller 820 is 

connected to a sensor(s) 821, such as a charge and/or power sensor, which is connected to 

and configured to control a battery 822. The battery controller 820 is configured with 

circuitry to execute the steps of algorithm 100.

Fig. 8A illustrates an HVAC controller 810 and associated HVAC unit 812, and a 

battery controller 820 and associated battery unit 822. However, Unit 1 805 can include 

either HVAC controller 810 and HVAC unit 812, or the battery controller 820 and battery 

unit 822. Other thermostatically-controlled appliances (TCAs) illustrated in Unit 1 805, 

include a water heater/boiler 870, a heat pump 880, and an electrical heating system 890. 

Each of the water heater/boiler 870, the heat pump 880, and the electrical heating system 890 

would have a respective controller and a control mechanism. However, these have been 

omitted so as to simplify the aggregated distribution system 800.

A controller, such as HVAC controller 810, battery controller 820, a water heater 

controller, a water boiler controller, a heat pump controller, or an electrical heating system 

controller can be referred to as a Home Energy Management System (HEMS) controller.

The controller can also be a local microcontroller or a Digital Signal Processor (DSP), 

which includes processing circuitry configured to execute one or more algorithms described 

herein, such as algorithm 100 and algorithm 500. The controller is configured to 

communicate with other controllers within the aggregated distribution system via a 

communication network. In a cloud-computing environment, controlling software runs 

within the cloud data center. Control commands are transmitted through the Internet to each 

controller within the respective houses/businesses.

Fig. 8A also illustrates an aggregated data management engine 830. Aggregated data 

management engine 830 has processing circuitry configured to retrieve the HVAC energy 

usage profile from the HVAC controller, and retrieve the battery energy usage profile from 

the battery controller.
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Fig. 8A also illustrates a distribution engine 840. Distribution engine 840 has 

processing circuitry configured to forward the HVAC and battery dual variables to a first 

neighboring unit of the aggregated distribution system, via a communications network; 

receive the HVAC and battery dual variables from one or more neighboring units of the 

aggregated distribution system via the communications network; update the HVAC energy 

usage profile with the HVAC dual variables; and update the battery energy usage profile with 

the battery dual variables.

The HVAC controller 810, thermostat 811, HVAC 812, battery controller 820, 

sensor(s) 821, battery 822, and aggregated engine center 845 are positioned within Unit 1 

805. Unit 1 can be defined as a contained physical structure, such as a house, business, 

commercial building, or other physically-contained structure.

Fig. 8A illustrates the aggregated data management engine 830 and the distribution 

engine 840 as two separate entities. However, the aggregated data management engine 830 

and the distribution engine 840 could be combined into one physical structure or as a 

plurality of physical structures working in parallel. In addition, one or both of the HVAC 

controller 810 and the battery controller 820 can be combined into a single structure with the 

aggregated data management engine 830 and the distribution engine 840.

Fig. 8A also illustrates a network 850. In one embodiment, network 850 is an 

Averaging Consensus Network. Network 850 is connected to a plurality of other 

household/business units 860, which are part of the aggregated distribution system 800. Each 

of Unit 2, Unit 3, etc. includes the same features as Unit 1 805.

Fig. 8B is a block diagram illustrating a generic schematic of aggregated distribution 

system 800. In Fig. 8B, the data management engine 830 and the distribution engine 840 of 

Fig. 8A have been combined into a single structure as the aggregated engine center 845 of 

Unit 1 805. One or more TCAs and/or batteries 855 are also represented, which can include 

but are not limited to HVAC 812, battery 822, water heater/boiler 870, heat pump 880 and/or 

electrical heating system 890. Network 850 interconnects Unit 1 805 with one or more other 

units 860 within the aggregated distribution system 800.

In one implementation, the functions and processes of the aggregated distribution 

system 800 can be implemented in part by a computer 900 illustrated in Fig. 9. In particular, 

the HVAC controller 810, the battery controller 820, the data management engine 830 and/or 

the distribution engine 840 can be implemented by the computer 900, either separately or 

together as one or more units.
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Fig. 9 illustrates a hardware description of the computer 900 according to exemplary 

embodiments. In Fig. 9, the computer 900 includes a CPU 901 which performs the processes 

described herein. The process data and instructions may be stored in memory 902. These 

processes and instructions may also be stored on a storage medium disk 904 such as a hard 

drive (HDD) or portable storage medium or may be stored remotely. Further, the claimed 

advancements are not limited by the form of the computer-readable media on which the 

instructions of the inventive process are stored. For example, the instructions may be stored 

on CDs, DVDs, in FLASH memory, RAM, ROM, PROM, EPROM, EEPROM, hard disk or 

any other information processing device with which the computer 900 communicates, such as 

a server or computer.

Further, the claimed advancements may be provided as a utility application, 

background daemon, or component of an operating system, or combination thereof, executing 

in conjunction with CPU 901 and an operating system such as MICROSOFT® 

WINDOWS®, UNIX®, ORACLE® SOLARIS®, LINUX®, APPLE MACOS® and other 

systems known to those skilled in the art.

In order to achieve the computer 900, the hardware elements may be realized by 

various circuitry elements, known to those skilled in the art. For example, CPU 901 may be a 

Xenon® or Core® processor from Intel Corporation of America or an Opteron® processor 

from AMD of America, or may be other processor types that would be recognized by one of 

ordinary skill in the art. Alternatively, the CPU 901 may be implemented on an FPGA, 

ASIC, PLD or using discrete logic circuits, as one of ordinary skill in the art would 

recognize. Further, CPU 901 may be implemented as multiple processors cooperatively 

working in parallel to perform the instructions of the inventive processes described above.

The computer 900 in Fig. 9 also includes a network controller 906, such as an Intel 

Ethernet PRO network interface card from Intel Corporation of America, for interfacing with 

network 850, such as the network 850 in Fig. 8. As can be appreciated, the network 850 can 

be a public network, such as the Internet, or a private network such as LAN or WAN 

network, or any combination thereof and can also include PSTN or ISDN sub-networks. The 

network 850 can also be wired, such as an Ethernet network, or can be wireless such as a 

cellular network including EDGE, 3G and 4G wireless cellular systems. The wireless 

network can also be WiFi®, Bluetooth®, or any other wireless form of communication that is 

known.

The computer 900 further includes a display controller 908, such as a NVIDIA® 

GeForce® GTX or Quadro® graphics adaptor from NVIDIA Corporation of America for 
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interfacing with display 910, such as a Hewlett Packard® HPL2445w LCD monitor. A 

general purpose I/O interface 912 interfaces with a keyboard and/or mouse 914 as well as an 

optional touch screen panel 916 on or separate from display 910. General purpose VO 

interface 912 also connects to a variety of peripherals 918 including printers and scanners, 

such as an OfficeJet® or DeskJet® from Hewlett Packard.

The general purpose storage controller 920 connects the storage medium disk 904 

with communication bus 922, which may be an ISA, EISA, VESA, PCI, or similar, for 

interconnecting all of the components of the computer 900. A description of the general 

features and functionality of the display 910, keyboard and/or mouse 914, as well as the 

display controller 908, storage controller 920, network controller 906, and general purpose 

I/O interface 912 is omitted herein for brevity as these features are known.

Fig. 9 includes a charge sensor 821, such as the Unit 1 sensor 821 connected to the 

Unit 1 battery 822 in Fig. 8. Fig. 9 also includes a thermostat 811, such as the Unit 1 

thermostat 811 connected to the Unit 1 HVAC 812 in Fig. 8. A number of implementations 

have been described. Nevertheless, it will be understood that various modifications may be 

made without departing from the spirit and scope of this disclosure. For example, preferable 

results may be achieved if the steps of the disclosed techniques were performed in a different 

sequence, if components in the disclosed systems were combined in a different manner, or if 

the components were replaced or supplemented by other components.

The functions, processes, and algorithms described herein may be performed in 

hardware or software executed by hardware, including computer processors and/or 

programmable circuits configured to execute program code and/or computer instructions to 

execute the functions, processes, and algorithms described herein. Additionally, an 

implementation may be performed on modules or hardware not identical to those described. 

Accordingly, other implementations are within the scope that may be claimed. 

Embodiments described herein can be implemented in conjunction with one or more of the 

devices described above with reference to Fig. 9. Embodiments are a combination of 

hardware and software, and processing circuitry by which the software is implemented.

Fig. 10 is a flowchart for a first method 1000 of improving energy resource 

distribution. In step 1010, a utility operating cost is determined for an aggregated cluster of 

entities within a power grid. In one embodiment, the aggregated cluster of entities includes 

an aggregated cluster of individual households or an aggregated cluster of individual 

businesses.
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In step 1020, an energy storage degradation cost of respective energy storage devices 

used by the aggregated cluster of entities is calculated. The energy storage degradation cost 

includes one or more local constraints of each energy storage device of the energy storage 

devices and one or more global constraints for a combination of the energy storage devices.

In step 1030, a revenue earned for the aggregated cluster of entities is calculated by 

providing energy from the energy storage devices to the power grid. In one embodiment, the 

energy storage devices include one or more batteries.

In step 1040, a combined operating cost for the aggregated cluster of entities is 

determined from a sum of the utility operating cost and the calculated energy storage 

degradation cost minus the calculated revenue earned. Stated mathematically, operating cost 

= (utility operating cost) + (calculated energy storage degradation cost) - (calculated revenue 

earned).

In step 1050, the one or more global constraints and respective dual variables is 

combined with the determined combined operating cost for each entity of the aggregated 

cluster of entities.

In step 1060, the dual variables for each entity of the aggregated cluster of entities are 

updated. In one embodiment, a Dual Decomposition method can be applied to derive an 

iteration of said each entity of the aggregated cluster of entities to calculate a local estimation 

of a net energy exchange.

In step 1070, the updated dual variables of said each entity of the aggregated cluster 

of entities is forwarded to one or more respective neighboring entities within the aggregated 

cluster of entities.

In step 1080, an improved local estimate of the dual variables for said each entity of 

the aggregated cluster of entities is calculated from local estimates of the dual variables from 

the one or more respective neighboring entities.

In step 1090, energy resource distribution is improved by executing the improved 

local estimate of the dual variables for said each entity of the aggregated cluster of entities 

within the power grid. The improving energy resource distribution reallocates available 

energy among the aggregated cluster of entities to reduce a load within the power grid.

Fig. 11 is a flowchart for a second method 1100 of improving energy resource 

distribution. In step 1110, one or more local constraints are set in fulfilling an energy 

demand response commitment to a power grid that affects each entity of an aggregated 

cluster of entities individually.
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In step 1120, one or more global constraints are set in fulfilling the energy demand 

response commitment that affects the aggregated cluster of entities. The one or more global 

constraints affect the aggregated cluster of entities as a combined group.

In step 1130, a weighted sum of a utility charge is calculated for said each entity of 

the aggregated cluster of entities subject to the one or more local constraints. In one 

embodiment, the one or more local constraints can include one or more of a thermal model, a 

dead-band control model, avoiding a continuous change in temperature set points, a set of 

temperature set point limits, and an on/off status of a thermostatically-controlled appliance 

(TCA).

In step 1140, a weighted sum of a penalty for modifying a temperature set point 

during the energy demand response commitment is calculated for said each entity of the 

aggregated cluster of entities subject to the one or more local constraints. In one 

embodiment, setting the one or more local constraints and said setting the one or more global 

constraints are achieved via controlling an HVAC unit for said each entity of the aggregated 

cluster of entities.

In step 1150, a weighted aggregation of an amount of imported power reduced by an 

amount of capacity commitment power during the energy demand response commitment is 

calculated for said each entity of the aggregated cluster of entities subject to the one or more 

global constraints. In one embodiment, setting the one or more local constraints and said 

setting the one or more global constraints are implemented via the HVAC unit for said each 

entity of the aggregated cluster of entities for one of a heating mode and a cooling mode.

In step 1160, a local estimation of dual variables is updated for said each entity of the 

aggregated cluster of entities. The dual variables are a function of the calculated weighted 

aggregation.

In step 1170, the updated local estimation of the dual variables is forwarded for said 

each entity of the aggregated cluster of entities to one or more respective neighboring entities 

within the aggregated cluster of entities. In one embodiment, the aggregated cluster of 

entities includes an aggregated cluster of individual households or an aggregated cluster of 

individual businesses.

In step 1180, an improved local estimation of the dual variables is calculated for said 

each entity of the aggregated cluster of entities from local estimations of the one or more 

respective neighboring entities. The calculating is executed via an averaging consensus 

network.
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In step 1190, energy resource distribution is improved by executing the improved 

local estimation of the dual variables for said each entity of the aggregated cluster of entities 

with the power grid. The improving energy resource distribution reallocates available energy 

among the aggregated cluster of entities to reduce a load within the power grid.

Embodiments described herein for a cooperative distributed energy scheduling 

algorithm allow an aggregated cluster of households or businesses to use their individual 

energy storage devices to cooperatively provide a demand response service to the power grid. 

In addition, the individual loads of each household or business can be met, while still 

reducing household or business operational costs.

Some conventional systems and methods provide a centralized model or architecture. 

However, this provides an avenue for only large entities. Other systems and methods model 

the uncertainties in an aggregated HVAC load using a state queueing model. However, there 

is no controlling of the HVAC. Another HVAC load control strategy follows a targeted load 

curve, but it is based on a centralized multi-objective system model.

Embodiments described herein provide several advantages including a minimization 

of global system operating costs, while also providing the demand response service required 

by an ISO. In addition, a fully distributed approach is provided with a global optimum 

solution in which the algorithm runs locally in each home energy management system. By 

cooperation with neighboring households, it is able to schedule operation of a storage energy 

device in an optimum manner for each household.

A scalable solution is provided by dividing the computational burden across each 

household controller; therefore, only local communication is needed. The remaining useful 

life of the energy storage device is maximized, privacy is protected since individual 

household information is not disclosed, and the system is robust to a single point-of-failure.

A number of implementations have been described. Nevertheless, it will be 

understood that various modifications may be made without departing from the spirit and 

scope of this disclosure. For example, preferable results may be achieved if the steps of the 

disclosed techniques were performed in a different sequence, if components in the disclosed 

systems were combined in a different manner, or if the components were replaced or 

supplemented by other components. The functions, processes, and algorithms described 

herein may be performed in hardware or software executed by hardware, including computer 

processors and/or programmable circuits configured to execute program code and/or 

computer instructions to execute the functions, processes, and algorithms described herein. 

Additionally, an implementation may be performed on modules or hardware not identical to 
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those described. Accordingly, other implementations are within the scope that may be 

claimed.

The foregoing discussion describes merely exemplary embodiments of the present 

disclosure. As will be understood by those skilled in the art, the present disclosure may be

5 embodied in other specific forms without departing from the spirit or essential characteristics 

thereof. Accordingly, the disclosure is intended to be illustrative, but not limiting of the 

scope of the disclosure, as well as the claims. The disclosure, including any readily 

discernible variants of the teachings herein, defines in part, the scope of the foregoing claim 

terminology such that no inventive subject matter is dedicated to the public.

10
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CLAIMS

1. A method of improving energy resource distribution, comprising: 

determining a utility operating cost for an aggregated cluster of entities within a

power grid;

calculating an energy storage degradation cost of respective energy storage devices 

used by the aggregated cluster of entities, wherein the energy storage degradation cost 

includes one or more local constraints of each energy storage device of the energy storage 

devices and one or more global constraints for a combination of the energy storage devices;

calculating a revenue earned for the aggregated cluster of entities by providing energy 

from the energy storage devices to the power grid;

determining a combined operating cost for the aggregated cluster of entities from a 

sum of the utility operating cost and the calculated energy storage degradation cost minus the 

calculated revenue earned;

combining the one or more global constraints and respective dual variables with the 

determined combined operating cost for each entity of the aggregated cluster of entities;

updating the dual variables for each entity of the aggregated cluster of entities; 

forwarding the updated dual variables of said each entity of the aggregated cluster of 

entities to one or more respective neighboring entities within the aggregated cluster of 

entities;

calculating, via an averaging consensus network, an improved local estimate of the 

dual variables for said each entity of the aggregated cluster of entities from local estimates of 

the dual variables from the one or more respective neighboring entities; and

improving energy resource distribution by executing the improved local estimate of 

the dual variables for said each entity of the aggregated cluster of entities within the power 

grid, wherein the improving energy resource distribution reallocates available energy among 

the aggregated cluster of entities to reduce a load within the power grid.

2. The method of claim 1, wherein the one or more local constraints include one 

or more of energy limits of the energy storage devices, power limits of the energy storage 

devices, and power limits of the power grid.

3. The method of claim 1, wherein the energy storage devices include one or 

more batteries.
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4. The method of claim 1, further comprising:

applying a Dual Decomposition method to derive an iteration of said each entity of 

the aggregated cluster of entities to calculate a local estimation of a net energy exchange.

5. The method of claim 1, wherein the aggregated cluster of entities includes an 

aggregated cluster of individual households or an aggregated cluster of individual businesses.

6. A method of improving energy resource distribution, comprising:

setting one or more local constraints in fulfilling an energy demand response 

commitment to a power grid that affects each entity of an aggregated cluster of entities 

individually;

setting one or more global constraints in fulfilling the energy demand response 

commitment that affects the aggregated cluster of entities, wherein the one or more global 

constraints affect the aggregated cluster of entities as a combined group;

calculating a weighted sum of a utility charge for said each entity of the aggregated 

cluster of entities subject to the one or more local constraints;

calculating a weighted sum of a penalty for modifying a temperature set point during 

the energy demand response commitment for said each entity of the aggregated cluster of 

entities subject to the one or more local constraints;

calculating a weighted aggregation of an amount of imported power reduced by an 

amount of capacity commitment power during the energy demand response commitment for 

said each entity of the aggregated cluster of entities subject to the one or more global 

constraints;

updating a local estimation of dual variables for said each entity of the aggregated 

cluster of entities, wherein the dual variables are a function of the calculated weighted 

aggregation;

forwarding the updated local estimation of the dual variables for said each entity of 

the aggregated cluster of entities to one or more respective neighboring entities within the 

aggregated cluster of entities;

calculating, via an averaging consensus network, an improved local estimation of the 

dual variables for said each entity of the aggregated cluster of entities from local estimations 

of the one or more respective neighboring entities; and

improving energy resource distribution by executing the improved local estimation of 

the dual variables for said each entity of the aggregated cluster of entities with the power grid, 
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wherein the improving energy resource distribution reallocates available energy among the 

aggregated cluster of entities to reduce a load within the power grid.

7. The method of claim 6, wherein the one or more local constraints include one 

or more of a thermal model, a dead-band control model, avoiding a continuous change in 

temperature set points, a set of temperature set point limits, and an on/off status of a 

thermostatically-controlled appliance (TCA).

8. The method of claim 7, wherein the TCA includes one or more of a heating 

ventilation and air conditioning (HVAC) unit, a water heater, a water boiler, a heat pump, and 

an electrical heating system.

9. The method of claim 6, wherein the one or more global constraints include a 

difference between a first amount of energy used during a non-energy demand response 

commitment and a second amount of energy used during an energy demand response 

commitment.

10. The method of claim 6, wherein the aggregated cluster of entities includes an 

aggregated cluster of individual households or an aggregated cluster of individual businesses.

11. The method of claim 6, wherein said setting the one or more local constraints 

and said setting the one or more global constraints are achieved via controlling a heating 

ventilation and air conditioning (HVAC) unit for said each entity of the aggregated cluster of 

entities.

12. The method of claim 11, wherein said setting the one or more local constraints 

and said setting the one or more global constraints are implemented via the HVAC unit for 

said each entity of the aggregated cluster of entities for one of a heating mode and a cooling 

mode.

13. An aggregated distribution system, comprising:

a heating ventilation and air conditioning (HVAC) controller configured to retrieve an 

HVAC energy usage profile;

a battery controller configured to retrieve a battery energy usage profile;
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an aggregated data management engine having processing circuitry configured to 

retrieve the HVAC energy usage profile from the HVAC controller , and 

retrieve the battery energy usage profile from the battery controller;

a distribution engine having processing circuitry configured to

forward a first set of HVAC dual variables and forward a first set of battery 

dual variables to a first neighboring unit of the aggregated distribution system, via a 

communications network,

receive one or more additional sets of HVAC dual variables and one or more 

additional sets of battery dual variables from one or more neighboring units of the 

aggregated distribution system via the communications network,

update the HVAC energy usage profile with the one or more additional sets of 

HVAC dual variables, and

update the battery energy usage profile with the one or more additional sets of 

battery dual variables;

an HVAC unit configured to execute, via the HVAC controller, the updated HVAC 

energy usage profile to the power grid; and

a battery configured to execute, via the battery controller, the updated battery energy 

usage profile to the power grid,

wherein the updated HVAC energy usage profile and the updated battery energy 

usage profile improves energy resource distribution by reallocating available energy among 

the aggregated distribution system to reduce a load within the power grid.

14. The aggregated distribution system of claim 13, wherein the HVAC controller 

comprises circuitry configured to:

set one or more HVAC local constraints in fulfilling an energy demand response 

commitment during the response demand period that affects each of the HVAC units 

individually;

set one or more HVAC global constraints in fulfilling the energy demand response 

commitment that affect the aggregated cluster of HVAC units, wherein the one or more 

global constraints affect the aggregated cluster of HVAC units as a combined group;

calculate a weighted sum of a utility charge for said each of the HVAC units subject 

to the one or more local constraints;
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calculate a weighted sum of a penalty for modifying a temperature set point during the 

energy demand response commitment for said each of the HVAC units subject to the one or 

more local constraints;

calculate a weighted aggregation of an amount of imported power reduced by an 

amount of capacity commitment power during the energy demand response commitment for 

said each of the HVAC units subject to the one or more global constraints;

update a local estimation of dual variables for said each of the HVAC units, wherein 

the dual variables are a function of the weighted aggregation; and

forward the updated local estimation of the dual variables of said each of the HVAC 

units to one or more respective neighboring HVAC units within the aggregated cluster of 

HVAC units.

15. The aggregated distribution system of claim 14, wherein the one or more 

HVAC local constraints include one or more of a thermal model, a dead-band control model, 

avoiding a continuous change in temperature set points, a set of temperature set point limits, 

and an on/off status of the HVAC unit.

16. The aggregated distribution system of claim 14, wherein the one or more 

HVAC global constraints include a difference of a first amount of energy used during a non­

energy demand response commitment and a second amount of energy used during the energy 

demand response commitment.

17. The aggregated distribution system of claim 13, wherein the battery controller 

comprises circuitry configured to:

determine a utility operating cost for an aggregated cluster of batteries within a power 

grid;

calculate an energy storage degradation cost of the aggregated cluster of batteries, 

wherein the energy storage degradation cost includes one or more battery local constraints of 

each of the batteries and one or more battery global constraints for the aggregated cluster of 

batteries;

calculate a revenue earned for the aggregated cluster of batteries by providing energy 

obtained from the aggregated cluster of batteries to the power grid;
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determine a combined operating cost for the aggregated cluster of batteries from a 

sum of the utility operating cost and the energy storage degradation cost minus the revenue 

earned;

update dual variables for each battery of the aggregated cluster of batteries; and 

forward the updated dual variables of said each battery of the aggregated cluster of 

batteries to one or more respective neighboring batteries within the aggregated cluster of 

batteries.

18. The aggregated distribution system of claim 17, wherein the one or more 

battery local constraints include one or more of energy limits of the batteries, power limits of 

the batteries, and power limits of the power grid.
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