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Figure 1 (Prior Art}

(57) Abstract: The present invention minimizes the cost of establishing a cluster that utilizes shared storage by creating a storage
namespace within the cluster that makes each storage device, which is physically connected to any of the nodes in the cluster, appear
to be physically connected to all nodes in the cluster. A virtual host bus adapter (VHBA) is executed on each node, and is used to
create the storage namespace. Each VHBA determines which storage devices are physically connected to the node on which the
VHBA executes, as well as each storage device that is physically connected to each of the other nodes. All storage devices determ -
ined in this manner are aggregated into the storage namespace which is then presented to the operating system on each node so as to
provide the illusion that all storage devices in the storage namespace are physically connected to each node.
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VIRTUAL SHARED STORAGE IN A CLUSTER
BACKGROUND

1. Background and Relevant Art

[0001] Computer systems and related technology affect many aspects of society.

Indeed, the computer system’s ability to process information has transformed the way we
live and work. Computer systems now commonly perform a host of tasks (e.g., word
processing, scheduling, accounting, etc.) that prior to the advent of the computer system
were performed manually. More recently, computer systems have been coupled to one
another and to other electronic devices to form both wired and wireless computer networks
over which the computer systems and other electronic devices can transfer electronic data.
Accordingly, the performance of many computing tasks is distributed across a number of
different computer systems and/or a number of different computing environments.

[0002] Clustering is the technique of interconnecting multiple computers (e.g. servers)
in a way that allows them to work together such as to provide highly available applications
by implementing failover when a node of the cluster goes down. To implement clustering,
shared storage is required. For example, to enable failover of an application from a first
node to a second node in the cluster, a shared storage is required so that the application
can continue to access the same data in the shared storage whether the application is
executing on the first or the second node. Applications that implement failover are
referred to as being highly available.

[0003] Figure 1 depicts a typical prior art cluster architecture 100 that includes three
server nodes 101-103 and shared storage 104. Each of nodes 101-103 is physically
connected to shared storage 104 to enable applications executing on each node to access
data stored on shared storage 104. Each of nodes 101-103 is also shown as including local
storage devices 110-111, 112-113, and 114-115 respectively. Local storage devices 110-
115 represent the hard drive, sold state drive, or other local storage device that is typically
included in a server. In other words, each of servers 101-103 can represent a server that is
purchased from a third party vendor such as IBM, Dell, or HP.

[0004] In Figure 1, shared storage 104 represents a box containing storage hardware
such as drives as well as networking components for enabling the storage hardware to be
accessed as shared storage (e.g. as a storage area network (SAN)). Such components can
include, for example, a host adapter, fibre channel switches, etc. Storage array 104 can be

a storage solution provided by a third party vendor such as an EMC storage solution.
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[0005] Storage array 104 generally is an expensive component of a cluster (e.g.
exceeding millions of dollars in some clusters). Further, storage array 104 is not the only
significant expense when establishing a cluster. For each node to communicate with
storage array 104, cach node will require appropriate storage components such as a host
bus adapter (HBA). For example, if fibre channel is used to connect each node to storage
array 104, each node will require a fibre channel adapter (represented as components
101a-103a in Figure 1). A fibre channel switch will also be required to connect each node
to storage array 104. These additional components add to the expense of establishing a
cluster.

[0006] As shown, the typical cluster architecture requires each node to be directly
connected to storage array 104. Accordingly, to establish a cluster, a business typically
purchases multiple servers, an operating system for each server, a shared storage solution
(storage array 104), and other necessary components such as those for interconnecting the
servers with the shared storage (e.g. components 101a-103a, 105, etc.).

BRIEF SUMMARY

[0007] The present invention extends to methods, systems, and computer program
products for minimizing the cost of establishing a cluster of nodes that utilize shared
storage. The invention enables storage devices that are physically connected to a subset of
the nodes in the cluster to be accessed as shared storage from any node in the cluster.
[0008] The invention provides a Virtual Host Bus Adapter (VHBA), which is a software
component that executes on each node in the cluster, that provides a shared storage
topology that, from the perspective of the nodes, is equivalent to the use of SANs as
described above. The VHBA provides this shared storage topology by expanding the type
of storage devices that can be used in a cluster for shared storage. For example, the
VHBA allows the use of storage devices that are directly attached to a node of the cluster
to be used as shared storage. In particular, by installing a VHBA on each node, each node
in the cluster will be able to use disks that are shared as described above, as well as disks
that are not on a shared bus such as the internal drives of a node. Moreover, this invention
allows inexpensive drives such as SATA, and SAS drives to be used by the cluster as
shared storage.

[0009] In one embodiment, a VHBA on each computer system in the cluster creates a
storage namespace on each computer system that includes storage devices that are
physically connected to the node and devices that are physically connected to other nodes

in the cluster. The VHBA on each computer system queries the VHBA on each of the
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other computer systems in the cluster. The query requests the enumeration of each storage
device that is physically connected to the computer system on which the VHBA is located.
[0010] The VHBA on each computer system receives a response from each of the other
VHBAs. Each response enumerates each storage device that is physically connected to
the corresponding computer system. The VHBA on each computer system creates a
named virtual disk for each storage device enumerated locally or through other nodes.
Each named virtual disk comprises a representation of the corresponding storage device
that makes the storage device appear as if disk is locally connected to the corresponding
computer system.

[0011] The storage namespace comprises named virtual disks where disk
ordinal/address is identical across cluster nodes for a given disk/storage.

[0012] The VHBA on each computer system exposes each named virtual disk to the
operating system on the corresponding computer system. Accordingly, each computer
system sees each storage device in the local storage namespace as a physically connected
storage device even when disk is not physically connected to the computer system.
Clustering ensures that the local storage namespace is identical across cluster nodes

[0013] In another embodiment, a policy engine on a computer system implements a high
availability policy to ensure that data stored on storage devices in the storage namespace
remains highly available to each computer system in the cluster. The policy engine
accesses topology information via the storage namespace. The storage namespace
comprises a plurality of storage devices. Some storage devices are only connected to a
subset of the computer systems in the cluster, and other storage devices are only connected
to a different subset of the computer systems in the cluster.

[0014] The policy engine implements user defined or built-in policies such that data is
protected though redundant array of independent disks (RAID) technology and/or
redundant/reliable array of inexpensive/independent nodes (RAIN). Policy engine will
ensure no two columns for a given fault-tolerant logical unit (LU) are allocated from disks
on a given node, this will ensure that a node failure does not bring down the dependent LU
(Logical Unit). Type of RAID employed determines the number of disk failures that LU
can tolerate. For example 2-way mirror LU can sustain single column failure as data can
be satisfied from the second copy.

[0015] The policy engine also determines, from the accessed topology information that

in case of DAS (Direct access storage) at least one other storage device connected to other
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node is used to build RAID based LU such that node loss does not affect availability of the
LU.

[0016] This summary is provided to introduce a selection of concepts in a simplified
form that are further described below in the Detailed Description. This Summary is not
intended to identify key features or essential features of the claimed subject matter, nor is
it intended to be used as an aid in determining the scope of the claimed subject matter.
[0017] Additional features and advantages of the invention will be set forth in the
description which follows, and in part will be obvious from the description, or may be
learned by the practice of the invention. The features and advantages of the invention may
be realized and obtained by means of the instruments and combinations particularly
pointed out in the appended claims. These and other features of the present invention will
become more fully apparent from the following description and appended claims, or may
be learned by the practice of the invention as set forth hereinafter.

BRIEF DESCRIPTION OF THE DRAWINGS

[0018] In order to describe the manner in which the above-recited and other advantages
and features of the invention can be obtained, a more particular description of the
invention briefly described above will be rendered by reference to specific embodiments
thereof which are illustrated in the appended drawings. Understanding that these drawings
depict only typical embodiments of the invention and are not therefore to be considered to
be limiting of its scope, the invention will be described and explained with additional
specificity and detail through the use of the accompanying drawings in which:

[0019] Figure 1 illustrates a typical prior art cluster architecture where each node is
directly connected to shared storage;

[0020] Figure 2A illustrates an example computer architecture in which the shared
storage techniques of the present invention can be implemented;

[0021] Figures 2B illustrates how a storage device that is not physically connected can
be made to appear as a physically connected storage device;

[0022] Figure 2C illustrates how mirroring can be implemented in the example
computer architecture;

[0023] Figure 3 illustrates a virtual host bus adapter (VHBA) and virtual disk target in
the example computer architecture;

[0024] Figure 4 illustrates how a request flows from an interconnect to VDT and then to

a local HBA that has storage connectivity in the example computer architecture;
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[0025] Figure 5 illustrates the presence of shared storage devices and remote storage
devices in the example computer architecture;

[0026] Figure 6 illustrates a flowchart of an example method for creating a storage
namespace that includes storage devices that are physically connected to one or more other
computer systems;

[0027] Figure 7 illustrates a read component for creating mirrors within the example
computer architecture;

[0028] Figure 8 illustrates a policy engine for enforcing a policy within the example
computer architecture; and

[0029] Figure 9 illustrates a flowchart of an example method for implementing a policy
for mirroring the content of a storage device on another storage device in a storage
namespace.

DETAILED DESCRIPTION

[0030] The present invention extends to methods, systems, and computer program
products for minimizing the cost of establishing a cluster of nodes that utilize shared
storage. The invention enables storage devices that are physically connected to a subset of
the nodes in the cluster to be accessed as shared storage from any node in the cluster.
[0031] The invention provides a Virtual Host Bus Adapter (VHBA), which is a software
component that executes on each node in the cluster, that provides a shared storage
topology that, from the perspective of the nodes, is equivalent to the use of SANs as
described above. The VHBA provides this shared storage topology by expanding the type
of storage devices that can be used in a cluster for shared storage. For example, the
VHBA allows the use of storage devices that are directly attached to a node of the cluster
to be used as shared storage. In particular, by installing a VHBA on each node, each node
in the cluster will be able to use disks that are shared as described above, as well as disks
that are not on a shared bus such as the internal drives of a node. Moreover, this invention
allows inexpensive drives such as SATA, and SAS drives to be used by the cluster as
shared storage.

[0032] In one embodiment, a VHBA on each computer system in the cluster creates a
storage namespace on each computer system that includes storage devices that are
physically connected to the node and devices that are physically connected to other nodes
in the cluster. The VHBA on each computer system queries the VHBA on each of the
other computer systems in the cluster. The query requests the enumeration of each storage

device that is physically connected to the computer system on which the VHBA is located.
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[0033] The VHBA on each computer system receives a response from each of the other
VHBAs. Each response enumerates each storage device that is physically connected to
the corresponding computer system. The VHBA on each computer system creates a
named virtual disk for each storage device enumerated locally or through other nodes.
Each named virtual disk comprises a representation of the corresponding storage device
that makes the storage device appear as if disk is locally connected to the corresponding
computer system.

[0034] The storage namespace comprises named virtual disks where disk
ordinal/address is identical across cluster nodes for a given disk/storage.

[0035] The VHBA on each computer system exposes each named virtual disk to the
operating system on the corresponding computer system. Accordingly, each computer
system sees each storage device in the local storage namespace as a physically connected
storage device even when disk is not physically connected to the computer system.
Clustering ensures that the local storage namespace is identical across cluster nodes

[0036] In another embodiment, a policy engine on a computer system implements a high
availability policy to ensure that data stored on storage devices in the storage namespace
remains highly available to each computer system in the cluster. The policy engine
accesses topology information via the storage namespace. The storage namespace
comprises a plurality of storage devices. Some storage devices are only connected to a
subset of the computer systems in the cluster, and other storage devices are only connected
to a different subset of the computer systems in the cluster.

[0037] The policy engine implements user defined or built-in policies such that data is
protected though redundant array of independent disks (RAID) technology and/or
redundant/reliable array of inexpensive/independent nodes (RAIN). Policy engine will
ensure no two columns for a given fault-tolerant logical unit (LU) are allocated from disks
on a given node, this will ensure that a node failure does not bring down the dependent LU
(Logical Unit). Type of RAID employed determines the number of disk failures that LU
can tolerate. For example 2-way mirror LU can sustain single column failure as data can
be satisfied from the second copy.

[0038] The policy engine also determines, from the accessed topology information that
in case of DAS (Direct access storage) at least one other storage device connected to other
node is used to build RAID based LU such that node loss does not affect availability of the
LU.
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[0039] Embodiments of the present invention may comprise or utilize a special purpose
or general-purpose computer including computer hardware, such as, for example, one or
more processors and system memory, as discussed in greater detail below. Embodiments
within the scope of the present invention also include physical and other computer-
readable media for carrying or storing computer-executable instructions and/or data
structures. Such computer-readable media can be any available media that can be
accessed by a general purpose or special purpose computer system. Computer-readable
media that store computer-executable instructions are computer storage media (devices).
Computer-readable media that carry computer-executable instructions are transmission
media. Thus, by way of example, and not limitation, embodiments of the invention can
comprise at least two distinctly different kinds of computer-readable media: computer
storage media (devices) and transmission media.

[0040] Computer storage media (devices) includes RAM, ROM, EEPROM, CD-ROM,
solid state drives (“SSDs”) (e.g., based on RAM), Flash memory, phase-change memory
(“PCM”), other types of memory, other optical disk storage, magnetic disk storage or
other magnetic storage devices, or any other medium which can be used to store desired
program code means in the form of computer-executable instructions or data structures
and which can be accessed by a general purpose or special purpose computer.

[0041] A “network” is defined as one or more data links that enable the transport of
electronic data between computer systems and/or modules and/or other electronic devices.
When information is transferred or provided over a network or another communications
connection (either hardwired, wireless, or a combination of hardwired or wireless) to a
computer, the computer properly views the connection as a transmission medium.
Transmissions media can include a network and/or data links which can be used to carry
desired program code means in the form of computer-executable instructions or data
structures and which can be accessed by a general purpose or special purpose computer.
Combinations of the above should also be included within the scope of computer-readable
media.

[0042] Further, upon reaching various computer system components, program code
means in the form of computer-executable instructions or data structures can be
transferred automatically from transmission media to computer storage media (devices)
(or vice versa). For example, computer-executable instructions or data structures received
over a network or data link can be buffered in RAM within a network interface module

(e.g., a “NIC”), and then eventually transferred to computer system RAM and/or to less
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volatile computer storage media (devices) at a computer system. Thus, it should be
understood that computer storage media (devices) can be included in computer system
components that also (or even primarily) utilize transmission media.

[0043] Computer-executable instructions comprise, for example, instructions and data
which, when executed at a processor, cause a general purpose computer, special purpose
computer, or special purpose processing device to perform a certain function or group of
functions. The computer executable instructions may be, for example, binaries,
intermediate format instructions such as assembly language, or even source code.
Although the subject matter has been described in language specific to structural features
and/or methodological acts, it is to be understood that the subject matter defined in the
appended claims is not necessarily limited to the described features or acts described
above. Rather, the described features and acts are disclosed as example forms of
implementing the claims.

[0044] Those skilled in the art will appreciate that the invention may be practiced in
network computing environments with many types of computer system configurations,
including, personal computers, desktop computers, laptop computers, message processors,
hand-held devices, multi-processor systems, microprocessor-based or programmable
consumer e¢lectronics, network PCs, minicomputers, mainframe computers, mobile
telephones, PDAs, tablets, pagers, routers, switches, and the like. The invention may also
be practiced in distributed system environments where local and remote computer
systems, which are linked (either by hardwired data links, wireless data links, or by a
combination of hardwired and wireless data links) through a network, both perform tasks.
In a distributed system environment, program modules may be located in both local and
remote memory storage devices.

[0045] Figure 2A illustrates an example computer architecture 200 in which the shared
storage techniques of the present invention can be implemented. Referring to Figure 2A,
computer architecture 200 includes three nodes (or servers), node 201, node 202, and node
203.

[0046] Each of the depicted nodes is connected to one another over (or is part of) a
network, such as, for example, a Local Area Network ("LAN"), a Wide Area Network
(“WAN”), and even the Internet. Accordingly, each of the depicted nodes as well as any
other connected computer systems and their components, can create message related data
and exchange message related data (e.g., Internet Protocol (“IP”’) datagrams and other

higher layer protocols that utilize IP datagrams, such as, Transmission Control Protocol
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(“TCP”), Hypertext Transfer Protocol (“HTTP”), Simple Mail Transfer Protocol
(“SMTP”), etc.) over the network.

[0047] Each of nodes 201 and 202 is shown as including two local storage devices (210-
211, and 212-213 respectively), although a node could include any number of local storage
devices, while node 203 is shown as not including any local storage devices. These
storage devices can be any type of local storage device. For example, a typical server can
include one or more solid state drives or hard drives.

[0048] A local storage device is intended to mean a storage device that is local to the
node (i.e. physically connected to the node) whether the device is included within the
server housing or is external to the server housing (e.g. an external hard drive). In other
words, a local storage device includes such drives as the hard drive included within a
typical laptop or desktop computer, an external hard drive connected via USB to a
computer, or other drives that are not accessed over a network.

[0049] Although the example in Figure 2A uses local storage devices for simplicity, as
described below with respect to Figure 6, the shared storage techniques of the present
invention apply to any storage device that is physically connected to one node, but not
from at least one other node in the cluster. This includes remote storage arrays that are
only physically connected to a subset (e.g. one) of the nodes in the cluster, as well as
storage devices that are shared between some of the nodes (e.g. a shared array).

[0050] Regardless of the type of storage device (including both remote and local storage
devices), a computer system communicates with the storage device using what will be
referred to in this specification as a host bus adapter (HBA). The HBA is the component
(usually hardware) at the lowest layer of the storage stack that interfaces with the storage
device. The HBA implements the protocols for communicating over a bus which connects
the computer system to the storage device. A different HBA can be used for each different
type of bus used to connect a computer system to a storage device. For example, a SAS or
SATA HBA can be used for communicating with a hard drive. Similarly, a fibre channel
HBA can be used to communicate with a remote storage device connected over fibre
channel. Additionally, an Ethernet adapter or iISCSI adapter can be used to communicate
over a network to a remote computer system. Accordingly, HBA is intended to include
any adapter for communicating over a local (storage) bus, network bus or between nodes.
[0051] The present invention enables each of the local storage devices in nodes 201 and
202 to be visible as shared storage at any of the other nodes in computer architecture 200.

This is illustrated in Figure 2B. Each node in Figure 2B is shown as including the local
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storage devices (in dashes) from the other nodes to represent that these other local storage
devices are accessible as shared storage to the node. For example, node 203 is shown as
having access to local storage devices 210, 211 on node 201 as well as local storage
devices 212, 213 on node 202. Storage devices are shown in dashes to indicate that the
storage device appears as being physically connected to the node (i.e. to the layers of the
storage stack above the VHBA (e.g. the applications)) even though the storage device is
not physically connected to that node. A storage device could be physically connected, for
example, over Small Computer System Interface (SCSI), Serial Attached SCSI (SAS),
Serial AT attachement (SATA), Fibre Channel (FC), internet SCSI (iSCSI), etc. In these
examples, FC and iSCSI storage are not local, rather, they are connected through switches
etc. Thus, storage that is physically connected to a node, as used herein, is storage that is
masked to the node. This could be directly attached storage and/or disks on storage
networks masked to a particular computer node. The physically connected storage is
exposed to other nodes through mechanisms such as those described herein.

[0052] In this way, shared storage can be implemented using the existing local or
otherwise physically connected storage devices within the nodes without having to use a
separate shared storage (such as shared storage 104 in Figure 1). By using the local
storage devices of each node to implement shared storage, the cost of implementing a
cluster can be greatly reduced.

[0053] Embodiments of the invention can also compensate for node failure. For
example, if node 201 were to go down, storage devices 210 and 211 would also go down
(because they are part of node 201). As a result, the virtualized storage devices 210, 211
on nodes 202 and 203 would no longer be available (because nodes 202 and 203 could not
physically access storage devices 210, 211 on node 201). Thus, an application running on
node 201 and accessing data stored on device 210 or 211 would not be able to failover to
node 202 or 203 because the data stored on device 210 or 211 would remain inaccessible
from nodes 202 and 203.

[0054] RAID technology can be used to absorb disk failures, for example mirroring, or
other types of RAID arrays, can be used to compensate for these and other similar
occurrences. Figure 2C illustrates how mirroring can be implemented to ensure that the
data on a local storage device does not become inaccessible when the host node goes
down. As shown in Figure 2C, at least some of the data stored on local storage devices
210 and 211 is mirrored (i.e. copied) to one or more of local storage devices 212 and 213

(shown as data 210d from device 210 being copied to device 213, and data 211d from
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device 211 being copied to device 212). Similarly, at least some of the data stored on
local storage devices 212 and 213 is mirrored to one or more of local storage devices 210
and 211 (shown as data 212d from device 212 being copied to device 211, and data 213d
from device 213 being copied to device 210). In this way, if either of nodes 201 or 202
goes down, the data stored on the local storage devices of the failed node will still be
accessible at each node in the cluster because the data is mirrored on another node.

[0055] For example, if node 201 were to go down, an application executing on node 201
and accessing data on device 210 could failover to node 203 and continue accessing the
same data by accessing the data that has been mirrored on device 213 on node 202. Itis
noted that data can be mirrored on more than one node. For example, if node 203 also
included a local storage device, the data on any of devices 210-213 could be mirrored on
the storage device of node 203. In this example, it is also noted that if node 203 were to
include a local storage device, the local storage device could also be virtualized (i.e. made
available as shared storage) on nodes 201 and 202 in the manner described above. In other
words, local storage devices from multiple nodes can be virtualized on any given node.
[0056] Figure 3 illustrates a more detailed view of computer architecture 200
representing a particular implementation for virtualizing local storage devices of one node
on other nodes of a cluster as shared storage. Figure 3 is similar to Figure 2B with the
inclusion of a virtual disk target (VDT) 220-222 and a virtual host bus adapter (VHBA)
230-232 on cach node respectively.

[0057] A virtual disk target is a component of a node (generally of the operating system
that is capable of enumerating the local storage devices that are present on the node (or
any storage device to which the node has direct access). For example, DT 220 on node
201 is capable of enumerating that local storage devices 210 and 211 are present on node
201. In a cluster, each node is made aware (by the clustering service) of the other nodes in
the cluster including the DT on each of the other nodes. Each DT also acts as an endpoint
for receiving communications from remote nodes as will be further described below.
[0058] A VHBA is a virtualization at the same layer of the storage stack as the HBAs.
The VHBA abstracts, from the higher levels of the storage stack (e.g. the applications), the
specific topology of the storage devices made available on the node. As described in more
detail below, the VHBA acts as an intermediary between the HBAs on a node and the
higher layers of the storage stack to provide the illusion that each node sees an identical
set of disks in its local storage namespace as if nodes are connected to a shared storage.

Local storage namespace will be populated with disks that physically connected to the

11



10

15

20

25

30

WO 2013/192017 PCT/US2013/045726

node and disks that are physically connected to other nodes in the cluster. In some
embodiments, each node builds storage namespace based on storage discovery. All
participating cluster nodes enumerate same set of storage devices and their address to be
identical as well. As a result namespace is identical on each of the cluster nodes.

[0059] The VHBA on a node is configured to communicate with the DT on each node
(including the node on which the VBHA is located) to determine what local storage
devices are available on the nodes. For example, VHBA 230 queries DT 220, DT 221,
and DT 222 for a list of the local storage devices on nodes 201, 202, and 203 respectively.
In response, DT will inform VHBA 230 that storage devices 210 and 211 are local to node
201; DT 221 will inform VHBA 230 that storage devices 212 and 213 are local to node
202; while DT 222 will inform VHBA 230 that no storage devices are local to node 203.
[0060] The information obtained by the VHBA from querying a DT on a node also
includes properties of each storage device. For example, when queried by VHBA 230, DT
221 can inform VHBA 230 of the properties of storage device 212 such as the device type,
the manufacturer, and other properties that would be available on node 202.

[0061] Once the VHBA of a node has determined which storage devices are local to
cach node of the cluster, the VHBA creates a virtualized object to represent each storage
device identified as being local to the node. The virtualized object can include the
properties of the corresponding storage device. For example, in Figure 3, VHBA 232
would create four virtualized objects, one for each of storage devices 210-213. These
virtualized objects will be surfaced to the applications executing on node 203 in a way that
makes storage devices 210-213 appear as if they were local storage devices on node 203.
In other words, an application on node 203 generally will not be able to distinguish
between storage devices that are local to node 203 (none in this example) and those which
are local to another node (storage devices 210-213).

[0062] Using another example, on node 201, VHBA 230 surfaces virtualized objects
representing storage devices 210 and 211 (which are local storage devices) as well as
storage devices 212 and 213 (which are not local storage devices). From the perspective
of applications on node 201, storage devices 212 and 213 are accessed in the same manner
as storage devices 210 and 211. Through this process, each of nodes 201-203 will see the
identical storage namespace (i.c. storage devices 210-213) as a shared storage for the
cluster.

[0063] To implement the illusion that storage devices of other nodes are local to a node,

the VHBA abstracts the handling of I/O requests. Referring again to Figure 3, if an
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application on node 201 were to request I/0 to storage device 210 (a local storage device),
the I/O request would be routed to VHBA 230. VHBA 230 would then route the I/O
request to the appropriate HBA on node 201 (e.g. to a SAS HBA if storage device 210
were a hard disk connected via a SAS bus).

[0064] Similarly, if an application on node 201 were to request I/O to storage device
212, the I/O request would also be routed to VHBA 230. Because VHBA 230 is aware of
the actual location of storage device 212, VHBA 230 can route the I/O request to DT 221
on node 202 which redirects the request to VHBA 231. VHBA 231 will then route the I/O
request to the appropriate HBA on node 202 (e.g. to a SAS HBA if storage device 212
were connected to node 202 via a SAS bus).

[0065] Any time a VHBA receives an /0O request to access a remote storage device, the
I/0 request is routed to the DT on the remote node. The DT on the remote node will then
redirect the request to the VHBA on the remote node. Accordingly, the DT functions as
the endpoint for receiving communications from remote nodes whether the
communications are requesting enumeration of local storage devices, or 1/0 requests to the
local storage devices.

[0066] Once an I/O request is processed, any data to be returned to the requesting
application can be returned over a similar path. For example, the VHBA on the node
hosting the accessed local storage device will route the data to the appropriate location
(e.g. up the storage stack on the node if the requesting application is on the same node, or
to the DT on another node if the requesting application is on the other node).

[0067] Figure 4 illustrates how a VHBA routes I/O requests. Figure 4 is similar to
Figure 3. . Node 201 includes HBA 410, which is the HBA for communicating with
storage device 210, and interconnect 411, which is the interconnect for communicating
over the connection between node 201 and node 202. Similarly, node 202 includes HBA
412, which is the HBA for communicating with storage device 212, and interconnect 413,
which is the interconnect for communicating over the connection between node 202 and
node 201.

[0068] Node 201 includes application 401 which makes two 1/0 requests. The first
request, labeled as (1) and drawn with a solid line, is a request for Data X that is stored on
storage device 210. The second request, labeled as (2) and drawn with a dashed line, is a
request for Data Y that is stored on storage device 212.

[0069] From the perspective of application 401, storage devices 210-213 all appear to be

local storage devices that are part of the identical storage namespace seen on each node in
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the cluster (e.g. applications on each node see storage devices 210-213 as physically
connected storage devices). As such, application 401 makes requests (1) and (2) in the
same manner by sending the requests down the storage stack to VHBA 230. It is noted
that application 401 makes these requests as if they were being sent to the actual HBA for
the storage device as would be done in a typical computer system that did not implement
the techniques of the present invention.

[0070] VHBA 230 receives each of requests (1) and (2) and routes them appropriately.
Because VHBA 230 is aware of the physical location of each storage device (because of
having queried each DT in the cluster), VHBA 230 knows that request (1) can be routed
directly to HBA 410 on node 201 to access storage device 210. VHBA 230 also knows
that request (2) must be routed to node 202 where storage device 212 is located.
Accordingly, even though to application 401, it appears that Data Y is stored on a
physically connected storage device (virtualized storage device 212 shown in dashes on
node 201), VHBA 230 knows that Data Y is physically stored on physical storage device
212 on node 202.

[0071] Accordingly, VHBA 230 routes request (2) to interconnect 411 for
communication to HBA 412 on node 202. HBA 412 routes the request to DT 221 which
redirects it to VHBA 231. VHBA 231 then routes the request to HBA 412 to access
storage device 212.

[0072] To this point, the disclosure has provided simple examples where each storage
device is local to a single node. However, the invention is not limited to such topologies.
In many clusters, a storage device is directly connected to multiple nodes. Also, a storage
device may be remote to the node, but still physically connected to the node. The present
invention applies equally to such topologies. Specifically, a DT enumerates all storage
devices to which the host computer system has direct access.

[0073] In Figure 5, computer architecture 200 has been modified to include a storage
device 510 that is shared between nodes 201 and 202, and to include a remote storage
array 520 that is connected to node 203. The techniques of the present invention can
equally be applied in such topologies to create an identical storage namespace across
cluster nodes visible at each node that includes storage devices 210-213 as well as storage
device 510 and storage devices 520a-520n in storage array 520.

[0074] The process for discovering each storage device in the cluster shown in Figure 5
is performed in the same manner as described above. Specifically, when DT 220 is

queried, it will respond that it has direct access to storage devices 210, 211, and 510.
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Similarly, when DT 221 is queried, it will respond that it has direct access to storage
devices 212, 213, and 510. Further, when DT 222 is queried, it will respond that it has
direct access to each of storage devices 520a-520n in storage array 520.

[0075]  One variation that occurs in this example, as opposed to above example
involving only local storage devices, is that because two DTs responded that they have
direct access to storage device 510, the VHBA will know that there are two paths to reach
storage device 510. This information can be leveraged in various ways as addressed
below.

[0076] As described above, the VHBA on each node will receive the enumeration of
physically connected storage devices from each DT and create virtualized objects
representing each storage device. Accordingly, the storage namespace visible at each
node will include storage devices 210-213, 510, and 520a-520n.

[0077] 1/O requests to storage devices 520a-520n made by applications on node 201 and
202 will be routed to DT 222 on node 3, redirected to VHBA 231, and then routed to the
HBA for communicating with storage array 520. As such, I/O to storage devices 520a-
520n is performed in a similar manner as described in the examples above.

[0078] In contrast, when an I/O request is made to access data on storage device 510, an
additional step may be performed. Because storage device 510 is physically connected to
nodes 201 and 202 (i.e. there are two paths to storage device 510), a best path can be
selected for routing I/0 requests. For example, if VHBA 232 received a request from an
application on node 203, it could determine whether to route the request to DT 220 on
node 201 or to DT 221 on node 202. This determination can be based on various policy
considerations including which connection has greater bandwidth, load balancing, etc.
[0079] Additionally, if one available path to a storage device were to fail, I/O requests to
the storage device could automatically be routed over the other available paths to the
storage device. In this way, the failover to the other path would be transparent to the
applications requesting the I/O. In particular, because a VHBA knows of each path to
cach storage device, the VHBA, independently of the requesting applications of other
components at higher layers of the storage stack, can forward I/0 requests over an
appropriate path to the storage device.

[0080] To summarize, any storage device that is physically connected to a node
(regardless of the specific details of how the storage device is connected to the node (i.e.
whether local or remote)) can be made visible within a storage namespace that is identical

across all nodes of a cluster. In this way, all storage devices in the storage namespace will
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appear as shared storage to applications executing on any of the nodes in the cluster. The
VHBA on each node provides the illusion that each storage device in the cluster is
physically connected at each node thereby allowing applications to failover to other nodes
in the cluster while retaining access to their data. Shared storage is therefore implemented
in a way that not every node needs direct access to each storage device. As such, the cost
of establishing and maintaining a cluster can be greatly reduced.

[0081] Figure 6 illustrates a flow chart of an example method 600 for creating, on a first
computer in a cluster, a storage namespace that includes storage devices that are
physically connected to one or more other computer systems in the cluster but not
physically connected to the first computer system. Method 600 will be described with
respect to the components and data of computer architecture 200 in Figure 3, although the
method can be implemented equally in computer architecture 200 in Figure 5.

[0082] Method 600 includes an act (601) of querying a virtual disk target on each of the
computer systems in the cluster. The query requests the enumeration of each storage
device that is physically connected to the computer system on which the virtual disk target
is located. For example, VHBA 230 can query DTs 220-222 for an enumeration of each
storage device that is physically connected to nodes 201-203 respectively.

[0083] Method 600 includes an act (602) of receiving a response from each virtual disk
target which enumerates each storage device that is physically connected to the
corresponding computer system. The response from at least two of the virtual disk targets
indicates that at least one storage device is physically connected to the corresponding
computer system. At least one of the enumerated storage devices is not physically
connected to the first computer system. For example, VHBA 230 can receive a response
from DTs 220-222. The response from DT 220 can indicate that storage device 210 and
211 are physically connected to node 201; the response from DT 221 can indicate that
storage devices 212 and 213 are physically connected to node 202; and the response from
DT 222 can indicate that no storage devices are physically connected to node 203.

[0084] Method 600 includes an act (603) of creating a virtualized object for each storage
device enumerated in the received responses. Each virtualized object comprises a
representation of the corresponding storage device that makes the storage device appear as
a physically connected storage device from the first computer system. For example,
VHBA 230 can create a virtualized object for each of storage devices 210-213 to make
cach of storage devices 210-213 appear as if they were all physically connected storage

devices on node 201.
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[0085] Method 600 includes an act (604) of exposing each virtualized object to
applications on the first computer system such that each application on the first computer
system sees each storage device as a physically connected storage device whether the
storage device is physically connected to the first computer system or physically
connected to another computer system in the cluster. For example, VHBA 230 can expose
the virtualized objects for storage devices 210-213 to applications executing on node 201.
These virtualized objects make all of storage devices 210-213 appear as physically
connected storage devices on node 201 even though storage devices 212 and 213 are
actually on node 202.

[0086] Method 600 can equally be implemented on a node such as node 203 where all
the storage devices are physically connected to another node in the cluster. In other
words, VHBA 232 on node 203 would implement method 600 by creating virtualized
objects representing storage devices 210-213 which would make these storage devices
appear to applications executing on node 203 as if they were all physically connected
storage devices on node 203 even though none of them actually were.

[0087] Once method 600 has been implemented on a node to create the storage
namespace, applications on the node can perform 1/O to any of the storage devices in the
namespace as if each storage device were a physically connected storage device. For
example, an application on node 201 can read data from storage device 212 in the same
manner as it reads data from storage device 210. VHBA 230 creates this abstraction by
receiving all 1/0 requests from applications (i.c. the VHBA resides at the lowest level of
the storage stack above the interconnects) whether the request is to a physically connected
storage device or not, and routes the request appropriately.

[0088] As discussed above, in addition to creating an identical storage namespace on
cach of the cluster nodes using storage devices local to each node, the present invention
also extends to implementing RAID based fault-tolerant devices, for example creating
mirrors of the data on the various storage devices in the namespace. Mirroring ensures
that the data on a storage device will not become inaccessible when a node (or an
individual storage device on a node) goes down.

[0089] As described above, Figure 2C provides an example of how data can be mirrored
on storage devices of other nodes. As shown in Figure 7, this mirroring can be
implementing using a read component (e.g. read component 710 on node 201) on each

node that reads the data of the local storage devices on the node and copies the data to
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another storage device. This reading and copying can be done at any appropriate time
such as when changes are made to the data of the storage device or at a specified interval.
[0090] To ensure that a sufficient number of mirrors (to maintain fault-tolerance) are
created and that the mirrors are created on appropriate storage devices, a policy engine is
used. Similarly for other raid-types policy engine will monitor and maintain fault-tolerant
storage state. A policy engine can reside on each node or at least some of the nodes in the
cluster (and could be a separate component or could be functionality included within the
VHBA). The policy engine ensures that mirroring policies are implemented in the cluster.
[0091] Figure 8 illustrates computer architecture 200 as shown in Figure 6 with the
addition of policy engine 810 and policy 811 on node 201. For simplicity, a policy engine
is not shown on nodes 202 and 203 although each node could include a policy engine.
Additionally, although policy 811 is shown in node 201, it could be stored anywhere
accessible to policy engine 810 (e.g. in any of the storage devices in the storage
namespace).

[0092] A mirroring policy can define a number of mirrors that should be maintained for
a certain storage device or specified content on a storage device, where the mirrors should
be created, how long a node (or storage device) can be down before new mirrors will be
created, etc. For example, a policy can define that two mirrors of the content of a storage
device should always be maintained (so that three copies of the content exist). If a node
that included one of the mirrors were to fail, the policy engine could access the policy to
determine that another mirror should be created.

[0093] Similarly policies for other raid-type can be defined and implemented.

[0094] A primary purpose of the policy engine is to determine where mirrors should be
created. Because the storage namespace provides the illusion that all storage devices are
physically connected to each node, the policy engine leverages the topology information
obtained by querying the DTs to determine where a mirror should be created to comply
with an applicable policy. For example, the location of a storage device can be used to
ensure that multiple mirrors of the same content are not placed on the same node (e.g. in
storage devices 212 and 213) or rack (e.g. within the same rack of storage array 520) so
that both mirrors are not lost if that node or rack fails.

[0095] Similarly, path information to a particular storage device can be used in this
determination. For example, referring to Figure 8, policy engine 810 can use the path
information, obtained by VHBA 230 by querying DTs 220-222, to determine that mirrors

of the same content could be placed on storage device 210 and storage device 510. This is
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because the path information would identify that even if node 201 were to fail, storage
device 510 would still be accessible over the path through node 202.

[0096] In short, the policy engine uses the information regarding which nodes have
direct access to a storage device to determine the placement of mirrors in such a way that a
policy is followed. In many clusters, policy dictates that three copies of content exist.
Accordingly, the policy engine will ensure that two mirrors of the original content are
created and that these mirrors are created on storage devices that are independently
accessible (whether they are on different nodes, or accessible via different paths). If a
storage device hosting a mirror were to fail, the policy engine can determine whether a
new mirror needs to be created (e.g. if the failure is not temporary as defined by the
policy), and if so, where to create the mirror to ensure that three copies of the content
remain independently accessible.

[0097] Figure 9 illustrates a flow chart of an example method 900 for implementing a
policy for mirroring the content of a first storage device of a storage namespace on one or
more other storage devices in the storage namespace. Method 900 will be described with
respect to the components and data of computer architecture 200 shown in Figure 8.
[0098] Method 900 includes an act (901) of accessing topology information regarding a
storage namespace for the cluster. The storage namespace comprises a plurality of storage
devices including some storage devices that are physically connected to a subset of the
computer systems in the cluster and other storage devices that are physically connected to
a different subset of the computer systems in the cluster. For example, policy engine 810
can access topology information regarding a storage namespace comprising storage
devices 210-213, 510, and 520a-520n.

[0099] Method 900 includes an act (902) of accessing a policy that defines that at least
some of the content on the first storage device of the storage namespace is to be copied to
at least one other storage device in the namespace. For example, policy engine 810 can
access policy 811. Policy 811 can specify that content on storage device 210 is to be
mirrored on two other storage devices. Instead of mirror the policy engine could deploy
other RAID types.

[00100] Method 900 includes an act (903) of determining, from the accessed topology
information, that the first storage device is physically connected to a first computer system
in the cluster. For example, policy engine 811 can determine that storage device 210 is
physically connected to node 201 (e.g. from the information obtained by VHBA 230 from
DT 222 regarding storage devices that are physically connected to node 201).
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[00101] Method 900 includes an act (904) of determining, from the accessed topology
information, that at least one other storage device is physically connected to another
computer system in the cluster. For example, policy engine 810 can determine that
storage device 510 is physically connected to node 202 and that storage device 520a in
storage array 520 is physically connected to node 203.

[00102] Method 900 includes an act (905) of instructing the creation of a copy of the
content on the at least one other storage device. For example, policy engine 810 can
instruct read component 710 to create a copy of the content from storage device 210 on
storage devices 510 and 520a.

[00103] The present invention may be embodied in other specific forms without
departing from its spirit or essential characteristics. The described embodiments are to be
considered in all respects only as illustrative and not restrictive. The scope of the
invention is, therefore, indicated by the appended claims rather than by the foregoing
description. All changes which come within the meaning and range of equivalency of the

claims are to be embraced within their scope.
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CLAIMS

What is claimed:
1. In a cluster of computer systems where each computer system comprises one or
more processors, memory, one or more host bus adapters (HBAs), and a virtual host bus
adapter (VHBA) (230-232) , a method, performed by the VHBA (230-232) on each
computer system in the cluster, for creating a storage namespace on each computer system
that includes storage devices (210-211, and 212-213) that are physically connected to the
corresponding computer system, as well as storage devices (210-211, and 212-213) that are
connected to each of the other computer systems in the cluster, the method comprising:

the VHBA (230-232) on each computer system in the cluster querying the VHBA
(230-232) on cach of the other computer systems in the cluster, the query requesting the
enumeration of each storage device (210-211, and 212-213) that is physically connected to the
computer system on which the queried VHBA (230-232) is located (601);

the VHBA (230-232) on each computer system in the cluster receiving a response
from each of the other VHBASs (230-232) in the cluster, each response enumerating each
storage device (210-211, and 212-213) that is connected to the corresponding computer
system, at least one of the responses enumerating a storage device (210-211, and 212-213) that
is not physically connected to the computer system that receives the response (602);

the VHBA (230-232) on ecach computer system in the cluster creating a named
virtual disk for each storage device (210-211, and 212-213) enumerated in the received
responses, cach named virtual disk comprising a representation of the corresponding
storage device (210-211, and 212-213) that makes the storage device (210-211, and 212-213)
appear as being connected to the corresponding computer system (603); and

the VHBA (230-232) on each computer system in the cluster exposing each named
virtual disk to the operating system on the corresponding computer system such that each
computer system in the cluster sees each storage device (210-211, and 212-213) in the storage
namespace as a physically connected storage device (210-211, and 212-213) whether the
storage device (210-211, and 212-213) is connected to the corresponding computer system or

to another computer system in the cluster (604).

2. The method of claim 1, wherein the storage namespace comprises a shared storage

for applications executing on any computer system in the cluster.

3. The method of claim 1, wherein at least one of the responses enumerates a storage

device that is also physically connected to the computer system that receives the response.
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4. The method of claim 1, wherein the response from at least one of the VHBAS
indicates that no storage devices are physically connected to the corresponding computer

System.

5. The method of claim 1, wherein the response from two or more of the VHBASs
indicates that a particular storage device is physically connected to each of the two or

more corresponding computer systems.

6. The method of claim 5, further comprising maintaining path information regarding

cach path over which the particular storage device is accessible.

7. The method of claim 1, wherein each named virtual disk includes properties of the
corresponding storage device that were included in the response from the corresponding
VHBA such that the properties of each storage device are visible to the operating system
on cach of the computer systems whether or not the storage device is physically connected

to the computer system.

8. The method of claim 1, further comprising:

the VHBA on a first computer system in the cluster receiving an /O request from
an application on the first computer system, the I/O request requesting access to data on a
first of the storage devices in the storage namespace;

the VHBA on the first computer system selecting one of a plurality of host bus
adapters (HBAs) on the first computer system that is to be used to route the 1I/O request to
the first storage device; and

routing the I/O request to the selected HBA.

9. The method of claim 8, wherein the first storage device is connected to the first
computer system such that the selected HBA routes the I/O request to the first storage
device without routing the 1/O request to another VHBA in the cluster.

10.  The method of claim &, wherein the first storage device is connected to the another
computer system in the cluster, but not from the first computer system such that the

selected HBA routes the I/0O request to the VHBA on the other computer system.
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601 —~

Query A Disk Target On Each Of The Computer Systems In The Cluster, The
Query Requesting The Enumeration Of Each Storage Device That Is Directly
Connected To The Computer System On Which The Disk Target Is Located

602 —

Receive A Response From Each Disk Target Which Enumerates Each Storage
Device That Is Directly Connected To The Corresponding Computer System,
The Response From At Least Two Of The Disk Targets Indicating That At
Least One Storage Device Is Directly Connected To The Corresponding
Computer System, At Least One Of The Enumerated Storage Devices Not
Being Directly Connected To The First Computer System

603~

Create A Virtualized Object For Each Storage Device Enumerated In The
Received Responses, Each Virtualized Object Comprising A Representation Of
The Corresponding Storage Device That Makes The Storage Device Appear As

A Directly Connected Storage Device On The First Computer System

604 ~

Expose Each Virtualized Object To Applications On The First Computer
System Such That Each Application On The First Computer System Sees
Each Storage Device As A Directly Connected Storage Device Whether
The Storage Device Is Directly Connected To The First Computer System
Or Directly Connected To Another Computer System In The Cluster

Figure 6
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900

901 -~

Access Topology Information Regarding A Storage Namespace For The
Cluster, The Global Storage Namespace Comprising A Plurality Of Storage
Devices Including Some Storage Devices That Are Directly Connected To A

Subset Of The Computer Systems In The Cluster And Other Storage
Devices That Are Directly Connected To A Different Subset Of The
Computer Systems In The Cluster

902 —

Access A Policy That Defines That At Least Some Of The Content On
The First Storage Device Of The Global Storage Namespace Is To Be
Copied To At Least One Other Storage Device In The Name Space

903~

Determine, From The Accessed Topology Information, That The First Storage
Device Is Directly Connected To A First Computer System In The Cluster

904 —

Determine, From The Accessed Topology Information, That At Least One Other
Storage Device Is Directly Connected To Another Computer System In The Cluster

Instruct The Creation Of A Copy Of The Content On The At
Least One Other Storage Device

Figure 9
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