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METHOD AND APPARATUS FOR A 
HERARCHICAL SYNCHRONIZATION 
BARRIER IN A MULTI-NODE SYSTEM 

FIELD 

0001. The present application generally relates to com 
puter architecture and more particularly to a synchronization 
barrier in a multi-node system. 

BACKGROUND 

0002. In a multiprocessor system, synchronization 
between multi-nodes is frequently needed to synchronize all 
nodes. Synchronization is used to indicate that calculation on 
all nodes has reached a certain point. When synchronizing the 
nodes in a multi-node system, no node can continue process 
ing until all nodes reach the synchronization point. This 
approach is used when, for example, partial results are calcu 
lated on all nodes in one phase of calculation, and then all 
partial results have to accumulate into a global result which is 
needed in the following phase of calculation. It is also used 
when successive phases of a calculation need to proceed in 
lock step across all nodes. 
0003. Each node in a multi-node system can have one or 
more processor cores. One or more processor cores can be 
located on the same chip (i.e., integrated circuit die). The 
organization of cores into nodes varies across machine archi 
tectures. Also, on a single processor core, one or more pro 
cessing threads can be active. Sometimes a communication 
task (often MPI) is mapped to a single core, other times it may 
be mapped to multiple cores on a node, and still other times it 
may be mapped to the whole node. The scope of the present 
disclosure includes mechanisms that work regardless of the 
number of cores per node or the mapping communication 
tasks to cores. 
0004. On way to synchronize across all nodes in a multi 
node system may proceed in two steps: 

0005 1) all cores within the chip are synchronized to 
ensure that all processing threads/cores on the chip have 
reached the synchronization point; 

0006. 2) all chips within the system are synchronized. 
0007 Prior work implements this two-step synchroniza 
tion process. In the first step, cores on a single chip are 
synchronized, and one core is assigned as the “winning core. 
In the second step, intra-chip synchronization barrier is 
formed by Synchronizing all “winning cores on all chips. 
0008. An example of such system is the Blue Gene/P 
system, where lock box synchronization primitives are used 
to determine the winning core on a chip, and then inter-chip 
synchronization is achieved using a dedicated one bit net 
work. The Blue Gene/Q system uses an improved and scal 
able mechanism to synchronize all cores on a chip, and Syn 
chronization between the chips is performed by using the 
system network and sending packets between the chips. 
0009 For a Cell chip, barrier synchronization between one 
master processor core PPE (power processing element) and 
eight accelerating processors cores SPES (Synergistic Pro 
cessing Elements) is implemented as a software program 
without using any dedicated hardware features to Support 
synchronization. To achieve on-chip synchronization, all 
SPEs can add and write into the same memory location. The 
master processor on the chip, PPE can poll that memory 
location to determine when on-chip synchronization is 
achieved. 
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0010. Other multi-node systems use a BSR (barrier syn 
chronization register), where each processor has a one bit 
barrier write register. Logically, these all write bits form a 
single BSR register. All processors write into their bits, and all 
processors can read all the bits of the register. When a pro 
cessor reaches barrier, it writes its barrier bit. All or only one 
processor polls on the all bits of the BSR register to determine 
whether the other processors reached synchronization. Bar 
rier synchronization for on-chip and off-chip synchronization 
by using a BSR register introduces overhead to at least one 
processor, which needs to poll the BSR register until all 
processors reached the barrier. To poll a register, a number of 
instructions has to be to executed to determine that synchro 
nization is achieved and communicate this status on-chip 
and/or off-chip, resulting in a power consuming, energy 
inefficient system and causing long latency for synchroniza 
tion. In addition, this approach requires asymmetric Software 
implementation to be executed on various processors on the 
chip, even if all processors on the chip are identical. 

BRIEF SUMMARY 

0011. A method for hierarchical barrier synchronization 
of cores and nodes on a multiprocessor System, in one aspect, 
may include providing by each of a plurality of threads on a 
chip, input bit signal to a respective bit in a register, in 
response to reaching a barrier, determining whether all of the 
plurality of threads reached the barrier by electrically tying 
bits of the register together and “AND'ing the input bit sig 
nals (AND is a Boolean logic function); determining whether 
only on-chip synchronization is needed or whetherinter-node 
synchronization is needed; in response to determining that all 
of the plurality of threads on the chip reached the barrier, 
notifying the plurality of threads on the chip, if it is deter 
mined that only on-chip synchronization is needed; and after 
all of the plurality of threads on the chip reached the barrier, 
communicating the synchronization signal to outside of the 
chip, if it is determined that inter-node synchronization is 
needed. 

0012. An apparatus for a hierarchical barrier synchroniza 
tion of cores and nodes on a multiprocessor system, in one 
aspect, may include a plurality of cores arranged in an inte 
grated circuit. A register may be operable to store input bit 
signals received from each of said plurality of cores. A control 
logic circuit may be operable to electrically tie and perform a 
Boolean “AND” function on said stored input bit signals to 
determine whether said plurality of cores all achieved barrier. 
The control logic circuit may be further operable to determine 
whether only on-chip synchronization is needed or whether 
inter-node synchronization is needed, and in response to 
determining that all of the plurality of cores on the integrated 
circuit reached the barrier, the logic circuit may notify the 
plurality of cores on the chip, if it is determined that only 
on-chip synchronization is needed, and after all of the plural 
ity of cores on the integrated circuit reached the barrier, the 
control logic circuit may communicate the synchronization 
signal to outside of the integrated circuit, if it is determined 
that inter-node synchronization is needed. 
0013. A computer readable storage medium storing a pro 
gram of instructions executable by a machine to perform one 
or more methods described herein also may be provided. 
0014 Further features as well as the structure and opera 
tion of various embodiments are described in detail below 
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with reference to the accompanying drawings. In the draw 
ings, like reference numbers indicate identical or functionally 
similar elements. 

BRIEF DESCRIPTION OF THE SEVERAL 
VIEWS OF THE DRAWINGS 

0015 FIG. 1 illustrates a multiprocessor chip with hetero 
geneous processors in one embodiment of the present disclo 
SUC. 

0016 FIG. 2 illustrates an example logic gate in one 
embodiment of the present disclosure for identifying whether 
all participants in synchronization has reached the barrier. 
0017 FIG. 3 shows synchronizing signals from multiple 
chips in one embodiment of the present disclosure. 
0018 FIG. 4 is a flow diagram illustrating a method of the 
present disclosure in one embodiment. 
0019 FIG.5 is a flow diagram illustrating synchronization 
in one or more chips in hierarchical manner, in one embodi 
ment of the present disclosure. 

DETAILED DESCRIPTION 

0020. The present disclosure in one aspect describes a 
low-latency, low-overhead synchronization method which 
uses a symmetric Software implementation for synchronizing 
nodes in a multiprocessor System. In the present disclosure, a 
node or chip refers to entity that is plugged into a socket and 
contains among other things computing cores. On a node are 
cores, or processor cores. On some architecture a core has one 
hardware thread; on other architecture the core may be an 
SMT (Symmetric Multi-Threaded) core and contain 2, 4, or 
possibly more hardware threads. Software threads get 
executed on top of the hardware thread. For the purposes of 
this document, thread is used to refer to hardware thread. In 
the event Software thread is meant, the entire expression is 
written. A multiprocessor chip is referred to as a node. In 
another embodiment, a part of a chip can be referred to as a 
node, and a single chip can contain multiple nodes (or node 
lets), which act as points of communication in the network of 
a multiprocessor system. In another aspect, the present dis 
closure provides a method for low-overhead, low-latency bar 
rier synchronization of processor cores in a multiprocessor 
system. Within a single chip, processor cores or processing 
threads within a core write to a bit in a register. The bits of the 
register are electrically tied together and “AND”-ed to deter 
mine when barrier is achieved. Once all processor threads (in 
the event the architecture has threads) and cores on the chip 
reach the barrier, the synchronization signal indicating that 
synchronization is achieved becomes active. Briefly, barrier 
refers to a synchronization pointina program where a process 
or a thread needs to wait to be synchronized with others to 
reach the same point in processing before proceeding further. 
0021. If only on-chip synchronization of all cores or 
threads on the same chip is needed, the synchronization signal 
notifies all cores on this chip that the synchronization point is 
reached. Briefly, a core or a hardware thread has a capability 
to execute programs and may include a logical execution unit 
with L1 cache and functional units. If multiple nodes in a 
multiprocessor System need to be synchronized, the synchro 
nization signal of the chip is communicated to other nodes in 
the multiprocessor system, and is hierarchically integrated 
into the system synchronization. The global synchronization 
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signal is then propagated back to the lower levels of synchro 
nization down to the cores or threads participating in the 
barriers. 
0022. In one embodiment of the present disclosure, a mul 
tiprocessor System includes a number of nodes, each node 
(also referred to as a chip) having one or more cores or 
threads. In this disclosure, the terms “node' and “chip' are 
used interchangeably. Within a node there are cores, and 
within a core there are hardware threads. In one embodiment, 
all processor chips are identical; examples of Such systems 
are the Blue GeneTM systems, such as Blue GeneTM/L, Blue 
GeneTM/P or Blue GeneTM/Q system from International Busi 
ness Machines Corporation (IBM), Armonk, N.Y. In another 
embodiment, the multiprocessor System contains different 
processor chips. An example of Such multiprocessor system 
with heterogeneous processor chips is the Road Runner sys 
tem which contains AMD processor chips and IBM Cell 
processor chips. 
0023. In one embodiment, all processor cores of a proces 
Sor chip are identical, forming a homogeneous system. In 
another embodiment, a processor chip has heterogeneous 
processors (also referred to as processor cores). In yet another 
embodiment, some processors on a processor chips are power 
efficient cores (some of which may be known as accelerators), 
where the levels of complexity of power efficient cores can 
vary. In one embodiment, only one process or only one thread 
can be executed on a single processor core. In yet another 
embodiment, a single processor core can execute multiple 
processes as processor threads. 
0024 FIG. 1 illustrates a multiprocessor chip with hetero 
geneous processors in one embodiment of the present disclo 
sure. The example chip 100 shown in FIG. 1 contains in 
processors (102a ... 102n) and m power efficient cores (also 
known as accelerators) (104a, 104b. 104c. . . . 104m). The 
number and type of processing cores and power efficient 
cores on a chip do not limit the scope of this disclosure. 
0025. For each processor core or thread participating in 
the communication synchronization on the chip, one embodi 
ment of the present disclosure implements a mask (also 
referred to as configuration) and a status register 106, where 
each participant in the synchronization has assigned mask 
and status bits. In one embodiment, each participant in the 
synchronization has assigned only one mask and one status 
bits. In another embodiment, each participant in the synchro 
nization has assigned multiple mask and status bits. In yet 
another embodiment, a participant in the synchronization has 
assigned one or more mask and status bits, depending on the 
type of the participant, or on the configuration of the system. 
Without loss of generality, this mechanism, in another 
embodiment, could be extended to have mask bits for n soft 
ware threads, which may be greater than the number of hard 
ware threads. 
0026. In each of these cases, a control circuitry (control 
logic) 108 selects different configurations. In one embodi 
ment, a participant in synchronization is hardwired to the 
same set of bits for mask/configuration selection and status 
indication bits. In another embodiment, the selection of the 
number of mask/configuration and status bits assigned to a 
participant is programmable, and can be modified by select 
ing the corresponding control logic configuration. 
0027. In the case of one mask and one status bit per par 
ticipant, the synchronization of the on-chip communication 
participants (i.e., synchronizing the participating cores and 
threads or the like on the same chip) may be done as follows: 
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0028 set the mask bit if this processor core or communi 
cation participant should participate in the synchronization 
process; 
0029 set the status bit once that processor or communica 
tion participant reached the barrier; 
0030 the logic of the present disclosure in one embodi 
ment identifies the case when all participants in Synchroniza 
tion process reach the barrier. This is done as illustrated in 
FIG. 2, by using the logic gates to identify whether processor 
core i is participating in the synchronization process (i.e., if 
m(i)=1), and if that is the case, if its barrier is reached (i.e., if 
s(i)=1), where m(i) denotes a mask bit for the i-th processor 
core and S(i) denotes a status bit for the i-th processor core. 
Once all processors who participate in synchronization have 
reached the barrier, a sync signal becomes active. 
0031. If all processors, threads or power efficient cores 
specified to participate in the synchronization, reached the 
synchronization barrier, a sync (Synchronization) signal 110 
becomes active. For this embodiment, all processors can 
execute the identical code, i.e., asymmetric Software is not 
necessary as in the register polling approach. All processors 
reaching a barrier may, but are not required to go into sleep 
mode, where no further instructions are executed, and thus no 
further energy is spent, until the synchronization signal is 
received. 
0032. The sync signal 110 is used to communicate that the 
synchronization of all participants at that synchronization 
domain has been achieved. If only the processor cores within 
a single node should be synchronized, than this sync signal is 
fed directly to all synchronization participants on the chip as 
shown at 112, 114, and 116. In one embodiment of the present 
disclosure, programmable control logic 108 determines if the 
synchronization in that synchronization domain (chip, parti 
tion, etc.) is part of a larger domain, or isolated. Synchroni 
Zation domain refers to a group of processor cores or chips 
that participate in a given synchronization instance. For 
example, a synchronization domain may be on-chip, meaning 
synchronizing processor cores of a chip. Synchronization 
domain may be off-chip, meaning synchronization with 
respect to processor cores on multiple chips. 
0033. If the synchronization domain is off-chip, a sync 
signal is sent outside the chip as shown at 118. For instance, 
the sync signal 118 may set a status bit corresponding to this 
chip in a similar mask and status bit register that is used for 
synchronizing the processor cores of two or more chips. Con 
trol logic 122 on another chip determines whether all partici 
pating processor cores on that chip 120 have reached the 
barrier and sends its sync signal to this mask and status bit 
register, wherein synchronization of chip 100 and chip 120 
(and possibly others) may be synchronized in a similar man 
ner to that of on-chip synchronization. 
0034. In another embodiment of the present disclosure, 
there may be multiple mask bits per each participant. In this 
way, a single participant can participate in multiple synchro 
nization groups, by, for example, setting the mask bit for 
group 1 to 1 (on) to indicate that it is participating in the 
synchronization in group 1, and by setting the mask bit 2 for 
group 2 to 0 (off) to indicate that it does not participate in the 
synchronization in group 2. In this embodiment, a participant 
has allocated a number of m mask bits and a single status bit. 
This participant can participate in up to m different barriers 
simultaneously. For each of m barriers, its mask is combined 
with the status signal to determine if the participant reached 
the barrier. If a participant is participating in more than one 
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barrier, each barrier is independent, i.e., the participant indi 
cates that it has achieved each barrier. That barrier may or may 
not be at the same place in each participant's code. As the 
sequence for executing a barrier is for the participant to indi 
cate it has arrived at a barrier and then at Some point wait on 
that barrier, it is the responsibility of a thread participating in 
more than one barrier to ensure it has indicated arrival at each 
barrier before optionally sleeping or spinning. If it fails to do 
this, it is possible to induce deadlock on the system. 
0035 FIG. 2 illustrates example logic gate for identifying 
whether all participants in Synchronization has reached the 
barrier. A mask and status register 210 includes a mask and 
status bits corresponding to a processor core or thread on a 
chip. In one embodiment, a bit may be allocated for each core 
on a chip. In that case, a core that is not participating in the 
synchronization has its corresponding mask bit is set to off so 
that it does not get checked. In one embodiment, a pair of 
mask and status bits is hardwired for every processor. If a 
processor does not participate in a barrier, its mask bit is set to 
0 (do not participate). In another embodiment, mask and 
status bits can be configured to be allocated to each processor. 
The mask and status bits corresponding to each processor 
cores are input to the logic gates as shown. A configuration 
selection bit “MULTICHIP” 202 is used to identify the type 
of synchronization (on-chip or off-chip). In one embodiment, 
the determination of which threads/cores are participants, and 
whether the synchronization is on or off chip is determined at 
barrier initialization time. For instance, if only one chip 
should be synchronized (i.e., on-chip synchronization), then 
the configuration selection bit “MULTICHIP” 202 is set to 0, 
and the sync signal is fed back to processor cores as a “wake 
up' signal 204. 
0036. The “wake up' signal 204 may also triggera bit to be 
set. This bit indicates that the other threads have achieved the 
barrier. The bit may be implemented in the mask and status 
register 210, for instance, as a separate row or entry 212 
(referred to as achieved). The row 212 contains a bit that may 
be set by the wakeup signal indicating the other threads have 
achieved the barrier. The achieved row may be utilized in a 
mode where the wakeup unit (signal) sets this bit indicating 
the barrier has been achieved. 
0037. If multiple processor chips are to be synchronized, 
the configuration selection bit “MULTI CHIP” 202 may be 
set to 1, in which case the sync signal is not fed back to the 
processors on the chip, but instead are fed off the chip 206, to 
participate in Synchronization of a larger communication 
domain. If this chip is part of a larger communication domain 
(the condition specified by the configuration bit “MULTI 
CHIP” 202), the method of the present disclosure propagates 
the synchronization signal out, otherwise the method of the 
present disclosure propagates the synchronization signal at 
that hierarchical level. 
0038 FIG. 3 shows how synchronization signals from 
multiple chips (here “multi-node domains”) are combined by 
using the mask and status bits in the way similar to the way the 
mask and status bits are used within a single chip. A synchro 
nization domain 300 may include a plurality of multi-node 
domains (302a, 302b, ... or 302n). A multi-node domain 
(e.g., 302a) includes a plurality of chips as shown in FIG. 1 at 
100. Individual off-chip sync signals are generated and 
propagated by the control logic to the next hierarchical level. 
where the new set of mask and status bits is available as a part 
of control logic on the chip board, as a dedicated control chip, 
or as a combination there of For example, the synchroniza 
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tion domain 300 may include a mask and status register 304. 
Each multi-node domain (e.g., 302a, 302b, ... or 302n) has a 
mask bit and a status bit assigned in the mask and status 
register 304. An off-chip sync signal (e.g., FIG. 1 at 118: FIG. 
2 at 206) from a multi-node domain would set a correspond 
ing status bit in the mask and status register 304. A control 
logic 306 similar to the one shown in FIG. 2 detects the 
synchronization of all participating multi-node domains (e.g., 
302a, 302b, ... , 302n) in this synchronization domain 300. 
0039. If there are more synchronization domains to be 
synchronized, the control logic 306 transmits a sync signal to 
the next level of synchronization domain as shown at 308. In 
this case, after the synchronization of all desired levels of 
synchronization domains is reached, the control logic 306 
would receive a sync signal back as shown at 310. 
0040. After reaching the desired synchronization of all 
participants, the control logic 306 back propagates the Sync 
signal to each multi-node domain (e.g., 302a, 302b. . . . . 
302n) as shown at 312. In turn, the control logic associated 
with each multi-node domain (e.g., 302a, 302b, ... , 302n) 
transmits a sync signal to each of its participating processor 
cores and threads (e.g., shown at FIG. 1 at 110). 
0041 Nodes may be arranged hierarchically, and at each 
hierarchical level, a synchronization point is achieved. After 
all participants at that hierarchical level reach the synchroni 
Zation point (or in response to all participants at that hierar 
chical level reaching the synchronization point), the synchro 
nization signal is generated. If there is a higher 
synchronization level, the synchronization signal is propa 
gated to the next higher hierarchical synchronization level. If 
no higher hierarchical synchronization levels exist, the Syn 
chronization signal is propagated back to the next lower level 
of synchronization domains. Each lower hierarchical level 
propagates the synchronization signal to all participants at 
that synchronization level. If no lower level of synchroniza 
tion domain exists, i.e., the synchronization signal has propa 
gated back to the chip level, the synchronization signal is sent 
to the participants as a “wake up' signal, as described in the 
case of a single chip synchronization. 
0042. In one embodiment of the present disclosure, syn 
chronization within a level as well as signal propagation from 
level to level is performed electrically. As soon as the electri 
cal signal within a level has propagated indicating all partici 
pants at this level have achieved the barrier, the signal is 
propagated to the next level to participate in that level. 
Because in this embodiment, the entire barrier across the 
whole machine down to each individual thread is based on 
electrical propagation, high performance is achieved. 
0043. Software Interface 
0044. In one embodiment, a software interface may use 
memory-mapped I/O (MMIO) write and reads to initialize 
and utilize the barrier mechanism. In this embodiment, reads 
and writes to specially mapped memory addresses achieve the 
behavior of the below software interfaces. The present dis 
closure also implements, in another embodiment, an exten 
sion to instruction set architecture (ISA) that enables software 
to interface with the above-described hardware implementa 
tion. Thus, new instructions are introduced in the present 
disclosure. A list of the new ISA instructions in one embodi 
ment of the present disclosure is provided below. This is not 
an extensive list of all possible new instructions associated 
with the present invention, and the exact operation or syntax 
of these instructions do not limit the scope of the present 
invention: 
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0045 set barrier to indicate that the program will par 
ticipate in the communication barrier; this causes the mask bit 
associated with this processor core to be set. 
0046 wait poll—to indicate that the thread has arrived at 
the barrier. At some point the bit associated with the thread to 
indicate the barrier has been achieved will be set. In this mode 
it is the responsibility of the thread to check the bit indicating 
the other threads have achieved the barrier. 
0047 wait interrupt to indicate that the thread has 
arrived at the barrier and may continue executing instructions. 
At some point the thread will receive an interrupt indicating 
that all its co-participants have also arrived at the barrier. At 
this point the thread may execute code Succeeding the barrier. 
0048 wait wakeup to indicate that the thread enters the 
barrier and goes into sleep status until the wakeup signal on 
this processor becomes active. This may be chosen to be 
implemented efficiently with hardware or in software as per 
the goals of the target architecture. 
0049. An example way of using these instructions in one 
embodiment of the present disclosure is as follows. A pro 
gram starts by initializing the barrier. This involves all the 
threads that wish to participate in the issuing a set-barrier 
command with a predetermined barrier identifier (id) to indi 
cate that this thread is going to participate in the multi-node 
synchronization. The barrier id allows the hardware to form 
the correct grouping of threads. This synchronization may be 
on-chip or intra-chip synchronization depending on which 
threads have issued the set-barrier command. Issuing this 
command causes the mask bit associated with this thread 
executing the program to be set up. The thread continues to 
execute instructions of the program. 
0050. Once the thread completes the execution of instruc 
tions for a given phase of the program and reaches the barrier, 
it issues a wait wakeup or wait interrupt instructions, to 
check if other processors reached the barrier. This command 
causes the barrier signal to start propagating out to other 
threads participating in the barrier. At some point all the 
threads arrive at the barrier and the logic determines this and 
then start propagating back the sync signal to all the partici 
pating. 
0051 FIG. 4 is a flow diagram illustrating a method for 
low-overhead, low-latency barrier synchronization of cores 
and nodes on a multiprocessor system in one embodiment of 
the present disclosure. At 402, each of a plurality of processor 
cores provides input to a respective bit in a register (referred 
to above as a mask and status bit register). In one aspect, 
multiple processor cores on the processor chip may be het 
erogeneous, i.e., a processor core on the chip may comprise 
different functional units and/or functionalities from another 
processor core on the same chip. At 404, the method in one 
embodiment determines whether and/or when barrier is 
achieved using a logic circuit that electrically ties the bits of 
the barrier register (mask and status register) together and 
“AND's the input bit signals. At 406, the method in one 
embodiment determines if only on-chip synchronization is 
needed or if inter-node synchronization is needed. At 408, 
once all processors on the chip achieve the barrier and if only 
on-chip synchronization is needed, all processor cores par 
ticipating in the synchronization on that chip are notified of 
the synchronization, for instance, by activating a synchroni 
Zation signal and transmitting the sync (Synchronization) sig 
nal to the threads. 
0.052 At 410, if inter-node synchronization is needed, a 
synchronization signal is communicated outside the chip, for 



US 2012/01798.96 A1 

instance, to synchronize multiple processor chips. In one 
aspect, the processor chips are heterogeneous, i.e., one or 
more processor chips may have different architecture and/or 
functionalities from another processor chip participating in 
the inter-node synchronization. 
0053 At 412, the synchronization signal may be hierar 
chically integrated into System synchronization, for instance, 
as described with reference to FIG. 3. At 414, a global syn 
chronization signal is propagated back to the lower levels of 
synchronization down to all processor cores participating in 
the barrier. As per the different modes illustrated in FIG. 5, 
one of three actions may be taken when the sync signals 
arrives back at the node indicating all threads have achieved 
the barrier. 
0054 FIG.5 is a flow diagram illustrating synchronization 
in one or more chips in hierarchical manner, in one embodi 
ment of the present disclosure. A hierarchical synchroniza 
tionarrangement of the present disclosure in one embodiment 
may include, at a low level, a plurality of processor cores or 
threads on a chip participating in barrier synchronization. 
Each chip may include a mask and status bit register and a 
control logic that determines whether all participating pro 
cessor cores on that node have reached a barrier. The next 
level of synchronization may include multiple nodes partici 
pating in the barrier synchronization. This level also may 
include a similar mask and status bit register and control logic 
that determines whether all participating chips have reached 
the barrier. Yet another level of synchronization hierarchy 
may include yet another group of chips participating in the 
barrier synchronization and so forth. At each level of synchro 
nization hierarchy, there may be a mask and status bit register 
and a control logic that determines whether all participants in 
that level have reached the barrier. 
0055. At 502, it is determined whetherinter-node synchro 
nization is needed. If not, at 516, a synchronization that 
indicates that all threads participating in barrier on a node is 
sent to the threads on that node. 

0056. In the case in which there are multiple levels of 
synchronizations, i.e., two or more levels, the control logic at 
each level transmits the synchronization signal to the next 
hierarchical level, once synchronization is achieved at that 
level; when synchronization is reached at the end of the hier 
archy, the synchronization signal may be back propagated, 
i.e., transmitted back to a lower levels of hierarchy all the way 
to the lowest level. 
0057 For example, at 504, a synchronization signal is 
communicated to the next higher hierarchical level. At 506, it 
is determined whether synchronization is achieved at that 
hierarchical level. If synchronization has been achieved, at 
508, it is determined whether another hierarchical level of 
synchronization is needed. If so, a synchronization signal is 
sent to that level of hierarchy at 504, and the process may 
continue until synchronization is communicated to all hier 
archical levels. At 508, if it is determined that the highest 
hierarchical level is reached, a synchronization signal is gen 
erated and propagated at a lower level at 510. At 512, if there 
are more nodes in lower levels of hierarchy waiting for Syn 
chronization, (i.e., the back propagation of signals in the 
levels of hierarchy has not reached a node or nodes in the 
lowest level of hierarchy), at 514, a synchronization signal is 
propagated at the lower hierarchical level. The steps 510,512 
and 514 may continue until a synchronization signal is propa 
gated back to the lowest hierarchy level of node or nodes. At 
516, a synchronization signal is propagated to all threads in 
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the node or nodes at the lowest hierarchy level. In one 
embodiment of the present disclosure, the determination is 
done electrically at all levels, and thus efficiency of propaga 
tion is achieved. 
0058. Unlike some of known techniques that use write and 
read registers to determine barrier synchronization, a thread 
in the present disclosure in one embodiment need not poll on 
a read register or the like to identify if other threads are in the 
barrier or reached synchronization. Furthermore, because the 
threads in the present disclosure in one embodiment need not 
poll on a read register, a separate read registers and intercon 
nects for status transfer from a write register to a read register 
for all processors may not be needed. Instead, the present 
disclosure in one embodiment may utilize a write register for, 
where each thread writes its status. When the synchronization 
of the system is reached, a signal is generated (a wake-up or 
interrupt signal) and broadcasted to all participants in the 
synchronization. A hierarchical organization of the present 
disclosure also allows for inclusion of many threads in the 
synchronization. 
0059. The present disclosure in one embodiment also 
allows for programmable selection for each thread as to 
whether it is participating in the barrier, independently of the 
code the threads are executing whether the same or different 
code. As described above, this selection may occurat initial 
ization by executing a set-barrier command with a given 
barrier identifier. 
0060 Yet in another aspect, the present disclosure in one 
embodiment need not have software intervention to poll 
thread state. Rather, in the present disclosure in one embodi 
ment, electrical signals are propagated in hardware to signal 
the barrier synchronization. The present disclosure in one 
embodiment operates on a multi-core heterogeneous chip and 
allows for efficiently feeding a barrier signal from on chip to 
a hardware device, and propagating the barrier signal effi 
ciently, for instance without software checking, back to each 
thread on the multi-core system. 
0061. As will be appreciated by one skilled in the art, 
aspects of the present invention may be embodied as a system, 
method or computer program product. Accordingly, aspects 
of the present invention may take the form of an entirely 
hardware embodiment, an entirely software embodiment (in 
cluding firmware, resident software, micro-code, etc.) or an 
embodiment combining software and hardware aspects that 
may all generally be referred to herein as a “circuit,” “mod 
ule' or “system.” Furthermore, aspects of the present inven 
tion may take the form of a computer program product 
embodied in one or more computer readable medium(s) hav 
ing computer readable program code embodied thereon. 
0062) Any combination of one or more computer readable 
medium(s) may be utilized. The computer readable medium 
may be a computer readable signal medium or a computer 
readable storage medium. A computer readable storage 
medium may be, for example, but not limited to, an elec 
tronic, magnetic, optical, electromagnetic, infrared, or semi 
conductor System, apparatus, or device, or any suitable com 
bination of the foregoing. More specific examples (a non 
exhaustive list) of the computer readable storage medium 
would include the following: an electrical connection having 
one or more wires, a portable computer diskette, a hard disk, 
a random access memory (RAM), a read-only memory 
(ROM), an erasable programmable read-only memory 
(EPROM or Flash memory), an optical fiber, a portable com 
pact disc read-only memory (CD-ROM), an optical storage 
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device, a magnetic storage device, or any suitable combina 
tion of the foregoing. In the context of this document, a 
computer readable storage medium may be any tangible 
medium that can contain, or store a program for use by or in 
connection with an instruction execution system, apparatus, 
or device. 
0063 A computer readable signal medium may include a 
propagated data signal with computer readable program code 
embodied therein, for example, in baseband or as part of a 
carrier wave. Such a propagated signal may take any of a 
variety of forms, including, but not limited to, electro-mag 
netic, optical, or any Suitable combination thereof. A com 
puter readable signal medium may be any computer readable 
medium that is not a computer readable storage medium and 
that can communicate, propagate, or transport a program for 
use by or in connection with an instruction execution system, 
apparatus, or device. 
0064 Program code embodied on a computer readable 
medium may be transmitted using any appropriate medium, 
including but not limited to wireless, wireline, optical fiber 
cable, RF, etc., or any Suitable combination of the foregoing. 
0065 Computer program code for carrying out operations 
for aspects of the present invention may be written in any 
combination of one or more programming languages, includ 
ing an object oriented programming language such as Java, 
Smalltalk, C++ or the like and conventional procedural pro 
gramming languages, such as the “C” programming language 
or similar programming languages, a Scripting language Such 
as Perl, VBS or similar languages, and/or functional lan 
guages such as Lisp and ML and logic-oriented languages 
Such as Prolog. The program code may execute entirely on the 
user's computer, partly on the user's computer, as a stand 
alone software package, partly on the user's computer and 
partly on a remote computer or entirely on the remote com 
puter or server. In the latter scenario, the remote computer 
may be connected to the user's computer through any type of 
network, including a local area network (LAN) or a wide area 
network (WAN), or the connection may be made to an exter 
nal computer (for example, through the Internet using an 
Internet Service Provider). 
0066 Aspects of the present invention are described with 
reference to flowchart illustrations and/or block diagrams of 
methods, apparatus (systems) and computer program prod 
ucts according to embodiments of the invention. It will be 
understood that each block of the flowchart illustrations and/ 
or block diagrams, and combinations of blocks in the flow 
chart illustrations and/or block diagrams, can be imple 
mented by computer program instructions. These computer 
program instructions may be provided to a processor of a 
general purpose computer, special purpose computer, or other 
programmable data processing apparatus to produce a 
machine, such that the instructions, which execute via the 
processor of the computer or other programmable data pro 
cessing apparatus, create means for implementing the func 
tions/acts specified in the flowchart and/or block diagram 
block or blocks. 
0067. These computer program instructions may also be 
stored in a computer readable medium that can direct a com 
puter, other programmable data processing apparatus, or 
other devices to function in a particular manner, Such that the 
instructions stored in the computer readable medium produce 
an article of manufacture including instructions which imple 
ment the function/act specified in the flowchart and/or block 
diagram block or blocks. 
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0068. The computer program instructions may also be 
loaded onto a computer, other programmable data processing 
apparatus, or other devices to cause a series of operational 
steps to be performed on the computer, other programmable 
apparatus or other devices to produce a computer imple 
mented process such that the instructions which execute on 
the computer or other programmable apparatus provide pro 
cesses for implementing the functions/acts specified in the 
flowchart and/or block diagram block or blocks. 
0069. The flowchart and block diagrams in the figures 
illustrate the architecture, functionality, and operation of pos 
sible implementations of systems, methods and computer 
program products according to various embodiments of the 
present invention. In this regard, each block in the flowchart 
or block diagrams may represent a module, segment, or por 
tion of code, which comprises one or more executable 
instructions for implementing the specified logical function 
(s). It should also be noted that, in some alternative imple 
mentations, the functions noted in the block may occur out of 
the order noted in the figures. For example, two blocks shown 
in Succession may, in fact, be executed Substantially concur 
rently, or the blocks may sometimes be executed in the reverse 
order, depending upon the functionality involved. It will also 
be noted that each block of the block diagrams and/or flow 
chart illustration, and combinations of blocks in the block 
diagrams and/or flowchart illustration, can be implemented 
by special purpose hardware-based systems that perform the 
specified functions or acts, or combinations of special pur 
pose hardware and computer instructions. 
0070 The systems and methodologies of the present dis 
closure may be carried out or executed in a computer system 
that includes a processing unit, which houses one or more 
processors and/or cores, memory and other systems compo 
nents (not shown expressly in the drawing) that implement a 
computer processing system, or computer that may execute a 
computer program product. The computer program product 
may comprise media, for example a hard disk, a compact 
storage medium such as a compact disc, or other storage 
devices, which may be read by the processing unit by any 
techniques known or will be known to the skilled artisan for 
providing the computer program product to the processing 
system for execution. 
0071. The computer program product may comprise all 
the respective features enabling the implementation of the 
methodology described herein, and which when loaded in a 
computer system is able to carry out the methods. Com 
puter program, Software program, program, or Software, in 
the present context means any expression, in any language, 
code or notation, of a set of instructions intended to cause a 
system having an information processing capability to per 
form aparticular function either directly or after either or both 
of the following: (a) conversion to another language, code or 
notation; and/or (b) reproduction in a different material form. 
0072 The computer processing system that carries out the 
system and method of the present disclosure may also include 
a display device such as a monitor or display Screen for 
presenting output displays and providing a display through 
which the user may input data and interact with the processing 
system, for instance, in cooperation with input devices Such 
as the keyboard and mouse device or pointing device. The 
computer processing system may be also connected or 
coupled to one or more peripheral devices such as the printer, 
scanner, speaker, and any other devices, directly or via remote 
connections. The computer processing system may be con 
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nected or coupled to one or more other processing systems 
Such as a server, other remote computer processing system, 
network storage devices, via any one or more of a local 
Ethernet, WAN connection, Internet, etc. or via any other 
networking methodologies that connect different computing 
systems and allow them to communicate with one another. 
The various functionalities and modules of the systems and 
methods of the present disclosure may be implemented or 
carried out distributedly on different processing systems or on 
any single platform, for instance, accessing data stored 
locally or distributedly on the network. 
0073. The terminology used herein is for the purpose of 
describing particular embodiments only and is not intended to 
be limiting of the invention. As used herein, the singular 
forms “a”, “an and “the are intended to include the plural 
forms as well, unless the context clearly indicates otherwise. 
It will be further understood that the terms “comprises” and/ 
or “comprising, when used in this specification, specify the 
presence of stated features, integers, steps, operations, ele 
ments, and/or components, but do not preclude the presence 
or addition of one or more other features, integers, steps, 
operations, elements, components, and/or groups thereof. 
0074 The corresponding structures, materials, acts, and 
equivalents of all means or step plus function elements, if any, 
in the claims below are intended to include any structure, 
material, or act for performing the function in combination 
with other claimed elements as specifically claimed. The 
description of the present invention has been presented for 
purposes of illustration and description, but is not intended to 
be exhaustive or limited to the invention in the form disclosed. 
Many modifications and variations will be apparent to those 
of ordinary skill in the art without departing from the scope 
and spirit of the invention. The embodiment was chosen and 
described in order to best explain the principles of the inven 
tion and the practical application, and to enable others of 
ordinary skill in the art to understand the invention for various 
embodiments with various modifications as are suited to the 
particular use contemplated. 
0075 Various aspects of the present disclosure may be 
embodied as a program, Software, or computer instructions 
embodied in a computer or machine usable or readable 
medium, which causes the computer or machine to perform 
the steps of the method when executed on the computer, 
processor, and/or machine. A program storage device read 
able by a machine, tangibly embodying a program of instruc 
tions executable by the machine to perform various function 
alities and methods described in the present disclosure is also 
provided. 
0076. The system and method of the present disclosure 
may be implemented and run on a general-purpose computer 
or special-purpose computer system. The computer system 
may be any type of known or will be known systems and may 
typically include a processor, memory device, a storage 
device, input/output devices, internal buses, and/or a commu 
nications interface for communicating with other computer 
systems in conjunction with communication hardware and 
Software, etc. 
0077. The terms “computer system” and “computer net 
work as may be used in the present application may include 
a variety of combinations of fixed and/or portable computer 
hardware, Software, peripherals, and storage devices. The 
computer system may include a plurality of individual com 
ponents that are networked or otherwise linked to perform 
collaboratively, or may include one or more stand-alone com 
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ponents. The hardware and Software components of the com 
puter system of the present application may include and may 
be included within fixed and portable devices such as desktop, 
laptop, and/or server. A module may be a component of a 
device, Software, program, or system that implements some 
“functionality”, which can be embodied as software, hard 
ware, firmware, electronic circuitry, or etc. 
0078. The embodiments described above are illustrative 
examples and it should not be construed that the present 
invention is limited to these particular embodiments. Thus, 
various changes and modifications may be effected by one 
skilled in the art without departing from the spirit or scope of 
the invention as defined in the appended claims. 

We claim: 
1. A method for a hierarchical barrier synchronization of 

cores and nodes on a multiprocessor system, comprising: 
providing by each of a plurality of threads on a chip, input 

bit signal to a respective bit in a register, in response to 
reaching a barrier; 

determining whether all of the plurality of threads reached 
the barrier by electrically tying bits of the register 
together and “AND'ing the input bit signals; 

determining whether only on-chip synchronization is 
needed or whether inter-node synchronization is 
needed; 

in response to determining that all of the plurality of pro 
cessors on the chip reached the barrier, notifying the 
plurality of threads on the chip, if it is determined that 
only on-chip synchronization is needed; and 

after all of the plurality of threads on the chip reached the 
barrier, communicating the synchronization signal to 
outside of the chip, if it is determined that inter-node 
synchronization is needed. 

2. The method of claim 1, wherein the plurality of cores on 
the chip are heterogeneous. 

3. The method of claim 1, wherein the notifying the plu 
rality of threads includes generating an interrupt, waking up 
the threads, or setting a bit indicating that the barrier has been 
achieved, or combinations thereof. 

4. The method of claim 1, further including: 
in response to determining that the inter-node synchroni 

Zation is needed, hierarchically integrating the synchro 
nization signal into a system synchronization; and 

propagating a global synchronization signal back to one or 
more lower levels of synchronization downto all threads 
participating in the barrier. 

5. The method of claim 4, wherein a plurality of chips 
participate in the system synchronization and the plurality of 
chips are heterogeneous. 

6. The method of claim 1, wherein said each of a plurality 
of threads on a chip is programmed to sleep after providing 
the input bit signal. 

7. The method of claim 6, wherein said notifying the plu 
rality of threads on the chip wakes up said each of a plurality 
of threads on a chip. 

8. A computer readable storage medium storing a program 
of instructions executable by a machine to perform a method 
for a hierarchical barrier synchronization of cores and nodes 
on a multiprocessor System, comprising: 

providing by each of a plurality of threads on a chip, input 
bit signal to a respective bit in a register, in response to 
reaching a barrier; 
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determining whether all of the plurality of threads reached 
the barrier by electrically tying bits of the register 
together and “AND'ing the input bit signals; 

determining whether only on-chip synchronization is 
needed or whether inter-node synchronization is 
needed; 

in response to determining that all of the plurality of 
threads on the chip reached the barrier, notifying the 
plurality of threads on the chip, if it is determined that 
only on-chip synchronization is needed; and 

after all of the plurality of threads on the chip reached the 
barrier, communicating the synchronization signal to 
outside of the chip, if it is determined that inter-node 
synchronization is needed. 

9. The computer readable storage medium of claim 8. 
wherein the plurality of threads on the chip are heteroge 

OUS. 

10. The computer readable storage medium of claim 8, 
wherein the notifying the plurality of threads includes gener 
ating an interrupt, waking up one or more of the plurality of 
threads, or setting a bit indicating the barrier has been 
achieved, or combinations thereof. 

11. The computer readable storage medium of claim 8, 
further including: 

in response to determining that the inter-node synchroni 
Zation is needed, hierarchically integrating the synchro 
nization signal into a system synchronization; and 

propagating a global synchronization signal back to one or 
more lower levels of synchronization downto all threads 
participating in the barrier. 

12. The computer readable storage medium of claim 11, 
wherein a plurality of thread chips participate in the system 
synchronization and the plurality of thread chips are hetero 
geneous. 

13. The computer readable storage medium of claim 8, 
wherein said each of a plurality of threads on a chip is pro 
grammed to sleep after providing the input bit signal. 

14. The computer readable storage medium of claim 13, 
wherein said notifying the plurality of threads on the chip 
wakes up said each of a plurality of threads on a chip. 

15. An apparatus for a hierarchical barrier synchronization 
of cores and nodes on a multiprocessor system, comprising: 

a plurality of cores arranged in an integrated circuit; 
a register operable to store input bit signals received from 

each of said plurality of cores; 
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a control logic circuit operable to electrically tie and per 
form a Boolean “AND” function on said stored input bit 
signals to determine whether said plurality of cores all 
achieved barrier, the control logic circuit further oper 
able to determine whether only on-chip synchronization 
is needed or whether inter-node synchronization is 
needed, and in response to determining that all of the 
plurality of cores on the integrated circuit reached the 
barrier, notifying the plurality of cores on the chip, if it is 
determined that only on-chip synchronization is needed, 
and after all of the plurality of cores on the integrated 
circuit reached the barrier, communicating the synchro 
nization signal to outside of the integrated circuit, if it is 
determined that inter-node synchronization is needed. 

16. The apparatus of claim 15, wherein the plurality of 
cores on the integrated circuit are heterogeneous. 

17. The apparatus of claim 15, wherein the notifying the 
plurality of cores on the integrated circuit includes transmit 
ting a synchronization signal to said each of a plurality of 
cores on the integrated circuit. 

18. The apparatus of claim 15, further including: 
in response to determining that the inter-node synchroni 

Zation is needed, hierarchically integrating the synchro 
nization signal into a system synchronization; and 

propagating a global synchronization signal back to one or 
more lower levels of synchronization down to all cores 
participating in the barrier. 

19. The apparatus of claim 18, wherein a plurality of inte 
grated circuits participates in the system synchronization and 
the plurality of integrated circuits are heterogeneous. 

20. The apparatus of claim 15, wherein said each of a 
plurality of cores in integrated circuit is programmed to sleep 
after providing the input bit signal. 

21. The apparatus of claim 20, wherein said notifying the 
plurality of cores in the integrated circuit wakes up said each 
of a plurality of cores. 

22. The apparatus of claim 21, further including instruction 
set architecture that includes an instruction to set barrier and 
an instruction to wakeup one or more cores. 

23. The apparatus of claim 15, wherein the register is 
further operable to store a mask bit corresponding to each of 
the plurality of cores, the mask bit for indicating whether the 
corresponding cores is participating in barrier 
synchronization. 


