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(57) Abstract: Various implementations for determining image relevance re-
sponsive to a search query result in fewer query revisions and searches, which,
in turn, improves the overall system performance of a system that performs
image searching operations. An example method includes, for each resource
in a plurality of resources, wherein each resource includes one or more images
and text that is separate from each of the images: determining from the text of
the resource, resource topics described by the text of the resource. For each
of the one or more images, processing the image to determine a set of image
topics that describe topics to which content depicted in the image belongs.
Determining one or more topic match scores, wherein each topic match score
is a measure of relevance one or more of the image topics of the image to one
or more of the resource topics of the resource.
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CONTEXTUAL BASED IMAGE SEARCH RESULTS

BACKGROUND
{6001} This specification relates to presentation of image search results responsive to a
search query.
{6002} The Internet provides access to a wide variety of resources, for example,

webpages, image files, audio files, and videos. These resources include content for particular
subjects, book articles, or news articles. A search system can select one or more resources in
response to receiving a search query. A search query is data that a user submits to a search
engine to find mmformation to satisfy the user’s informational needs. The search queries are
usually in the form of text, e.g., one or more query terms, but other types of search queries
can also be processed. The search system selects and scores content, such as images and
resources, based on their relevance to the search query and on thetr importance relative to
other resources, and provides search resuits that link to the selected content. The search
results are typically ranked according to the scores and presented according to the ranking.
{008 3] In the case of image searching, an image may be scored based on one or more of
the relevance of tags, e.g., captions associated with the umage, to the query terms, the
selection rate of the image, and other factors. An images, however, may not always depict
content that closely corresponds to the underlying content of the resource in which the image
15 displayed. For example, an image of an artist performing with an iconic landmark in the
background may be displayed in a web page that includes an article reporting on the
performance. The underlying web page and the article, however, may provide no
mformation about the famous landmark 1o the background. Regardless, many image
processing systems will recognize the landmark in the background and tag the image as being
relevant to the landmark. Furthermore, 1f the artist 15 relatively famous, the image and the
resource may recetve a relative igh amount of traffic. Accordingly, should a user that 13
secking information about the famous landmark enter a query describing the famous
landmark, the user may be presented with the image as one of many search results.

However, the underlving resource, which reports on the artist’s performance, will likely not

satisfy the user’s informational needs regarding the famous landmark.
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SUMMARY
{(004] In general, one mnnovative aspect of the subject matter described in this
specification can be embodied in methods that include the actions of, for each resource in a
plurality of resources, wherein each resource includes one or more images and text that 1s
separate from each of the one or more 1mages: determining, by a data processing apparatus,
and from the text of the resource, resource topics described by the text of the resource. For
each of the one the one or more images, processing, by the data processing apparatus, the
image to determine a set of image topics that describe topics to which content depicted in the
image belongs. Determining, by the data process apparatus, one or more topic match scores,
wherein each topic match score is a measure of relevance one or more of the image topics of
the image to one or more of the resource topics of the resource. Storing in an index, by the
data processing apparatus and for the image, data that describes the image topics for the
image, resource topics for the resource, and the one or more topic match scores for the
image. Other embodiments of this aspect include corresponding systems, apparatus, and
computer programs, configured to perform the actions of the methods, encoded on computer
storage devices.
[B005] Particular embodiments of the subject matter described in this specification can be
implemented so as to realize one or more of the following advantages. The present systems
and methods provide image search results based on topical similarity between the rmage and
the resource that includes the tmage. This results in fewer query revisions and searches,
which, in turn, improves the overall system performance of a system that performs image
searching operations.  The topicality similarity 15 used as a ranking signal to rank rmages
responsive to a search query. By considering the topicality similanty, the system provides
image search results that link to images that are very hikely to be topically relevant to the text
of the resources on which the images are hosted. This better serves users whose
informational needs are only partially satisfied by an image, and who may benefit from
additional contextual information included in the resource.
{6006] In some implementations, the present systems and methods also take into account
the image’s characteristics {e.g., size, location, type, etc.} when determining the topic match

score for each image presented in an image search resuft. Taking into account the image’s

J
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characteristics when determining the topic match score further refines the accuracy of the
relevance of the image to the search query.

{G0G7] The details of one or more embodiments of the subject matter described in this
specification are set forth in the accompanying drawings and the description below. Other
features, aspects, and advantages of the subject matter will become apparent from the

description, the drawings, and the claims.

BRIEF DESCRIPTION OF THE DRAWINGS
{BOO8] Fig. 1 15 a block diagram of an example environment in which image search
results are processed.
[60069] Fig. 2A 15 a block diagram illustrating components that score topics and topic
relevance for an image.
{6010 Fig. 2B 1s a flowchart of an example process for determining topic match scores
by the system in Fig. 2A.
[6011] Fig. 3A 15 a block diagram dlustrating components for ranking image search
results based on image topic match scores.
[6012] Fig. 3B 15 a flow chart of an example process for ranking image search results by
the system in Fig. 3A
[06013] Like reference numbers and designations in the various drawings mdicate like

elements.

DETATLED DESCRIPTION
{0014] Overview
{0601 5] Image search results are presented to a user, typically in response to a search
query, in an attempt to satisty the informational need of the user. Iroage search results are
generated by ranking images based on a relevance of the content depicted in the image to the
search query, a relevance of the content in the image to the topicality of content within the
resource that the image belongs, and, optionally, the promimence of the image within the
resource. The relevance of the content in the image to the topicality of content within the
resource that the timage belongs and the prommence of the tmage within the resource are

measures that may be stored in an mdex prior to query time.
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{0016] To build this index, a search system selects resources, such as web pages, that
imclude images. For each resource, the system determines resource topics described by the
text of the resource. For each image in the resource, the system determines a set of image
topics that describe topics to which content depicted in the image belongs. The resource
topics and the image topics are compared to each other to determine a topic match score
indicative of how similar the image content topics are to the resource topics.

{0017} The system can also determine a prominence score for each image and use thig
prominence score to adjust the topic match scores. The prominence score describes how
prominent the image 1s within the resource that it 15 presented in. For example, an image with
a higher prominence score may be a larger image centrally displayed within the resource.
Conversely, an image with a lower prominence score may be a thumbnail image located at
the bottom or side of the resource. Fach image’s topic match score can be moditied by
meorporating the image’s prominence score.

[6018] In response to an tmage seeking query, the system can access previously
determined resource topics, image topics, and topic maich scores for particular candidate
images by accessing information stored the index. The system can then determine, for each
of the images, a search score based on these values. The search score 1s a measures of
relevance of the tmage to the image seeking query.

[B019] These features and additional features of providing image search results based on
topical relevance of an tmage and are described in more detail below. Additionally, while
the description that follows uses tmages as an illustrative example, the systems and methods
described below may also be used for other types of content, such as videos, audio, and any
other non-textual content for which the topicality of the content can be determined and
evaluated against the topicality of the content of the underlying resource in which the content

is presented.

{0028] Fxample Environment

{6021] Fig. 1 is a block diagram of an example environment 100 in which image search

results are processed. The example environment 100 mcludes a network 102 {e.g., a local

&0

area network (LAN), wide area network (WAN), the Internet, or a combination of them), that
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connects web pages 104, user devices 108, and the search system 116, The environment 100
may include many thousands of web pages 104 and user devices 108,
{6022} A web page 104 i3 one or more resources associated with a domain name, and
each web page 1s hosted by one or more servers. An example web page is a collection of
webpages formatted in hypertext markup language (HTML) that can contain text, graphic
images, multimedia content, and programming elements, such as scripts. Each web page 104
is maintained by a publisher, e g, an entity that manages and/or owns the web page.
(0023] A web page 104 can include one or more images 106 that is presented with the
resource. Each web page 104 and mmage 106 is associated with a resource address, suchas a
RL. Web pages 104 include text and may also include links to other types of resources that
are rendered and displayed with the text of the webpage resource. In particular, images 106
are often rendered with web pages 104, An image 106 1s represented by umage data that is
used to render an image of a subject. While image data 1s typically included 1in web page
data, they can also be hosted as separately addressable resources.
[3024] To facilitate searching of web pages 104, the search system 116 identifies the
resources by crawling the publisher web pages 104 and indexing the resources provided by
the publisher web pages 104 In some 1imoplementations, the indexes are stored 1n an image
resource index 114 and a web page index 118, The indexes 114 and 118 are shown as
separate indexes. However, in some implementations, the indexes can be combined ina
single index, and search for a respective corpus can be constrained to the portion of the
combined index that 1s used to mmdex the respective corpus.
[6025] For a search of textual content, the web page index 118 15 searched, and resources
are ranked based on information retrieval (“IR”) scores that measure the relevance of the
resource 1o the query, and optionally an authority score of each resource relative to other
resources. The ranking of the search results 1s based on relevance scores that are a
combination {e.g., sums, products, or other mathematical combinations) of the IR scores and
the authority scores. The search results 122 are ordered according to these relevance scores
and provided to the user device according to the order.
{0026] For a search directed to images, the search system 116 accesses the image
resource index 114, In some implementations, the search system 116 determines a search

score for an image that measures the relevance of an image to an image seeking query.
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{6027} Often a search will return search results for both images and resources. When this
occurs, the image search results are typically provided in a group in-line with the resource
search results. Additional details describing tmage searching will discussed in connection
with Figs. 2A-3B.

{0028} The user devices 108 receive the search results 122, e.g., in the form of a listing of
the results in a webpage, and render the pages for presentation to users. The search results
are data generated by the search system 116 that identifies resources that are responsive to a
particular search query. Each search result includes a link to a corresponding resource, £.g., a
link to a webpage for a general search result, or link to an image for an image search result.
An example general search result includes a webpage title, a snippet of text, and a URL of
the webpage. An example image search result includes a thumbnatil of an image, a URL of
the webpage 1n which the image 1s referenced, and, optionally, labeled data describing the
subject of the image.

[6029] To score the images in response to a search query, the search system 116 accesses
topic match scores i an image topic match score index 120, The image topic match scores
define, for each tmage in each resource, a measure of relevance of one or more of image
topics of the image to one or more of resource topics of the resource. These topic match
scores are used, 1n part, to generate search scores for an tmage in response to an image
seeking query.

{6030} Generation of the image topic match scores 1s described with reference to Figs.
2A and ZB below.  Search processing that uses the image topic match scores 1s described
with reference to Figs. 3A and 3B below.

[0031] Image Topic Match Score Generation

{6032} Fig. 2ZA 15 a block diagram illustrating components that score topics and topic
relevance for an image. The components may be implemented in a data processing apparatus
of one or more computers.

{(033] An image/resource topic scorer 112 processes resources 104 that each include one
or more images. Each resource also includes other information, such as text, that is separate
from each of the one or more images. For each resource, the scorer 112 determines a topic
match score(s) for each image in the resource. In particular, the topic match score for an

image 1s based on the relevance of topics to which content depicted in the image belongs to
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the resource topics described by the text of the resource. Thus, the higher the relevance of
the topics of the content 1n the image to the topics of content of the resource, the higher the
topic match score.

{(034] In the example implementation of Fig. 2ZA, the image/resource topic scorer 112
includes an image topic identifier 202, a resource topic wdentifier 204, and a topic match
scorer 206, the operations of which are described with reference to Fig. 2B, whichis a
flowchart of an example process 250 for determining topic match scores by the system in
Fig. 2A The process 250 1s performed for each resource 104 that includes one or more
images.

[0035] The resource topic identifier 204 determines, from the text of the resource,
resource topics described by the text of the resource (252). In some implementations, the
resource topic wdentifier determines the topics of the using one or more of semantic analysis
of the text body of the resource, analyzing anchor text in the resource and the title of the
resource, and/or any other appropriate technique for determining the topic of the resource.
For example, the resource topic wdentifier 204 may identify which terms {e.g., words,
common names, etc.} occur more frequently within the resource and consider those terms as
being representative of topics and/or topic tags for the content within the resource.

[06036] As illustrated 1n Fig. 2A, a resource 104 can have more than one image, e.g.,
106a and 106b, presented within the resource 104, For each image within a resource 104, the
mage topic identifier 202 processes the image to determine a set of umage topics that
deseribe topics to which content depicted in the tmage belongs (254}, In some
mplementations, images 106 may have topic tags that are associated with each of the images
106. The topic tags, which are generally metadata tags, are descriptive of the image’s
content and categories to which the image belongs. For example, an image of the Empire
State Building may have the following topic tags: Empire State Building, New York, sky
scraper, tall building, Manhattan, etc. These tags may be used to determine the topics for the
image.

{6637} In some implementations, determining a set of image topics that describe topics to
which content depicted in the image belongs can be done by submutting the 1mage to an
image annotation system and receiving for the image a set of annotations as the image topics.

The image annotation system, in some implementations, determines the labels based on
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computer image processing of the image that determines content depicted in the image, and
the labels are descriptive of the determined content. An image content annotation system, for
example, may use machine learned models to classify images into categories. After
analyzing an image, the image annotation systems assigns metadata tags to the image.

{0038] Other ways of determining topics to which content depicted in the image belongs
can also be used.

{0039} The topic match scorer 206, for each image within a resource, determines one or
more topic match scores {256). Each topic match score is a measure of relevance of one or
more of the image topics of the image to one or more of the resource topics of the resource.
The topic match scorer 206 uses the image and resource topics identified by the image topic
wdentifier 202 and the resource topic identifier 204 to determine the topic match scores. For
example, a first resource may describe the history, facts, and the current state of the Empire
State Building, and contain an umage, image A, of the Empire State Building. A second
resource may also include an image depicting the Empire State Building (image B), but the
second resource may describe photo editing techniques, and the image of the Empire State
building 1s used to 1llustrate the end result of such techniques. For image A, the topic maich
scores will much higher than 1mage B, As an example, the topic match scorer 206 may
assign tmage A a nominalized topic match score of 99 and 1image B a nominalized topic
match score of 10,

{6040} In some nplementations, a single topic match score may be generated for each
image. For example, assume four topics are deternmined for the image — 1T1, 1T2, IT3, and
IT4, and three topics are determined for the resource — RT1, RT2, and RT3, A topic match
score tor the image I may be generated by a generalized function:

16041} TM) = (1T, 172, IT3, 174, RT1, RT2, RT3}

{(042] Any appropriate scoring function can be used. For example, binary scoring may
be used for matched topics between the image the resource, and the topic match score may be
a summation of the positive binary matches. Alternatively, scoring based on topic similarity
can be used, e.g., the topics of “baseball” for an image and “baseball” for a resource may
result in a very high similarity score, while the topics of “baseball” for an image and

“softball” for a resource may result in a moderate similarity score. Conversely, the topics of
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“basebali” for an image and “physics” for a resource may result in a very low similarity
SCOTE,

{6043} In other implementations, a topic match score may be generated for each image
topic, &.g., a separate topic match score for each topic IT1, T2, T3 and I'T4. In still other
implementations, a topic match score for the image may be generated for each resource topic,
e.g., a separate topic match score for each topic RT1, RT2 and RT3, Again, a variety of
scoring algorithms can be used to determine the topic match scores.

[0044] In some implementations, the topic match score 1s also determined by taking into
account a measure of the prominence of the image within the resource. The image/resource
topic scorer 112 determines one or more image prominence scores that collectively measure
a prominence of a display of the image in the resource 104. The prominence of the image
considers characteristics of the image {e.g., the image’s size, location, pixel count, etc.)
within the resource 104.

[0045] For example, an image 106a that 1s a small thumbnail image displayed 1n the side
of the display area of the resource will be given a lower prominence score than an image
106b that 13 larger and located near the center of the resource. Ofien times, thumbnail images
are not representative of the topic of the resource 104, while an image that 15 located at the
center of a resource is generally representative of topic of the resource 104,

[0046] In some implementations, the one or more topic match scores determined for an
mmage are based on measures of relevance of the timage topics to the resource topics and the
one or more mage prominence scores. A topic match score can incorporate the prominence
score by adjusting the measures of relevance of the image topics to the resource topics by the
one or more promunence scores. For example, a topic match score for the image I with a
prominence score P(1} may be generated by a generalized function:

[0647)  TM(D) = f{IT1, IT2, IT3, T4, RT1, RT2, RT3, P()).

{6048] Some resources may have different images served for each loading of the
resource. For example, the first time a resource is presented at a user device, an image
located at the center of the resource may depict a first animal (e.g., a3 panda bear). When the
resource 1s reloaded, the text that is presented, the image located at the center of the resource
may depict a second amimal (e g., a hedgehog). When this occurs, the prommence of an

image 1s determined to be very low, even if the image 1s otherwise prominently displayed
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(e.g., within the middle of a web page}. Alternatively, the system, when determining the one
or more topic match scores, may load a resource multiple times to ensure that the same
images load. Any location with images that differ for each reload may be determined to host
dynamic images, and the relevance of any image n that location may be ignored or
discounted by the system.

{(049] The one or more topic match scores, resource topics for the resource associated
with the one or more topic match scores, and image topics for the image associated with the
one or more top match scores are stored in the image topic match score index 120 (258). As
previously described, the image topic match score index s a repository for previously
determined topic match scores, image topics, and resource topics. In some implementations,
the search system 116 retrieves topic match scores from the image topic match score index
120 when determuning which image search results to present at a user device responsive to a
search query. Further details regarding presenting image search results will be described in
connections with Figs. 3A and 3B,

[0054] Search Processing

[06051] Images that are presented in an image search result page responsive to an image
search query are ranked based on the image’s topic match score. Fig. 3A 15 a block diagram
itlustrating components 300 for ranking image search resulis based on image topic maich
scores and Fig. 3B 1s a flow chart of an example process for ranking image search results by
the system in Fig. 3A. Fig 3B will be discussed in connection with Fig. 3A. In some
mplementations, the search system includes an image scorer 304, an image/resource topic
scorer 112, a search scorer 308, and a ranker 310, the operations of which are described
below.

{6052} The search system 116 receives an image seeking query (352}, For example, the
system 116 may receive a search query from a user device.

{6053} The search system 116, for each image, determines a relevance score that
measures a relevance of the image-seeking query to the image topics of the image (354). For
example, the image scorer 304 uses metadata describing the topics determined for the image
to determine how relevant the images are to the image search query 110.

{6054] In other implementations, the relevance score may be determined not based on the

topics identified for the 1image but on computer vision processes that determines semantic
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meanings from the image and then evaluates the relevance of the query to the semantic
meanings. (Other appropriate ways of determining a relevance score that measures a
relevance of an image to a query may also be used.

{B055] The search system 116, for each image, determines, from the relevance score
determined for the query and the one or more topic match scores for the image stored in the
index, a search score (356). The search score may be based on a scoring function that takes
into account the topic match scores determined as described with reference to Figs. ZA and
2B above.

{8056} Following the previous examples for images A and B, where image A is an image
of the Empire State Building presented in a resource that describes the history, facts, and the
current state of the Empire State Building, and image B is an image of the Empire State
Building within a resource about photo editing, assume the image scorer 304 deternunes a
relevance score of .95 for Tmage A and a relevance score of 0.97 for Image B. Based only on
these scores, Image B would be ranked higher than Image A. However, the assume the
image/resource topic scorer 112 determined a topic match score of 92 for image Aand a
topic match score of .10 for image B. Recall that the topic match scores determined by the
scorer 112 measures the relevance of one or more of the image topics of the image to one or
more of the resource topics of the resource. Using the relevance scores determined by the
search system and the topic match scores determined by the scorer 112, the search scorer
308, based on a scoring function that takes the relevance scores and topic match scores as
inputs, may deternune the search score for image A to be .91 and the search score for image
B to be .20. Thus, even though Image B depicts content that appears to be shghtly more
relevant to the image seeking query, Image B ultimately receives a lower search score than
Image A because Image A 1s display on a page that is more topically related to the content
depicted image, while Image B 1s displayed on a page that 1s less topically related to the
content depicted in the image.

{(087] The search system 116 ranks the images according the respective search scores
for the images {358). Following the example, the search system 116 would rank mmage A as
1 and image B as 2. The search system 116 provides, to a user device from which the image
search query 110 was received, a set of image search results that identify a subset of the

images, which are selected according to the ranking of the search system 116 (360).
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Ranking and presenting the images based on the search scores provides a more accurate way
to fulfili the user’s informational need by providing images that belong to resources with the
same or similar topicality as the topics of the content 1n the picture.

{H058] Embodiments of the subject matter and the operations described in this
specification can be implemented in digital electronic circuitry, or in computer software,
firmware, or hardware, including the structures disclosed in this specification and their
structural equivalents, or in combinations of one or more of them. Embodiments of the
subject matter described in this specification can be implemented as one or more computer
programs, €.g., one or more modules of computer program instructions, encoded on computer
storage medium for execution by, or to control the operation of, data processing apparatus.
Alternatively, or in addition, the program nstructions can be encoded on an
artificially-generated propagated signal, e.g., a machine-generated electrical, optical, or
electromagnetic signal that 15 generated to encode information for transmission to suitable
receiver apparatus for execution by a data processing apparatus. A computer storage medium
can be, or be ncluded in, a computer-readable storage device, a computer-readable storage
substrate, a random or serial access memory array or device, or a combination of one or more
of them. Moreover, while a computer storage medium is not a propagated signal, a computer
storage medium can be a source or destination of computer program instructions encoded 1o
an artificially-generated propagated signal. The computer storage medium can also be, or be
meluded in, one or more separate physical components or media {e.g., multiple CDs, disks,
or other storage devices).

[6059] The operations described 10 this specification can be implemented as operations
performed by a data processing apparatus on data stored on one or more computer-readable
storage devices or received from other sources.

{0060] The term “data processing apparatus” encompasses all kinds of apparatus,
devices, and machines for processing data, including by way of example a programmable
processor, a computer, a system on a chip, or multiple ones, or combinations, of the
foregoing The apparatus can also include, in addition to hardware, code that creates an
execution environment for the computer program in question, e.g., code that constitutes
processor firmware, a protocol stack, a database management system, an operating system, a

cross-platform runtime environment, a virtual machine, or a combination of one or more of
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them. The apparatus and execution environment can realize various different computing
model infrastructures, such as web services, distributed computing and grid computing
infrastructures.

{061] A computer program, also known as a program, software, sottware application,
script, or code, can be written in any form of programming language, including compiled or
imterpreted languages, declarative or procedural languages, and it can be deployed in any
form, including as a stand-alone program or as a module, component, subroutine, object, or
other unit suitable for use in a computing environment. A computer program may, but need
not, correspond to a file in a file system. A program can be stored in a portion of a file that
holds other programs or data, e g., one or more scripts stored 1n a markup language
document, in a single file dedicated to the program in question, or in multiple coordinated
files, e.g., files that store one or more modules, sub-programs, or portions of code. A
computer program can be deploved to be executed on one computer or on multiple computers
that are located at one site or distributed across multiple sites and 1nterconnected by a
communication network.

[6062] The processes and logic flows described in this specification can be performed by
one or more programmable processors executing one or more computer programs to perform
actions by operating on input data and generating output. The processes and logic flows can
also be performed by, and apparatus can also be implemented as, special purpose logic
circuitry, e.g., an FPGA (field programmable gate array) or an ASIC (application-specific
integrated circuit).

[6063] Processors suitable for the execution of a computer program include, by way of
example, both general and special purpose microprocessors, and any one or more processors
of any kind of digital computer. Generally, a processor will receive mstructions and data
from a read-only memory or a random access memory or both. The essential elements of a
computer are a processor for performing actions in accordance with instructions and one or
more memory devices for storing instructions and data. Generally, a computer will also
include, or be operatively coupled to recetve data from or transfer data to, or both, one or
more mass storage devices for storing data, e.g., magnetic, magneto-optical disks, or optical
disks. However, a computer need not have such devices. Moreover, a computer can be

embedded in another device, e.g., a mobile telephone, a personal digital assistant (PDA), a
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mobile audio or video plaver, a game console, a Global Positioning System (GPS) receiver,
or a portable storage device {e.g., a universal serial bus (USB) flash drive), to name just a
few. Devices suitable for storing computer program instructions and data include all forms
of non-volatile memory, media and memory devices, including by way of example
semiconductor memory devices, e.g., EPROM, EEPROM, and flash memory devices;
magnetic disks, e.g., internal hard disks or removable disks; magneto-optical disks; and
CD-ROM and DVD-ROM disks. The processor and the memory can be supplemented by, or
incorporated in, special purpose logic circuitry.

[0064] To provide for imteraction with a user, embodiments of the subject matter
described in this specification can be implemented on a computer having a display device,
e.g., a CRT {cathode ray tube) or LCD (hiquid crystal display) monitor, for displaying
formation to the user and a kevboard and a pointing device, e g., a mouse or a trackball, by
which the user can provide mput to the computer. Other kinds of devices can be used to
provide for interaction with a user as well; for example, feedback provided to the user can be
any form of sensory feedback, e.g., visual feedback, auditory feedback, or tactile feedback;
and input from the user can be received m any form, mcluding acoustic, speech, or tactile
mput. In addition, a computer can interact with a user by sending documents to and
receiving documents from a device that 15 used by the user; for example, by sending web
pages to a web browser on a user’s user device in response to requests received from the web
browser.

[(065] Embodiments of the subject matter described mn this specification can be
implemented in a computing system that includes a back-end component, e.g., as a data
server, or that mcludes a muddleware component, e.g., an application server, or that includes
a front-end component, e g, a client computer having a graphical user interface or a Web
browser through which a user can interact with an implementation of the subject matter
described 1n this specification, or any combination of one or more such back-end,
middleware, or front-end components. The components of the system can be interconnected

o a communication neiwork.

=

by any form or medium of digital data communication, e.
Examples of communication networks include a local area network (“LAN”) and a wide area
network (“WAN”), an inter-network {e.g., the Internet), and peer-to-peer networks {e.g., ad

] ]

hoc peer-to-peer networks).
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{6066} The computing system can include chients and servers. A client and server are
generally remote from each other and typically interact through a communication network.
The relationship of client and server arises by virtue of computer programs running on the
respective computers and having a chient-server relationship to each other. In some
embodiments, a server transmits data, e.g., an HTML page, to a user device, e.g, for
purposes of displaying data to and receiving user input from a user interacting with the user
device. Data generated at the user device, e.g., a result of the user interaction can be received
from the user device at the server.

{0067} While this specification contains many spectfic implementation details, these
should not be construed as limitations on the scope of any inventions or of what may be
claimed, but rather as descriptions of features specific to particular embodiments of particular
mventions. Certain features that are described in this specification in the context of separate
embodiments can also be implemented in combination in a single embodiment. Conversely,
various features that are described in the context of a single embodiment can also be
implemented in multiple embodiments separately or in any suitable subcombination.
Moreover, although features may be described above as acting in certain combinations and
even initially claimed as such, one or more features from a claimed combination can in some
cases be excised from the combination, and the claimed combination may be directed to a
subcombination or variation of a subcombimation.

{6068] Sunilarly, while operations are depicted in the drawings 0 a particular order, this
should not be understood as requiring that such operations be performed in the particular
order shown or in sequential order, or that all dlustrated operations be performed, to achieve
desirable results. In certamn circumstances, multitasking and paraliel processing may be
advantageous. Moreover, the separation of various system components in the embodiments
described above should not be understood as requiring such separation in all embodiments,
and it should be understood that the described program components and systems can
generally be integrated together in a single software product or packaged into multiple
software products.

{(069] Thus, particular embodiments of the subject matter have been described. Other
embodiments are within the scope of the following claims. In some cases, the actions recited

in the claims can be performed in a different order and still achieve desirable results. In
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addtion, the processes depicted in the accompanying figures do not necessarily require the
particular order shown, or sequential order, to achieve desirable results. In certain

implementations, multitasking and parallel processing may be advantageous.
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CLAIMS

1. A system, comprising;
a data processing apparatus; and
software stored in non-transitory computer readable storage medium storing
instructions executable by the data processing apparatus and that upon such execution cause
the data processing apparatus to perform operations comprising:
for each resource 1n a plurality of resources, wherein each resource includes

one or more images and text that is separate from each of the one or more images:

determining, by a data processing apparatus, and from the text of the
resource, resource topics described by the text of the resource;

for each of the one the one or more images,

processing, by the data processing apparatus, the image to
determine a set of 1mage topics that describe topics to which content depicted in the image
belongs;
determirnung, by the data process apparatus, one or more topic

match scores, wherein each topic match score is a measure of relevance of one or more of the
image topics of the image to one or more of the resource topics of the resource;

storing in an index, by the data processing apparatus and for the image,
data that describes the image topics for the image, resource topics for the resource, and the
one or more topic match scores for the mage;

in response to an image seeking query, accessing previously determined

resource topics, image topics, and topic match scores for particular candidate images by

accessing mformation stored in the mdex.

2. The systern of claum 1, further comprising, for each tmage, processing, by the data
5 3 gathl & > -~ o

processing apparatus, the image and the resource to determine one or more image

prominence scores that collectively measure a prominence of a display of the image 1n the

resource.
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2

3. The system of claim 1 or claim 2, wherein determining one or more topic match
scores comprises determining the one or more topic match scores based on measures of
relevance of the image topics to the resource topics and the one or more image prominence

SCOTEs.

4. The system of claim 3, wherein determining the one or more topic match scores based
on measures of relevance of the image topics to the resource topics and the one or more
image prominence scores comprises adjusting the measures of relevance of the image topics

to the resource topics by the one or more prominence scores.

5. The system of claim 4, wheremn determining one or more prominence scores includes

determining a prominence score based on an image size of the image.

&. The system of clanm 4 or claim 5, wherein determining one or more prominence
scores includes determining a prominence score based on a position of the image within the

resource as rendered on a user device.

7. The system of any one of claims 1 to 6, further comprising:
recerving an image-seeking query from a user device;
determuning, for each of the images, a search score that measures a relevance of the
image to the image seeking query, the determuning comprising, at least i part:
determining a relevance score that measures a relevance of the image-seeking
query to the image topics of the 1mage;
determining, from the relevance score and the one or more topic match scores

for the image stored n the index, the search score.

8. The system of claim 2, further comprising:
receiving an image-seeking query from a user device;
determining, for each of the images, a search score that measures a relevance

of the image to the image seeking query, the determining comprising, at least in part:
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determining a relevance score that measures a relevance of the image-
seeking query to the image topics of the image;
determining, from the relevance score, the prominence score, and the

one or more topic match scores for the image stored in the index, the search score.

9. The system of claim 8, further comprising:
ranking the images according the respective search scores for the 1mages; and
providing, to a user device from which the image-seeking query was received, a set of
tmage search results that identify a subset of the images, the subset selected according to the

ranking.

10. A method performed by a data processing apparatus, comprising;
for each resource in a plurality of resources, wherein each resource includes one or
more images and text that 15 separate from each of the one or more images:
determining, by a data processing apparatus, and from the text of the resource,
resource topics described by the text of the resource;
for each of the one or more images,
processing, by the data processing apparatus, the image to deternmine a
set of tmage topics that describe topics to which content depicted m the tmage belongs;
determining, by the data process apparatus, one or more topic match
scores, wherein each topic match score is a measure of relevance of one or more of the image
topics of the image to one or more of the resource topics of the resource;
storing i an index, by the data processing apparatus and for the image, data
that describes the image topics for the image, resource topics for the resource, and the one or

more topic match scores for the image.

11 The method of claim 10, further comprising, for each image, processing, by the data
processing apparatus, the image and the resource to determine one or more image
prominence scores that collectively measure a prominence of a display of the image 1n the

resource.
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12, The method of claim 11, wherein determining one or more topic match scores
comprises determining the one or more topic match scores based on measures of relevance of

the image topics to the resource topics and the one or more image prominence scores.

3 The method of claim 12, wherein determining the one or more topic match scores
hased on measures of relevance of the image topics to the resource topics and the one or
more image prominence scores comprises adjusting the measures of relevance of the image

topics to the resource topics by the one or more prominence scores.

14. The method of claim 13, wherein determining one or more prominence scores

includes determining a prominence score based on an image size of the image.

15 The method of claim 13 or claim 14, wherein deterninung one or more prominence
scores includes determining a prominence score based on a posttion of the image within the

resource as rendered on a user device.

i6. The method of any one of claims 10 to 15, wherein processing the image to determine
a set of image topics that describe topics to which content depicted in the 1mage belongs
comprises submitting the 1mage to an image annotation system and receiving for the image a

set of annotations as the image topics.

17. The method of claim 16, wherein the image annotation system determines the labels
based on computer image processing of the image that determunes content depicted 1n the

image, and the labels are descriptive of the determined content.

I8, The method of any one of claims 1 to 17, further comprising:
receiving an image-seeking query from a user device;

determining

o0

for each of the images, a search score that measures a relevance of the
image to the image seeking query, the determining comprising, at least in part:
determining a relevance score that measures a relevance of the image-seeking

query to the image topics of the tmage;
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determining, from the relevance score and the one or more topic match scores

for the image stored n the index, the search score.

19. The method of claim 11, further comprising:
receiving an image-seeking query from a user device;
determining, for each of the images, a search score that measures a relevance
of the image to the image seeking query, the determining comprising, at least in part:
determining a relevance score that measures a relevance of the image-
seeking query to the image topics of the image;
determining, from the relevance score, the prominence score, and the

one or more topic match scores for the image stored in the index, the search score.

20. The method of claim 19, further comprising:
ranking the mmages according the respective search scores for the images; and
providing, to a user device from which the image-seeking query was received, a set of
image search results that identify a subset of the nmages, the subset selected according to the

ranking.
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