
(19) United States 
(12) Patent Application Publication (10) Pub. No.: US 2002/0014577 A1 

Ulrich et al. 

US 2002001.4577A1 

(43) Pub. Date: Feb. 7, 2002 

(54) CIRCUIT FOR MACHINE-VISION SYSTEM (57) ABSTRACT 

(75) Inventors: Franz W. Ulrich, Minneapolis, MN Manufacturing lines include inspection systems for moni 
(US); Charles T. Bourn, Minnetonka toring the quality of parts produced. Manufacturing lines for 
MN (US St W. T. s kin. Ed s making Semiconductor devices generally inspect each fab 

( ); Steven W. Tonkin, Eden ricated part. The information obtained is used to fix manu 
Prairie, MN (US) facturing problems in the Semiconductor fab plant. A 

C d Address: machine-Vision System for inspecting devices includes a 
SEWEGMAN ENDBERG., WOESSNER & light Source for propagating light to the device and an image 

9 9 detector that receives light from the device. Also included is 
KLUTH, PA. a light Sensor assembly for receiving a portion of the light 
P.O. BOX 2938 from the light Source. The light Sensor assembly produces an 
MINNEAPOLIS, MN 55402 (US) output signal responsive to the intensity of the light received 

at the light Sensor assembly. A controller controls the amount 
(73) Assignee: PPT Vision, Inc. of light received by the image detector to a desired intensity 

range in response to the output from the light Sensor. The 
(21) Appl. No.: 09/928, 193 image detector may include an array of imaging pixels. The 
(22) Filed: Aug. 10, 2001 imaging system may also include a memory device which 

Stores correction values for at least one of the pixels in the 
Related U.S. Application Data array of imaging pixels. To minimize or control thermal drift 

of Signals output from an array of imaging pixels, the 
(60) Division of application No. 09/350,051, filed on Jul. machine-Vision system may also include a cooling element 

8, 1999. Non-provisional of provisional application attached to the imaging device. The light Source for propa 
No. 60/092,089, filed on Jul. 8, 1998. gating light to the device may be Strobed. The image detector 

that receives light from the device remains in a fixed position 
Publication Classification with respect to the Strobed light Source. A translation ele 

ment moves the Strobed light Source and image detector with 
(51) Int. Cl." ........................................................ G01J 1/32 respect to the device. The strobed light may be alternated 
(52) U.S. Cl. .............................................................. 250/205 between a first and second level. 

200 

126 / 134 

SYSTEM BUS 

130 128 122 

IMAGER 
AO HOST INTERFACE/ 
/ COMPUTER FRAME 

GRABBER 

121- 40 

wax - sm art r r -- OPTICAL 

area HEAD 
CONTROL OF - DRIVE ra 

MANUFACTURING V 
ORDEFECT 
HANDING 132 131 A W 

MASS STORAGE UNT 90 99 

  







US 2002/001.4577 A1 Feb. 7, 2002. Sheet 3 of 38 Patent Application Publication 

3 FIG 

  



Patent Application Publication Feb. 7, 2002. Sheet 4 of 38 US 2002/001.4577 A1 

as 
O 
s 

  



US 2002/001.4577 A1 Feb. 7, 2002. Sheet 5 of 38 Patent Application Publication 

  



US 2002/001.4577 A1 Patent Application Publication 

  



US 2002/001.4577 A1 Feb. 7, 2002 Sheet 7 of 38 Patent Application Publication 

  

  

  



Patent Application Publication Feb. 7, 2002 Sheet 8 of 38 US 2002/001.4577 A1 

  



Patent Application Publication Feb. 7, 2002 Sheet 9 of 38 US 2002/001.4577 A1 

XC 
X 

l 
O 

3 c5 
/ . 

  



Patent Application Publication Feb. 7, 2002 Sheet 10 of 38 US 2002/0014577 A1 

  



US 2002/001.4577 A1 Feb. 7, 2002 Sheet 11 of 38 Patent Application Publication 

  



US 2002/001.4577 A1 Feb. 7, 2002. Sheet 12 of 38 Patent Application Publication 

  



Patent Application Publication Feb. 7, 2002. Sheet 13 of 38 US 2002/0014577 A1 

S. 

3. 
8 

s - or was a 4m am m m m wom ore were ver e O 
n t 

an S. - O 
--- a- are -------------- S 

-7" ge 
-------------- N L 

-?" 

3 
s 

  



US 2002/001.4577 A1 Feb. 7, 2002. Sheet 14 of 38 Patent Application Publication 

( 

06 

? Z | 

H H 

009 

  



US 2002/001.4577 A1 Feb. 7, 2002. Sheet 15 of 38 Patent Application Publication 

06^ 
No. -º- 

001 

^ 

Z01 

80103/'08d 

    

  



US 2002/001.4577 A1 Feb. 7, 2002 Sheet 16 of 38 Patent Application Publication 

009 

  



US 2002/001.4577 A1 Feb. 7, 2002 Sheet 17 of 38 Patent Application Publication 
  





moldo -i-^ — —)0! ! ! 

00!! 

Patent Application Publication 

  

  

  

    

  



Patent Application Publication Feb. 7, 2002. Sheet 20 of 38 US 2002/0014577 A1 

1200 

/ 
1210 

1231 
1220 

FLAT DASA 
MIRROR ------------- CAMERA 

Y. / 

} . \, 1270 - 1280   



US 2002/001.4577 A1 Feb. 7, 2002 Sheet 21 of 38 Patent Application Publication 

  



US 2002/001.4577 A1 Feb. 7, 2002 Sheet 22 of 38 Patent Application Publication 

66 

  



US 2002/001.4577 A1 Feb. 7, 2002 Sheet 23 of 38 Patent Application Publication 

  



US 2002/001.4577 A1 Feb. 7, 2002 Sheet 24 of 38 Patent Application Publication 

000; 

  



US 2002/001.4577 A1 Feb. 7, 2002 Sheet 25 of 38 Patent Application Publication 

(8 308m0S IH011|| (w 308m0S IHOTI | (w 30 JnOS IHOT W NOILIGNOO)8 NOLIJONO0)W NOLIIGNOO) 

  



US 2002/001.4577 A1 Feb. 7, 2002 Sheet 26 of 38 Patent Application Publication 

66 

  



US 2002/001.4577 A1 Feb. 7, 2002 Sheet 27 of 38 Patent Application Publication 

D\_` AYNo.w (ENTRI (?) DS-Œ     

  

  



Patent Application Publication Feb. 7, 2002. Sheet 28 of 38 US 2002/0014577 A1 

s 

s 

  



Patent Application Publication Feb. 7, 2002. Sheet 29 of 38 US 2002/001.4577 A1 

S 

S. 

s 

f 

s 

s 
assia 

er. e Pll 

s 

r 

H. 
i 

C. v.) or s 

w 

Yas 

at , it 

  

  

  

  



Patent Application Publication Feb. 7, 2002. Sheet 30 of 38 US 2002/001.4577 A1 

E 

s 

  



Patent Application Publication Feb. 7, 2002 Sheet 31 of 38 US 2002/001.4577 A1 

ODI 
OOOOOOOO 

DDDDD 
O 

t 

OOD 

DOJOO 

al 

  



US 2002/001.4577 A1 Feb. 7, 2002 Sheet 32 of 38 Patent Application Publication 

881 '0|4 

  



Patent Application Publication Feb. 7, 2002 Sheet 33 of 38 US 2002/001.4577 A1 

T 
o 

Co O CN 

S. 92 
va qrs 

E 

in P 2W2 N 
x 

N N N N % % % % %N N N N N N N 

S. wres 
cy vers C 

C vo C 
wo w O) 

vo 

() 

l 

us 
u 
o 
vs. 

C 
ture 

2 
o 

N vis 

s 
o 
vus 

SN Se 
O 92 
ve 

C 

o 
quw 

  

  



Patent Application Publication Feb. 7, 2002. Sheet 34 of 38 US 2002/0014577 A1 

74S, S 

faiw, WNewswitH 
lite4. ||NF24 SS NO2 

tralia. 

  

  

  

  

    

  



US 2002/001.4577 A1 Feb. 7, 2002 Sheet 35 of 38 Patent Application Publication 

66 66 66 66 69 ---|-É 

  

  



US 2002/001.4577 A1 Feb. 7, 2002 Sheet 36 of 38 Patent Application Publication 

  

  



Patent Application Publication Feb. 7, 2002 Sheet 37 of 38 US 2002/0014577 A1 

2010 
2032 

WACUUM. X | | x 
G -2020 (TTTTTTTTALI sity 
4 N 

FIG. 20 

  

  



US 2002/001.4577 A1 Feb. 7, 2002 Sheet 38 of 38 Patent Application Publication 

EE 
EE WWEW Es E. | I E. 

ex 

################ ########################## ####################### ######################### ### #####???? ??####################### #################################### ?j? ?###################### ############################[8: 

FIG. 21 

  



US 2002/001.4577 A1 

CIRCUIT FOR MACHINE-VISION SYSTEM 

Related Applications 
0001) This application claims the benefit of U.S. Provi 
sional Application Ser. No. 60/092,089, filed Jul. 8, 1998, 
under 35 U.S.C. 119(e). The present invention is related to: 

0002 U.S. patent application Ser. No. , filed 
Jul. 8, 1999, entitled “IMAGING FOR AMACHINE 
VISION SYSTEM” (Attorney Docket No. 
139.039US1), 

0003 U.S. patent application Ser. No. s 
entitled “MACHINE-VISION SYSTEM AND 
METHOD FOR RANDOMILY LOCATED PARTS 
(Attorney Docket No. 139,041US1), 

0004 U.S. patent application Ser. No. s 
entitled “PARTS MANIPULATION AND INSPEC 
TIONSYSTEMAND METHOD” (Attorney Docket 
No. 139.042US1), 

0005 U.S. patent application Ser. No. s 
entitled “MACHINE-VISION SYSTEMS AND 
METHODS WITH UP AND DOWN LIGHTS’ 
(Attorney Docket No. 139.052US1), 

0006 U.S. patent application Ser. No. en 
titled “IDENTIFYING AND HANDLING DEVICE 
TILT IN A THREE-DIMENSIONAL MACHINE 
VISION IMAGE” (Attorney Docket No. 
139.054US1), 

0007 U.S. patent application Ser. No. s 
entitled “METHOD AND APPARATUS TO CAL 
CULATE BGABALL TOPS" (Attorney Docket No. 
139.055US1), 

0008 U.S. patent application Ser. No. en 
titled “COMBINED 3D- AND 2D-SCANNING 
MACHINE-VISION SYSTEM AND METHOD 
(Attorney Docket No. 139.056US1), 

0009 U.S. patent application Ser. No. s 
entitled “MACHINE-VISION SYSTEM AND 
METHOD HAVING ASINE-WAVE PROJECTION 
PATTERN” (Attorney Docket No. 139.057US1), 

0010 U.S. patent application Ser. No. s 
entitled “IMPROVED SCANNING-MOIRE-IN 
TERFEROMETRY MACHINE-VISION SYSTEM 
AND METHOD” (Attorney Docket No. 
139.058US1), and 

0011 U.S. patent application Ser. No. s 
entitled “TRAY FILIPPER AND METHOD FOR 
PARTS INSPECTION” (Attorney Docket No. 
139.059US1), which are all assigned to a common 
assignee and filed on even date herewith, and which 
are incorporated herein by reference. 

FIELD OF THE INVENTION 

0012. This invention relates to the field of machine 
Vision, and more Specifically to a method and apparatus of 
obtaining three-dimensional inspection data for electronic 
parts in a manufacturing environment. The invention relates 
to circuitry used to control the illumination of the lamps and 
preventing bias and gain drift due to variances in tempera 
ture. 
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BACKGROUND OF THE INVENTION 

0013 There is a widespread need for inspection data for 
electronic parts in a manufacturing environment. One com 
mon inspection method uses a Video camera to acquire 
two-dimensional images of a device-under-test. 
0014 Height distribution of a surface can be obtained by 
projecting a light Stripe pattern onto the Surface and then 
reimaging the light pattern that appears on the Surface. One 
technique for extracting this information based on taking 
multiple images (3 or more) of the light pattern that appears 
on the Surface while shifting the position (phase) of the 
projected light Stripe pattern is referred to as phase shifting 
interferometry, as disclosed in U.S. Pat. Nos. 4,641,972 and 
4.212,073 (incorporated herein by reference). 
0015 The multiple images are usually taken using a CCD 
(charge-coupled device) video camera with the images being 
digitized and transferred to a computer where phase-shift 
analysis, based on images being used as “buckets, converts 
the information to a contour map (i.e., a three-dimensional 
representation) of the Surface. 
0016. The techniques used to obtain the multiple images 
are based on methods that keep the camera and viewed 
Surface Stationary with respect to each other while moving 
the projected pattern. 
0017. One technique for capturing just one bucket image 
using a line Scan camera is described in U.S. Pat. NoS. 
4.965,665 (incorporated herein by reference). 
0.018 U.S. Pat. Nos. 5,398,113 and 5,355,221 (incorpo 
rated herein by reference) disclose white-light interferom 
etry Systems which profile Surfaces of objects. 
0019. In U.S. Pat. No. 5,636,025 (incorporated herein by 
reference), an optical measuring System is disclosed which 
includes a light Source, gratings, lenses, and camera. A 
mechanical translation device moves one of the gratings in 
a plane parallel to a reference Surface to effect a phase shift 
of a projected image of the grating on the contoured Surface 
to be measured. A Second mechanical translation device 
moves one of the lenses to effect a change in the contour 
interval. A first phase of the points on the contoured Surface 
is taken, via a four-bucket algorithm, at a first contour 
interval. A Second phase of the points is taken at a Second 
contour interval. A control System, including a computer, 
determines a coarse measurement using the difference 
between the first and Second phases. The control System 
further determines a fine measurement using either the first 
or Second phase. The displacement or distance, relative to 
the reference plane, of each point is determined, via the 
control System, using the fine and coarse measurements. 
0020 Current vision inspection systems have many prob 
lems. Among the problems are that the intensity of the light 
received at a light receiver may vary. When the intensity of 
the light varies at the receiver, it is very difficult to correlate 
Signals that are generated by the receiver. Another problem 
is that the light receiver may vary in temperature. Many of 
the receivers use a charge coupled device (also called a 
CCD). A charged coupled device or CCD is a high speed, 
high density computer Storage medium in which the transfer 
of Stored charges provides the information. The Stored 
charges produce Signals which provide image information 
received. CCDs tend to heat up as they operate. As the CCDs 



US 2002/001.4577 A1 

heat, the Signals produced shift or vary. Typically, there are 
currents associated with dark areas and currents associated 
with light areas. Part of correlating the data obtained 
includes a Subtraction of the current associated with a dark 
area. This is used to find the absolute value of the current 
asSociated with a light area. Dark currents approximately 
double with every 7 C. rise in temperature. When the 
currents associated with dark areas get too large, the current 
shows up as noise. The elimination of noise is another 
problem which complicateS processing of the image. Within 
a CCD there are many individual sources of light. These 
light Sources, typically LEDs, may also vary on a pixel-by 
pixel or Source-by-Source basis Since the gain and bias may 
differ as a result of manufacturing variances. This too adds 
to the difficulty in correlating data obtained from one Sensor 
or another Sensor Since light of different intensities is being 
produced by the Source. 
0021 Another problem is that infrared light may also 
adversely effect the Sensor. Infrared light can vary the Signal 
Strength read by the Sensor. Yet another problem associated 
with machine vision Systems is that an image is captured 
using a Substantially constant Source of light. In order to get 
an adequate image, the image must be captured over a 
relatively long time frame. The result is the Same as occurs 
when there is low levels of light and the object to photograph 
is moving fast. The image is blurred or Smeared. 
0022. To overcome the problems stated above as well as 
other problems, there is a need for an improved machine 
Vision System and more specifically there is a need for a 
circuit or circuits which can be used to control lamp bright 
neSS or the aperture associated with a CCD. There is also a 
need for temperature control of the Sensor to prevent or 
lessen the effects of thermal drift on the bias or gain of the 
Signal output from the Sensor. In addition, there is a need for 
a system which allows for correction of a CCD or other light 
Sources on a pixel-by-pixel basis So that manufacturing 
tolerances are accounted for. There is also need for a device 
that controls the amount of infrared light that is received at 
a Sensor So as control the bias or gain of the Signal output 
from the Sensor. In addition, there is a need for a device 
which facilitates automated high-speed three-dimensional 
inspection of objects. 

SUMMARY OF THE INVENTION 

0023. A machine-vision system for inspecting a device 
includes a light Source for propagating light to the device 
and an image detector that receives light from the device. 
Also included is a light Sensor assembly for receiving a 
portion of the light from the light Source. The light Sensor 
assembly produces an output signal responsive to the inten 
sity of the light received at the light Sensor assembly. A 
controller controls the amount of light received by the image 
detector to a desired intensity range in response to the output 
from the light Sensor. The light Sensor assembly includes a 
beam splitter positioned between the light Source and the 
device, and a light Sensor positioned to receive light from the 
beam splitter. The beam splitter filters infrared light from the 
light Source. The controller controls the light intensity by 
controlling the power Supply for the light Source or by 
controlling the amount of light received by the image 
detector as the image detector acquires an image. The image 
detector can be an array of imaging pixels. The controller 
controls the amount of light received by the image detector 
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by controlling the amount time the array of imaging pixels 
receives light to acquire an image. The imaging System may 
also include a memory device which Stores correction values 
for at least one of the pixels in Said array of imaging pixels. 
The correction value can be controlled by the controller. 

0024. The machine-vision system for inspecting a device 
may also include a cooling element attached to the imaging 
device. The cooling element removes heat produced by the 
image detector to keep the image detector within a Selected 
temperature range. The cooling element may be a thermo 
electric Semiconductor. The thermoelectric Semiconductor 
unit may include a temperature Sensor for Sensing the 
temperature of the array of Semiconductor imaging pixels. 
The cool portion of the thermoelectric Semiconductor is 
attached to the array of Semiconductor imaging pixels and 
forms a thermally conductive path between the array of 
Semiconductor imaging pixels and the thermoelectric Semi 
conductor unit. A controller controls the amount of power 
input to the thermoelectric Semiconductor to keep the image 
detector within a Selected temperature range. 

0025 The machine-vision system for inspecting a device 
may also include a Strobed light Source for propagating light 
to the device. The image detector that receives light from the 
device remains in a fixed position with respect to the Strobed 
light Source. A translation element moves the Strobed light 
Source and image detector with respect to the device. The 
machine-Vision System may include a ring light Source. The 
machine-Vision System may also include a Strobed light 
controller which controls the strobed light source to produce 
light having a first level and to produce light having a Second 
level. The strobed light controller controls the strobed light 
Source to produce light having a first level alternated with 
light having a Second level. The Strobed light controller may 
control the Strobed light Source and the Strobed ring light 
Source. The image detector is comprised of a first line of 
pixels and a Second line of pixels. 

0026. A method for acquiring physical information asso 
ciated with of a device using a machine-Vision Station 
having a light Source and having an image detector includes 
the Steps of projecting light from the light Source to the 
device, receiving light reflected from the device into the 
image detector, and controlling the amount of light received 
at the image detector to a value within a desired range. The 
Step of controlling the amount of light received at the image 
detector includes the Steps of Sensing the light projected 
from the light Source, and controlling the amount of power 
input to the light Source in response to the value produced by 
Said Sensing Step. Another way of controlling the amount of 
light received at the image detector includes the Steps of 
Sensing the light projected from the light Source, and con 
trolling the length of time the image detector is exposed to 
reflected light in response to the value produced by Said 
Sensing Step. Another way to control the amount of light 
received at the image detector further comprises the Steps of 
Sensing the reflected light from the device, and controlling 
the amount of power input to the light Source in response to 
the value produced by the Sensing Step. A variable aperture 
may also be used to control the intensity of light received at 
the Sensor. Heat can also be removed from the image 
detector to keep the image detector within a Selected tem 
perature range. This prevents thermal drift of the Signals 
output from the image detector. 
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0027. Another method for acquiring physical information 
asSociated with of a device uses a machine-Vision Station 
having a light Source and having an image detector. The 
method includes the Steps of fixing the relationship between 
the light Source and the image detector, moving the light 
Source and the image detector with respect to the device, 
projecting Strobed light from the light Source to the device, 
and receiving light reflected from the device into an image 
detector. The Step of projecting Strobed light from the light 
Source to the device further comprises the Steps of producing 
a first level of strobed light from the light source, and 
producing a Second level of Strobed light from the light 
Source. The Strobed light may be produced by a ring light. 
The strobed light may be alternated between a first and 
Second level. The inspection Systems described above may 
be used in any manufacturing System or environment. Once 
Such manufacturing System or environment is a Semicon 
ductor part fabrication unit which fabricates part or a whole 
portion of a Semiconductor device. 
0028 Advantageously, this invention solves or lessens 
many of the problems associated with current vision inspec 
tion Systems. A feedback loop is used to control the intensity 
of the light received at a light receiver. This reduces the 
variability of the light intensity received at the light receiver. 
This eases the task of correlating Signals generated by the 
receiver. Within a CCD the individual sources of light may 
be controlled to control the gain and bias resulting from 
manufacturing variances. This also eases the task of corre 
lating data obtained from one Sensor or another Sensor Since 
light of different intensities is not being produced by the 
Source. Athermoelectric device is added to the light receiver 
to moderate temperature changes. This reduces signal shift 
or variation. An infrared filter in the path before the sensor 
also aids in keeping the Signal from the Sensor correlatable 
since the effects of IR light are reduced. In addition, the 
Source of light is Strobed to eliminate blurred or Smeared 
images. 

Brief Description of the Drawings 
0029 FIG. 1 shows an embodiment of the present inven 
tion, a system 100 for the manufacture and inspection of 
devices. 

0030 FIG. 2 shows an embodiment of the present inven 
tion, a computer controlled system 200 for the control of the 
imaging operation and measurement functions of System 
100. 

0031 FIG. 3 shows an overview of scanning head 401. 
FIG. 4A shows one embodiment of a machine-vision head 
401 for inspecting a device 99. 
0.032 FIG. 4B shows another embodiment of a machine 
vision head 401. 

0033 FIG. 4C shows yet another embodiment of a 
machine-vision head 401. 

0034 FIG. 4D shows still another embodiment of a 
machine-vision head 401. 

0035 FIG. 4E shows a projection pattern element 412 
having a density pattern 472 that is a Sine-wave in one 
direction. 

0036 FIG. 4F shows a projection pattern element 412 of 
another embodiment, and represents a Square-wave pattern 
near the element. 
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0037 FIG. 4G shows a projection pattern element 412" 
of another embodiment, and represents a Square-wave pat 
tern near the element. 

0038 FIG. 4H shows a projection pattern element 412" 
of another embodiment, and represents a Square-wave pat 
tern near the element. 

0039 FIG. 41 shows yet another embodiment of a 
machine-vision head 401. 

0040 FIG. 5A shows a solder ball 97, illustrating the 
various illuminated and imaginable regions. 
0041 FIG. 5B is a representation of light gathered by a 
non-telecentric lens 420. 

0042 FIG. 5C is a representation of light gathered by a 
telecentric lens 420. 

0043 FIG. 6 shows machine-vision system 600 that 
represents another embodiment of the present invention 
having more than one projector in a Scanning head. 
0044 FIG. 7 shows machine-vision system 700 that 
represents another embodiment of the present invention 
having more than one imager in a Scanning head. 
004.5 FIG. 8 shows machine-vision system 800 that 
represents another embodiment of the present invention 
having more than one projector and more than one imager in 
a Scanning head. 
0046 FIG. 9A shows a sensor 904A having a beamsplit 
ter 820A. 

0047 FIG. 9B shows a sensor 904B having a beam 
splitter 820B. 
0048 FIG. 9C shows a sensor 904C having a beamsplit 
ter 820C . 

0049 FIG. 10 shows a modular machine-vision system 
1000 of one embodiment of the present invention. 
0050 FIG. 11 shows a computation and comparison 
system 1100 of one embodiment of the present invention. 
0051 FIG. 12 is a schematic layout of another preferred 
embodiment of the vision system. 
0.052 FIG. 13A is a schematic view of one preferred 
embodiment of a light intensity controller. 
0053 FIG. 13B is a schematic view of another preferred 
embodiment of a light intensity controller. 
0054 FIG. 13C is a schematic view of one preferred 
embodiment of a light intensity controller. 
0055 FIG. 14A is a schematic view of the imaging 
System having a memory device associated with the trilinear 
array. 

0056 FIG. 14B is a table lookup which is housed within 
memory and used to apply correction values to the values 
asSociated with the pixels of a trilinear array. 
0057 FIG. 14C is a schematic view of the imaging 
System having a memory device associated with the trilinear 
array in which a value associated with the intensity of the 
light is used to correct the values in memory. 
0.058 FIG. 15 is a schematic view of the trilinear array 
with a thermoelectric cooling element associated therewith. 
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0059 FIG. 16 is a perspective view of the machine 
Vision System. 
0060 FIG. 17A is a top view of the compartment and the 
elevator mechanisms below each of the inspection Stations 
of the machine-Vision System. 
0061 FIG. 17B is a side view of one of the compartment 
and the elevator mechanisms below an inspection Station. 
0.062 FIG. 18A is a top view of the inspection stations 
and the tray-transfer devices for moving trays between the 
various inspection Stations, the pick and place Stations, and 
the tray inverter or flipper mechanism. 
0063 FIG. 18B is a front view of one of the tray-transfer 
devices for moving trays between the various inspection 
Stations, the pick and place Stations and the tray inverter or 
flipper mechanism. 
0064 FIG. 19A is a side view of one tray inverter 
mechanism. 

0065 FIG. 19B is a front view of the tray inverter 
mechanism of FIG. 19A. 

0.066 FIGS. 19C, 19D, 19E, 19F, 19G are front views of 
another tray inverter mechanism. 
0067 FIGS. 19H, 19, 19J, 19K, 19L are side views of 
the tray inverter mechanism of FIGS. 19C-19G., respec 
tively. 

0068) 
0069 FIG. 21 shows an acquired image showing various 
heights of a ball being inspected. 

FIG. 20 shows picker for replacing devices. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENT 

0070. In the following detailed description of the pre 
ferred embodiments, reference is made to the accompanying 
drawings which form a part hereof, and in which are shown 
by way of illustration specific embodiments in which the 
invention may be practiced. It is to be understood that other 
embodiments may be utilized and structural changes may be 
made without departing from the Scope of the present 
invention. 

0071 Machine-vision and optical-feature-recognition 
techniques can be used to distinguish parts that deviate from 
a predetermined intended aspect of an ideal device. In this 
description, a “device' is meant to be any device of manu 
facture or object, for example an integrated circuit package, 
electronic part, Semiconductor, molded plastic part, alumi 
num wheel, gemstone or even an egg or Strawberry, which 
can be inspected. Typically, according to the present inven 
tion, a manufacturing operation will use two-dimensional 
and three dimensional information acquired from inspection 
of the device to distinguish “good' parts from “bad” parts, 
and can discard the bad parts and insert previously inspected 
good parts in their place. The devices under test are placed 
into pocketed trays or into cartons for ease of handling and 
transport, and inspection will take place of the devices while 
the devices are in the pocketed trays, according to the 
present invention. 
0072 U.S. Pat. No. 5,646,733 to Bieman (incorporated 
herein by reference) describes a method and System that 
include an optical head which is moved relative to an object 
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at a machine-Vision station. A projected pattern of light (e.g., 
a pattern of Stripes or lines) is scanned across the Surface of 
an object to be inspected to generate an imaginable light 
Signal to acquire three-dimensional information associated 
with the object. The optical head includes at least one pattern 
projector which projects a pattern of lines and an imaging 
Subsystem which includes a trilinear-array camera as a 
detector. The camera and the at least one pattern projector 
are maintained in fixed relation to each other. The trilinear 
array camera includes three linear detector elements, each 
having for example about 1000 to 4000 pixels, which extend 
in a direction parallel with the pattern of lines. The geometry 
of the optical head is arranged in Such a way that each linear 
detector element picks up a different phase in the line 
pattern. AS the optical head is Scanned acroSS the Surface of 
interest, the detector elements are continuously read out. 
Depth at each point on the Surface is calculated from the 
intensity readings obtained from each of the detector ele 
ments that correspond to the same point on the Surface. In 
this way, the phases of the pattern are calculated from the 
three intensity readings obtained for each point. 
0073) System Overview 
0074 FIG. 1 is a schematic representation of a high 
Speed automated inspection System 100 and its associated 
method, according to one embodiment of the present inven 
tion. At Station 110, a manufacturing proceSS or Step pro 
duces or modifies a device. In one embodiment, the device 
99, along with a plurality of other devices are placed in a 
pocketed tray. In other embodiments, other containers are 
used. In Still other embodiments, devices to be inspected are 
attached to continuous plastic Strips that are, e.g., unwound 
from a reel in order to be inspected, inspected in line as the 
devices move across the camera, and then rewound onto a 
reel after inspection. In yet other embodiments, devices are 
moved on a conveyor-belt line under the Scanning camera, 
with no tray, Strip, or other container. Thus, where ever the 
inspection of devices in trayS is discussed herein, it is to be 
understood that other embodiments that inspect devices 
using other containers, or devices attached to Strips, or even 
devices without any container, are contemplated as alterna 
tive embodiments. 

0075. At station 115, the tray of devices is scanned to 
acquire two-dimensional (2D) and/or three-dimensional 
(3D) data representing the geometry of every device in the 
tray. In one embodiment, a CCD camera having digital 
output is used in station 115. In one such embodiment, the 
digital output of the CCD represents a 2D image of device 
99. In another embodiment, a 3D scanning Moire interfer 
ometry sensor such as sensor 400A of FIG. 4A is used to 
acquire 3D dimensions (i.e., the X, Y, and Z dimensions of 
various features of device 99), and/or intensity measure 
ments (i.e., the brightness, color, or reflectivity of various 
features of device 99). The acquired 2D and/or 3D and/or 
intensity data is processed at Station 120, and compared to 
data of a predetermined intended geometry. In one embodi 
ment, this comparison distinguishes good devices from bad 
devices, and a signal 121 is output. In one embodiment, 
Signal 121 is used at Station 125 as a control to compensate 
for the detected departure from the intended geometry, thus 
providing feedback into the manufacturing Step at Station 
110, in order to improve quality and yield of the manufac 
turing System. In another embodiment, Signal 121 is used at 
station 130 to control the replacement of defective or 
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Substandard parts with good parts from a previously 
inspected tray of parts. At Station 135, trays or containers of 
all-good parts are output from the System. 
0.076. In one such exemplary system, at station 110, 
Semiconductor parts (such as microprocessors) are manu 
factured, wherein the Semiconductor parts have one major 
Surface (the “connector Side’) that has a pattern of Solder 
ball connectors (a ball-grid array, or BGA). It is desirable to 
have the balls each located at a predetermined X and Y 
coordinate, and each having a predetermined Z-dimension 
height (within a predetermined tolerance) Such that the 
“tops” of the balls are coplanar to within a predetermined 
tolerance. It is also desirable to have the Substrate that the 
balls are connected to also be planar. The major Surface 
opposite the connector Side (the “label side') is typically 
marked with an identification label. In one Such embodi 
ment, the devices are inspected at inspection Station 115 on 
their connector side, then the devices are flipped over (e.g., 
into another tray) and inspected on their label Side. In this 
embodiment, the inspected tray of parts are then passed to 
the replacement Station 130, and a pick-and-place mecha 
nism (in one embodiment, a vacuum-actuated robotic arm) 
removes defective parts according to data from Signal 121, 
and replaces them with good parts from a previously 
inspected, partially filled tray of good parts. Thus trayS 
having complete populations of all-good parts are output at 
Station 135. 

0077. In another such exemplary system, at station 110, 
objects to be inspected (for example eggs) are placed into 
pocketed trays (for example, egg cartons). At Station 115, the 
objects are inspected (e.g., for size, shape, and visible 
defects for example blotches or cracks). In Such a system, 
the feedback and control through station 125 are omitted. 
Signal 121 is used to control the replacement of defective 
objects, and/or the Sorting of objects into trays or containers 
according to size, shape, color, or other criteria. Thus the 
present invention can be used both in manufacturing envi 
ronments as well as in the Sorting and packaging of non 
manufactured objects Such as eggs or gemstones which may 
be collected from nature or other non-manufactured Source. 

0078 FIG. 2 shows one exemplary embodiment of the 
present invention, a computer controlled system 200 for the 
control of the imaging operation and measurement functions 
of system 100. Host computer 128 is coupled through 
System bus 126 to mass Storage unit 132 (e.g., a magnetic 
disk subsystem), input/output (I/O) subsystem 130, imager 
interface 122, and display 134. In one embodiment, imager 
interface 122 is coupled to an optical head 401 Such as 
shown in FIG. 4A. In one embodiment, I/O subsystem 130 
controls drive 131 which moves either optical head 401 or 
device 99 or both, in order to obtain a relative scanning 
motion between the two (one embodiment which scans trays 
of devices 99 keeps the trays stationary during the optical 
Scanning operation, and moves only optical head 401, in 
order to eliminate movement of devices 99 within the tray 
due to vibration from the motors, and thereby obtain more 
accurate measurements). In one Such embodiment, drive 131 
moves head 401 to first Scan one or more entire rows of 
devices 99 in a tray in a single pass in the Y direction, then 
increments in the X direction, then performs a Second Scan 
of one or more entire rows of devices 99 in a single pass in 
the Y direction (parallel to but in the opposite direction to the 
first Scan), and repeats this until the entire tray of parts is 
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measured. Since each Scan obtains data from a relatively 
wide Scan Stripe, there is no need to vibrate the tray to align 
the parts to one side of the tray pockets, or even necessarily 
to have tray pockets, although pockets are provided in one 
embodiment in order to facilitate other Steps, Such as pick 
and-place operations to remove bad parts from trays and 
replace them with good parts. Imager interface 122 obtains 
raw Scan data from optical head 401, and computes and 
Stores processed data representative of the intensity and/or 
height of each X and Y coordinate of each device 99 (called 
"grabbing a frame'). Based on a comparison of the mea 
Sured data to a predetermined Set or range of acceptable or 
desired data, host computer 128 controls signal 121 through 
I/O subsystem 130. Signal 121 is used (in various embodi 
ments) to control a step in the manufacturing process and/or 
to Select a Set of “all good' parts from among all parts 
produced. 
007.9 FIG. 3 shows an overview of 3D scanning head 
401. Scanning head 401 includes pattern projector 402 and 
imager 404. Pattern projector 402 emits a pattern of light 
499 that varies in intensity along a line in the Z dimension 
(e.g., along the optical axis of imager 404) and along a line 
in the Y dimension (i.e., along the direction of travel 90). In 
one Such embodiment, a Striped Moire-type pattern is pro 
jected, wherein the pattern varies as a Sine wave in the Y and 
Z dimensions, but for each Y and Z value, is constant in the 
X dimension. Imager 404 includes imaging element 420 that 
focusses an image of the device 99 onto the three lines of 
Semiconductor imaging pixels of trilinear array 423 of 
detector 422. Each of the three lines of semiconductor 
imaging pixels of trilinear array 423 include a plurality of 
detecting pixels (e.g., 2048 pixels each) that are adjacent to 
one another in the X dimension (detector 422 is shown in an 
isometric projection in FIG. 3), and the three lines of 
Semiconductor imaging pixels are separated from each other 
by a distance in the Y dimension of, for example, 8 times the 
X-dimension pixel-to-pixel Spacing. Each point being mea 
sured on device 99 is imaged three times by moving scan 
ning head 401 relative to device 99 in the +Yor-Y direction 
(e.g., in direction 90, or in the opposite direction), and 
capturing a data point from a pixel of the first line of 
Semiconductor imaging pixels 423, and then on the corre 
sponding pixel of the Second and third line of Semiconductor 
imaging pixels 423. The pattern projector 402 and the 
imager 404 are maintained in substantially fixed relation to 
each other (i.e., the projection pattern is not shifted or moved 
relative to the pattern projector 402 or the imager 404), and 
thus high measurement accuracy can be maintained. The 
geometric spacing of the light pattern 499 relative to the 
spacings between the three lines of Semiconductor imaging 
pixels 423 is designed such that three different intensity 
readings are obtained for each measured point (i.e., the 
periodicity of light pattern 499 should not correspond 
exactly to spacings between the three lines of Semiconductor 
imaging pixels 423). 
0080. In this embodiment, the head is moved in the Y 
direction (by a distance equal to the center-to-center X-di 
rection-spacings of pixels between each image line detection 
operation), perpendicular to the pixel lines 423, So the 
corresponding pixel of each of the three lines of Semicon 
ductor imaging pixels 423 will measure the same point 
{x,y,z in three time periods. Also in this embodiment, the 
pixel lines 423 are separated center-to-center by a distance 
equal to eight times the center-to-center X-direction-Spac 
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ings of pixels. Thus each point x,y,z) will be detected by 
a pixel in the first line of the three lines of semiconductor 
imaging pixels 423, then eight line-measurement clockS 
later, it will be detected by the corresponding pixel in the 
Second line of the three lines of Semiconductor imaging 
pixels 423, and then eight line-measurement clocks later, it 
will be detected by the corresponding pixel in the third line. 
(At each "line-measurement clock,” each of the, for 
example, 2048 detector pixels of each line of the three lines 
of Semiconductor imaging pixels 423 will acquire the image 
of one spot of device 99, and an analog Signal representing 
that image is transferred to a charge-coupled device (CCD) 
shift register, and the three sets of 2048 values each are 
shifted out as three parallel Stream of 2048 Serial analog 
values, and are each converted to one of three sets of 2048 
digital values. By analyzing the difference between the first 
and Second readings (displaced in this example by eight 
line-measurement clocks) and the difference between the 
Second and third readings (again displaced in this example 
by eight more line-measurement clocks), the height (Z) of 
each point or spot is derived. 
0081. The function of the layout of FIG. 3 and FIG. 4 

(i.e., FIGS. 4A-4I) is to project a sine-wave “Moire” pattern 
onto an object or device 99 and to measure each point at 
three places along the Scan, for example, obtaining three 
reflected intensities with a tri-linear CCD (without the 
typical red/green/blue color filters). 
0082 In one embodiment, imager 404 is a Dalsa camera, 
and the CCD 423 used by the Dalsa camera is the Kodak 
KLI-2103 which contains 3 rows of 2098 active photosites 
(in another embodiment, the Tri-Linear CCD, part number 
KLI-2113, from Eastman Kodak Co, Rochester, N.Y. is 
used). Each photosite of the Kodak KLI-2103 measures 14 
tim Square and the center to center spacing between the rows 
is 112 um or the equivalent of 8 pixels. In this embodiment, 
imaging lens 420 is a telecentric lens with the following 
specification: The field of view (FOV) is 2.25 inches, which 
is wide enough to inspect two 27 mm parts (including a 
Separation gap of 0.125 inches). This corresponds to a 
maximum average magnification of m=0.514. The minimum 
allowed average magnification is m=0.499 (3% decrease) 
and the allowed magnification variation along the central 
axis (for one lens) is +0.5%, but is preferred to be less than 
+0.2% (which is equivalent it'/2 LSB of the range measure 
ment). Compensation can be added to the range calculations 
to reduce the affect of magnification variation if the variation 
is greater than t0.2%. The degree of telecentricity (that is, 
how parallel is the central axis of the apertures across the 
FOV) must not change more than 0.01 over an 8 mil 
position change in the object plane. The position distortion 
must not exceed +1% of the FOV along the central axis. 
Ideally the position distortion should be less than +0.1%, but 
this can be obtained by Software compensation if the lens is 
unable to provide it. The maximum aperture opening must 
be at least fö.6 and preferably f4.0. The aperture should be 
adjustable. (In another embodiment, Imaging lens 420 and 
Projection Lens 410 are each 35mm f/4.0 lenses from, 
Rodenstock company of Rockford, Ill.). 
0083. In this embodiment, the grating (i.e., projection 
pattern 412 of FIG. 4A) is a sinusoidal line pattern, i.e., a 
repeating pattern of parallel lines where the transmitted 
intensity varies as a Sine wave as measured along a line 
perpendicular to the lines (Sine Patterns LLC of Penfield, 
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N.Y. is the Supplier of the Sine Pattern Grating, part number 
SF-3.0, used for one embodiment). The line pattern is 
oriented parallel to the 3 rows of the CCD. The frequency of 
the Sinusoid and the magnification of the projection lens is 
chosen So that one cycle along the vertical imaging axis 421 
is 25.6 mils (0.0256 inches) long to give a range resolution 
of 0.1 mils (0.0001 inches). 
0084. In this embodiment, the magnification of projection 
lens 410 (see FIG. 4A) is chosen so that one cycle along the 
vertical imaging axis is 25.6 mils (0.0256 inches) long. The 
maximum aperture must be at least fa.0 and possibly as large 
as f2.0. The aperture is not required to be adjustable. The 
magnification change acroSS the central axis must be +0.5% 
or less and preferably less than +0.2%. The axis of the lens 
is rotated to provide an extended depth of focus of the line 
pattern in the image axis 421. The rotation is Such that the 
grating plane 413, image axis plane 451 and projection lens 
plane 411 tri-sect at line 419A per FIG. 4A. 
0085. In this embodiment, lens 414 (see FIG. 4A) is a 
condenser lens pair that collects light from the filament 416 
and focusses the filament image 478 onto the aperture of the 
projection lens 410. The aperture size should be at least f1.0 
In this embodiment, Condenser Lens 414 is a 35 mm f/1.0, 
part number 01CMP013, from Melles Griot, Irvine, Calif. 
0086. In this embodiment, the recommended filament 
416 is L7420 from Gilway Technical Lamp, Woburn, Mass. 
The size of filament 416 (see FIG. 4A) is 11.8x4.6 mm and 
the power is 400 watts. Other filaments with a similar power 
rating can be Substituted. 
0087. In this embodiment, mirror 408 (see FIG. 4A) is a 
concave Spherical mirror that has a radius equal to its 
distance from the filament. The purpose of Spherical mirror 
408 is to reflect light to the condenser lens 414. In this 
embodiment, a Concave Mirror, part number P43,464 from 
Edmund Scientific, Barrington, N.J., is used. Since filament 
416 blocks the direct path, consideration is given to creating 
a virtual image 477 of the filament 416 adjacent to the real 
filament. 

0088. In this embodiment, a reflecting IR filter 450 (see 
FIG. 4D), e.g., IR Cut Filter, part number P43,452 from 
Edmund Scientific, Barrington, N.J., is used between the 
filament 416 and the condenser lens 414 is used to limit 
infrared (IR) going to the CCD because the CCD has a poor 
MTF response in the IR range, and to reduce Spherical 
aberrations in the optical path. 
0089. In this embodiment, focus adjustment is provided 
so that the optimal focus of both optical paths 409 and 421 
occurs at the object 99. 
0090 Pattern Projector 402 Having Schiempflug's Con 
dition for Z-dimension Plane 

0091 FIG. 4A shows an isometric schematic view of one 
embodiment of a machine-vision head 401 for inspecting a 
device 99. In one embodiment, machine-vision head 401 
includes a pattern projector 402 and an imager 404 (see, e.g., 
FIG. 4D). Pattern projector 402 includes a light source 418, 
projection pattern element 412, and pattern projector imag 
ing element 410, wherein light source 418 provides light 
propagating generally along a projection optical axis 409. 
Projection optical axis 409 intersects the device 99 when the 
machine vision head 401 is in operation, as device 99 travels 
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along direction 90 under head 401. In one embodiment, 
projection pattern element 412 is located So that the projec 
tion optical axis 409 passes through the projection pattern 
element 412 at an orthogonal (90 degree) angle 407. Pattern 
projector imaging element 410 is also located So that the 
projection optical axis 409 passes through the pattern pro 
jector imaging element 410. In one embodiment, pattern 
projector imaging element 410 is implemented as a lens. 
0092. In this entire patent application, the term “lens,” 
unless otherwise indicated, is meant to include any type of 
imaging element, Such as a compound or Simple lens, or a 
hologram or diffraction pattern that acts as a lens, one Such 
embodiment, the lens is a compound lens, in other embodi 
ments, a simple lens is used; and in yet other embodiments, 
a hologram is used. 
0.093 Focus Lamp Image into Projection Lens and Focus 
Grid Image onto Device 
0094) Lens-to-device distance D and lens-to-grid dis 
tance D are configured to focus an image of projection 
pattern element 412 at the surface of device 99 that is being 
inspected. In one embodiment, condensing imaging element 
414 (in one Such embodiment, this is a compound lens; in 
another, it is a simple lens as shown) is provided, and 
lens-to-lens distance D and lens-to-light-Source-distance D 
are configured So as focus an image of light Source 418 onto 
pattern projector imaging element 410, and in particular to 
enlarge an image 476 of filament 416 (for incandescent light 
Sources) or other light Source (e.g., a xenon flashlamp, or 
Xenon-metal-halide tube) so as to fill the diameter (i.e., the 
effective aperture) of lens 410, in order to maximize the 
amount of light projected to device 99. 
0.095 Linear flight Source to Increase Efficiency 
0096. One aspect of the present invention is that a pattern 
of light is projected onto a device being measured, and then 
imaged onto a linear detector 423, e.g., a trilinear-array 
detector. The pattern of light provides different intensities at 
different heights (Z dimension) and/or different points along 
the scan direction (Y dimension), in order to gather infor 
mation needed to determine the three-dimensional geometry 
of the device being measured. For example, a Sine-wave 
pattern is projected, and each point is measured at three 
different phases of a single cycle of the Sine pattern. The 
System is designed So that the first phase measurement is 
detected by a pixel on the first line of the linear detector 423, 
the Second phase measurement is detected by a pixel on the 
second line of the linear detector 423, and the third phase 
measurement is detected by a pixel on the third line of the 
linear detector 423. For Such a three-phase measurement, 
light from other phases of the Sine-wave light pattern is not 
needed, and should be blocked so reflections form that light 
do not interfere with the desired measurement. 

0097. In one embodiment, light source 418 includes a 
elongated incandescent filament 416 wherein the longitudi 
nal axis 406 of filament 416 is perpendicular to projection 
optical axis 409 and parallel to the grid lines of projection 
pattern element 412. In one embodiment, a spherical or 
cylindrical reflector 408 is provided to focus an image 477 
of filament 416, wherein filament image 477 is adjacent to 
filament 416, in order to maximize the uSable light projected 
towards device 99. (See FIG. 4A, showing filament 416, the 
first filament image 476 focussed by lens 414 to fill the width 
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(X-dimension) of lens 410, the second filament image 477 of 
filament 416 as focussed by reflector 408 to be adjacent to 
filament 416, and the third filament image 478 being an 
image of second filament image 477-focussed by lens 414 
to fill the width (X-dimension) of lens 410.) 
0098. In one embodiment, a mask 442 is provided to 
reduce light that does not contribute to the imaging function 
(i.e., light that, although perhaps properly imaged from 
pattern 412 to object 99, might reflect off of Surfaces that are 
not meant to be in the field of view of the imaging compo 
nents). In one Such embodiment, mask 442 has a elongated 
aperture 443 located adjacent to or in close proximity to 
projection pattern element 412, and wherein the long axis of 
aperture 443 is parallel to the “lines” of the pattern of 
projection pattern element 412. In one Such embodiment, 
projection pattern element 412 includes a pattern 472 that 
transmits light having an intensity that varies in a sinusoidal 
pattern in the Z dimension (and in the Y dimension), but that 
is constant acroSS its width in the X dimension. I.e., pattern 
472 varies substantially as a sine wave 474 along line 475 
within element 412, but is Substantially constant along lines 
473 that are perpendicular to line 475 (see FIG. 4E). Thus 
light 499 is imparted with a spatial-modulation pattern 494 
that varies as a Sine wave in intensity in one transverse 
direction (parallel to line 475), and that is substantially 
constant along lines parallel to lines 473 that are perpen 
dicular to line 475 (see FIG. 4E). It is this pattern that allows 
measurements (e.g., three measurements at three different 
phases of pattern 494) to determine 3D geometric measure 
ments of part 99. 
0099] The device-to-imaging-lens distance Ds and imag 
ing-lens-to-trilinear-element distance De are configured So 
as focus an image of device 99 onto trilinear array 423. 
0100 Imager 404 has a reception optical axis 421, the 
reception optical axis 421 intersecting the device 99 when 
the machine vision head 401 is in operation. Imager 404 is 
maintained in a Substantially fixed relationship to the pattern 
projector 402. In one embodiment, imager 422 includes 
three lines of Semiconductor imaging pixels 423 (also called 
trilinear array 423). 
0101 Schiempflug's condition is where the plane of the 
object, the plane of the lens, and the plane of the image all 
interSect at a Single line. When Schiempflug's condition is 
Satisfied, an optimal focus of the image of the object onto the 
image plane is achieved. Thus, wherein the image plane is 
tilted to the plane of the lens (thus these two plane intersect 
at a line), then the plane of the object should be tilted So as 
to interSect the other two planes at the same line. 
0102) In one embodiment, the projection pattern element 
412, the pattern projector imaging element 410, and a third 
plane 451 substantially satisfy Schiempflug's condition. In 
one Such embodiment, the reception optical axis 421 and the 
center line of trilinear array 423 both lie in the third plane 
451. When used to scan according to the present invention, 
the image formed on trilinear array 423 represents a very 
narrow elongated area of device 99, i.e., narrow in the 
direction 90 (dimension Y) and much longer in the direction 
perpendicular to the paper of FIG. 4A (dimension X). 
However, as the height of features such as solder balls 97 or 
Substrate 98 varies, there is more distance in this direction 
(dimension Z) that must be accommodated (i.e., perhaps 
Several Moire fringes in the Z dimension when measuring 
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the height of a pin on a pin-grid array device), or there is a 
desire for increased accuracy of measurement in the Z 
dimension. Thus, in this embodiment, the third plane 451 is 
in the X-Z dimension, and Schiempflug's condition is Sat 
isfied by an intersection of plane 411 (the plane that contains 
the diameters of lens 410), plane 413 (the plane that contains 
the diameters of projection pattern 412) and a third plane at 
line 419A, as shown in FIG. 4A. In one Such embodiment, 
the reception optical axis 421 lies within the third plane 451 
or is substantially parallel to the third plane 451. In another 
Such embodiment, the longitudinal axis of the center line of 
trilinear array 423 also lies within the third plane 451 or is 
substantially parallel to the third plane, as shown in FIG. 
4A. Such an arrangement provides for an increased depth of 
focus in the Z-dimension for projected pattern 499. 

0103 FIG. 4C shows a cross-section view of yet another 
embodiment of a machine-vision head 401 of a machine 
vision system 400C. A plane 91 lies across the surface of 
device 99 being measured (the edge of plane 91, parallel to 
and at or near the surface of device 99, is shown in FIG. 4C). 
Machine-vision system 400C is otherwise the same as 
system 400A of FIG. 4A described above, however, Schi 
empflug's condition is Satisfied for the pattern plane 413, 
lens plane 411, and plane 91 which intersect at line 419C 
which extend in the Y dimension (perpendicular to the sheet 
at the point marked 419C on FIG. 4C). 
0104 FIG. 4D shows still another embodiment of a 
machine-vision head 401D. The machine vision system 
400D is otherwise the same as system 400Ashown in FIG. 
4A, but with the addition of a non-patterned light source 403 
(Such as the ring-light shown, or other Source of general, 
non-patterned light 494), and IR filter 450. Non-patterned 
light source 403 is non-patterned in the sense that the 
non-patterned light 494 has a substantially uniform intensity 
in the X, Y, and Z dimensions at the portion of device 99 that 
is imaged onto detector 423 (in contrast to patterned light 
499 which varies in the Y and Z dimensions). One embodi 
ment includes a diffuser 493 which reduces specular reflec 
tions from, e.g., the individual LED light Sources, of non 
patterned light Source 403. In one embodiment, a Scan is 
performed by time-interleaving flashes from pattern projec 
tor 402 with flashes from non-patterned light source 403, 
each of which is detected by imager 404. The received image 
Signals 405 are then demultiplexed, Such that 2D images 
(i.e., the intensity of reflected light from each X and Ypoint) 
are derived from the non-patterned light 494, and 3D images 
(i.e., including the calculated Z height of each X and Y 
point) are derived from the patterned light 499 . The 
projection pattern element 412 shown in FIG. 4D represents 
a Square-wave pattern, but is implemented as a Sine-wave 
pattern in other embodiments. 

0105 FIG. 4E shows a projection pattern element 412 
having a density pattern 472 that is a Sine-wave in one 
direction, and a constant density in the perpendicular direc 
tion of the plane of the element. In Such an embodiment, 
pattern projector 402 provides a projected pattern 499 whose 
intensity along a line Segment (e.g., a line Segment along 
reception optical axis 421 at and near device 99) varies as a 
Sine wave. In one embodiment, the projected pattern has a 
Sharp focus at a plane 451 containing the line reception 
optical axis 421 and the center line of the three lines of 
optical detector pixels of trilinear array 423. 
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0106 The projection pattern element 412 of another 
embodiment shown in FIG. 4F represents a square-wave 
pattern. In one Such embodiment, pattern projector 402 
provides a projected pattern 499 whose intensity along a line 
Segment (i.e., a line segment very near pattern projector 402) 
varies as a Series of pulses. In one Such embodiment, the 
Series of pulses is Substantially a Square wave, i.e., the 
pattern is a Series of parallel of unilluminated and illumi 
nated Stripes (colloquially, “black-and-white' stripes). In 
one Such embodiment, these Square waves are of Such a fine 
pitch that the projected pattern 499“blurs” or “diffracts” into 
Substantially a Sine-wave pattern of projected light, as mea 
Sured on a line Segment in the Z dimension (and on a line 
segment in the Y dimension) at device 99. Projection pattern 
element 412 replaces projection pattern element 412 of 
FIG. 4A in Some embodiments. 

0107 The projection pattern element 412" of two other 
embodiments shown in FIG. 4G and 4H represent an 
interleaved square-wave pattern. In FIG. 4G, two glass 
plates are separated by a space (e.g., by air) and each has a 
parallel pattern on a single face, while in FIG. 4-H, a single 
plate having a parallel Stripe pattern on one face and a 
complementary parallel Stripe pattern on the opposite face. 
In one Such embodiment, the Series of pulses is Substantially 
a Square wave, i.e., the pattern is a Series of parallel of 
opaque and transparent Stripes (colloquially, “black-and 
white' Stripes), interleaved with another complementary 
pattern of parallel of opaque and transparent Stripes that is 
Spaced in the direction of light propagation 409. In one Such 
embodiment, these Square waves are of Such a fine pitch that 
the projected pattern 499"blurs” or “diffracts” around the 
complementary edges into Substantially a Sine-wave pattern 
of projected light, as measured on a line Segment in the Z 
dimension (and on a line Segment in the Y dimension) at 
device 99. Projection pattern element 412" replaces projec 
tion pattern element 412 of FIG. 4A in some embodiments. 
0108 Movable Slit Aperture to Accommodate Different 
Heights of Devices 

0109 FIG. 41 shows yet another embodiment of a 
machine-vision head 401. FIG. 41 shows a system 400I that 
is otherwise the same as system 400A of FIG. 4A, but with 
mask 442 having a slit aperture 443 which can be adjusted 
using linear actuator 450. Linear actuator 450 moves only 
the position of the aperture 443; it does not move projection 
pattern 412. In typical uses of the present invention, devices 
99 are placed into trays for inspection. It is desirable to 
inspect devices that differ in height (or trays that are thicker 
or thinner, and thus present devices at different heights 
relative to the tray), and linear actuator 450 allows moving 
aperture 443 So the light projects onto the portion of the 
device to be measured. In one embodiment, the computer 
control system dynamically adjusts linear actuator 450 so 
the light passed by mask 442 is projected only on the portion 
of device 99 that is imaged onto detector 423, in order to 
keep the Scan on the height of interest. In other embodi 
ments, a Static adjustment of actuator 450 is made to Set the 
projector for the expected height of the tray or devices. 

0110 FIG. 4B shows another embodiment, wherein the 
projection pattern element 412 and the pattern projector 
imaging element 410 are combined and implemented as a 
single hologram 430 or other suitable diffraction pattern 
(i.e., see the cross-section view of FIG. 4B wherein projec 
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tion pattern element 410 and pattern projector imaging 
element 412 are replaced by hologram 430). Hologram 430 
is fabricated using methods well known in the art (Such as, 
for example, by forming a hologram of a projection pattern 
element 412 and pattern projector imaging element 410 and, 
or by forming a hologram of a hologram of projection 
pattern element 412 and pattern projector imaging element 
410), and represents the interference of a reference beam 
with light as modified by projection pattern element 412 and 
pattern projector imaging element 410. Then, when illumi 
nated by a Suitable reference beam 431 (Such as an expanded 
collimated laser beam), the desired projected Moire light 
pattern 499 is produced, having a focus range that is 
extended in the Z dimension at device 99. One advantage of 
Such an arrangement is that the coherent light of the laser 
light Source is more sharply focussed, particularly when 
using a hologram focusing element 430. 

0111. In one such embodiment, the reception optical axis 
421 lies within the third plane 451 or is substantially parallel 
to the third plane 451, which substantially satisfies 

0112 Shiny objects, such as solder ball connectors on 
ball-grid array (BGA) devices or pins of pin-grid-array 
(PGA) devices, present challenges for optical measurement, 
because of Specular reflections. Further, Such pins or Solder 
balls present challenges due to Shadowing of the relatively 
tall connector which obscures features "behind” the connec 
tor. 

0113 FIG. 5A shows one embodiment of the present 
invention that provides pattern projector 402 at a forty-five 
(45)-degree angle 510 to the direction of motion 90 (other 
embodiments use an angle C510 (see FIG. 5) of between 
about 45 degrees and about 50 degrees). FIG. 5A shows 
region 520 of a solder ball 97 that is both lit by pattern light 
499 and imaginable by imager 404, region 522 that is not lit 
by pattern light 499 but would have been imaginable by 
imager 404 ("in the dark”), region 524 that is lit by pattern 
light 499 but not imaginable by imager 404 (“under the 
ball”), and region 526 that is neither lit by pattern light 499 
nor imaginable by imager 404 (“under the ball and in the 
dark'). Since the angle of incidence equals the angle of 
reflection, the center of the specularg reflection 528 on a 
spherical solder ball will be about 23 degrees from the top 
of the ball, thus away from the top of the ball where the 
measurements most critical to accurately measuring the 
height and position of the top of the ball are made. Region 
528 represents that portion of ball 97 where a specular 
reflection will saturate the detector 423 in imager 404, 
preventing any accurate height measurement (most of the 
rest of region 520 provides accurate measurement from 
diffuse reflection). Further, the amount of shadowing (i.e., 
the area of region 522) is reduced as compared to using a 
smaller angle 510 relative to the direction of motion. 
0114. In FIG.5A, ray530 and ray531 represent light that 
reflects from neighboring balls 97 onto the ball 97 being 
measured. Regions 529 represent portions of the center ball 
97 which have specular reflected light from rays 530 and 531 
reflected from neighboring balls in the Y direction (all such 
light which is reflected from neighboring features is “noise” 
light that reduces the accuracy of height measurements). By 
providing a slit mask 442 (i.e., a mask having an aperture 
that extends in the X-dimension but is much narrower in the 
Y-dimension; see FIG. 4A), the source light ball 97 which 
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have specular reflected light from rays 530 and 531 reflected 
from neighboring balls in the Y direction (all such light 
which is reflected from neighboring features is “noise' light 
that reduces the accuracy of height measurements). By 
providing a slit mask 442 (i.e., a mask having an aperture 
that extends in the X-dimension but is much narrower in the 
Y-dimension; see FIG. 4A), the source light for rays 530 and 
531 is blocked or reduced, preventing or reducing the 
reflections from features in the Y dimension from reaching 
the portion of device 99 being measured. 

0.115. In other embodiments, mask 442 is designed to 
reduce unwanted reflections of light from features displaced 
in the X-dimension as well. For example, color-filter Stripes 
(e.g., a repeating pattern of red and blue Stripes) that are 
perpendicular to the long axis of the aperture 443 are used 
in one embodiment to reduce noise reflections from the 
X-dimension. 

0116 FIG. 5B is a representation of light gathered by a 
non-telecentric lens 420. In detecting the light at the three 
measurement points 571, 572, and 573, the projected light 
499 is gathered from cones that center on the aperture of lens 
420. This can cause measurement errors due to gathering 
light at different reflection angles for the three measurements 
of the ball 97 as it moves from point 571 to 572 to 573. In 
contrast, FIG. 5C is a representation of light gathered by a 
telecentric lens 420. A telecentric lens (or other similar 
imaging element) 420 gathers light as if from an infinite 
number of apertures, and thus the light gathered is from the 
same reflection angle (i.e., a vertical angle for this embodi 
ment) for the three measurements of the ball 97 as it moves 
from point 571 to 572 to 573 in FIG.5C. Thus a telecentric 
imaging lens 420 provides increased measurement accuracy 
for Some embodiments. 

0117. In one embodiment, projection pattern element 412 
is a Sine Pattern Grating, model SF-3.0, available from Sine 
Patterns LTD, Penfield, N.Y.; Imaging lens 420 and Projec 
tion Lens 410 are 35mm f/4.0, available from Rodenstock, 
Rockford, Ill., Condenser Lens 414 is 35 mm f1.0, model 
01CMP013, available from Melles Griot, Irvine, Calif.; light 
Source 481 is a Halogen Lamp, 400 watt, model L7420, 
available from Gilway Technical Lamp, Woburn, Mass.; IR 
filter 450 is an IR Cut Filter, model P43,452 available from 
Edmund Scientific, Barrington, N.J.; reflector 408 is a 
Concave Mirror, model P43,464, available from Edmund 
Scientific, Barrington, N.J.; trilinear array detector 423 is a 
Tri-Linear CCD, model KLI-2113, available from Eastman 
Kodak Co., Rochester, N.Y. 

0118 FIG. 6 shows machine-vision system 600 that 
represents another embodiment of the present invention 
having more than one projector 602 in a Scanning head 601. 
In one embodiment, gantry 601 (not shown to scale) is used 
to scan head 601 in the Y direction during measurement, but 
is also used to move head 601 in the X direction for 
Successive Scan operations, and to move head 601 in the Z 
direction to adjust for thicker or thinner devices, for 
example. In the embodiment shown, projector 602A projects 
a light pattern 499 A that includes, for example, phases (i.e., 
phase angles of a Sine wave) C1, C2, C3, C4, and C.5, where 
the line for all represents a plane perpendicular to the 
drawing sheet having a constant light intensity representing 
C1, the line for C2 represents a plane perpendicular to the 
drawing sheet having a constant light intensity representing 



US 2002/001.4577 A1 

C2, etc. (Actually, a Sine wave pattern having an infinite 
number of intermediate phases is projected, five of which are 
shown in this illustration.) Similarly, projector 602B projects 
a light pattern 499 B. In this embodiment, the first projector 
602A and the second projector 602B are oriented Substan 
tially opposite from one another relative to the imager 604, 
and their patterns of light 499 A and 499B provide grid lines 
that project parallel to one another when projected onto a 
horizontal (X-y) or vertical plane (y-Z). Scanning is done by 
moving head 601 in the Y direction. In this embodiment, the 
optical axis of Sensor 604 is a right angles to the direction of 
scanning 90 (the Y direction), and each point of device 99 is 
measured at Y1 at a first point in time t1, at Y2 at a second 
point in time t2, and at Y3 at a third point in time t3. (For 
example, when a 3-by-2048 trilinear detector 423 is used, 
the 50th pixel of the first line, the 50th pixel of the second 
line, and the 50th pixel of the third line are used for the first, 
Second and third measurement respectively of each point 
50/2048ths of the way across the scan path, and a corre 
sponding pixel of each of the three lines gathers information 
for the other points of the Scan.) In one embodiment, 
projector 602A and projector 602B are oriented one-hundred 
eighty degrees from one another relative to Sensor 604, and 
are strobed alternately (i.e., flashes of light from each 
projector are interleaved) (one Strobe for each triple Scan 
line operation), and a single Sensor 604 is used to gather the 
image information. In Such an embodiment, an LED, laser, 
Xenon, arclamp, or other Strobable or shutterable light Source 
is used. This allows gathering of light from all sides of a 
feature (e.g., relative to FIG. 5A described above, the unlit 
region 522 from projector 602A would be in the illuminated 
region 520 of projector 602B, and vice versa) with little or 
no shadowing relative to the projectors. In one Such embodi 
ment, sensor 604 is at a 90-degree angle to the Y dimension, 
projector 602A is at a 45-degree angle, and projector 602B 
is at a 135-degree angle (i.e., at a 45-degree angle on the 
other side). 
0119). In another such embodiment, a complete scan in 
the +Y direction, for example, with only projector 602A 
providing illumination, would be followed by a complete 
Scan in the -Y direction, for example, with only projector 
602B providing illumination. Thus features that were shad 
owed during one Scan would be illuminated during the other 
Scan. In Such an embodiment, an incandescent (non-strobed) 
or Strobable light Source is used. 
0120 In yet another embodiment, the light from projector 
602A is filtered or from a monochromatic light Source (e.g., 
red color), and is at a different color (frequency) than the 
light from projector 602B which is filtered or from a 
monochromatic light Source at a different color (e.g., blue 
light). In this embodiment, sensor 604 is provided with a 
color separator (e.g., a dichromatic beamsplitter), and one 
trilinear detector 423 for each color. (See FIGS. 9A, 9B, and 
9C below for further description.) In still another embodi 
ment, the light from projector 602A is polarized, and is at a 
different polarization than the light from projector 602B 
which is also polarized. In this embodiment, sensor 604 is 
provided with a polarization Separator (e.g., a polarized 
beam splitter), and one trilinear detector 423 for each 
polarization. 

0121. In the embodiment shown in FIG. 6, the optical 
axis of sensor 604 is at right angles to the scan direction 90, 
and thus each point is measured at the same Y1, Y2, and Y3 
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positions by Sensor lines S1, S2, and S3, respectively, 
regardless of height (i.e., the Z dimension). Thus, the Z 
dimension of a point having height H1 would be measured 
relative to projector 602B as a function of (C1 at time t1 
measured by Sensor S1, C2 at time t2 measured by Sensor S2, 
and C3 at time t3 measured by sensor S3) measured from 
projection pattern 499 B. Similarly, the Z dimension of a 
point having height H2 would be measured relative to 
projector 602B as a function of (C2 at time t1 measured by 
sensor S1, C3 at time t2 measured by sensor S2, and C4 at 
time t3 measured by sensor S3) measured from projection 
pattern 499 B. In one embodiment, one or more linear 
encoders are used to determine the exact position of head 
601 in the X and Y directions at each point in time, providing 
X and Y coordinated for each point measured. The Z 
dimension is derived from the three phase measurements 
made for each point, Since each points height has a unique 
interSection with the various phases projected. In one 
embodiment, the intensity for each point is also derived from 
these measurements. The Z dimension derived from the 
measurements made from the light projection pattern 499 A 
(denoted z) is also derived using Similar measurements. 
Table 1 below illustrates the derivation of the height dimen 
sion (Z for the measurements from projector 602B, and z' for 
the measurements from projector 602A) for three heights 
H1, H2, and H3. 

TABLE 1. 

Measurement using 
Height projector 602A Measurement using projector 602B 

(C4, t2), (C3, t3)) 

0122 FIG. 7 shows machine-vision system 700 that 
represents another embodiment of the present invention 
having more than one imager 704 in a scanning head 701. In 
one Such embodiment, projector 702 is at a 90-degree angle 
to the Y dimension, sensor 704A is at a 45-degree angle, and 
sensor 704B is at a 135-degree angle (i.e., at a 45-degree 
angle on the other side). In contrast to the system 600 of 
FIG. 6 in which any feature is measured at the same sensor 
pixel at a given time, independent of its height, the System 
700 of FIG. 7 must take into account the fact that a feature 
will shift in time (i.e., in the Y direction) as it varies in 
height. For example, if a point has height H1, it will be 
measured at times to, t1, and t2 by Sensors S1, S2, and S3 
respectively, but would be measured at times t2, t3, and tal 
respectively if it had height H3. Thus the derived height 
information is used to correct for Y-direction displacement 
caused by not having the optical axis of sensors 704A and 
704B not at right angles to the direction of scanning 90. 
Further, the reader will note that the time points used to 
measure a feature on device 99 will shift as the heights shift 
beyond the amount which can be measured by a particular 
pixel at a particular time. However, because heights often 
change gradually, all heights can generally be derived accu 
rately (e.g., for Projector 602A, if the height difference 
between H1 and H2 is h, then for heights H1+h/2, the 
heights are derived using the measurements from times to, 
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t1, and t2, for heights H2th/2, the heights are derived using 
the measurements from times t1, t2, and t3; and for heights 
H3th/2, the heights are derived using the measurements 
from times t2, t3, and ta). Since measurements are repeated 
for hundreds or thousands of time points t, and are Stored in 
a data Structure representing every time point, the data 
needed to correct for the time shift due to height changes is 
available and used to correct the Y values according to the 
derived Z value of each point. Table 2 shows the relationship 
of these values. 

TABLE 2 

Measurement using 
Height projector 602A Measurement using projector 602B 

H1 z' = f((c.1, tO), Z = f(C3, t2), (C4, t3), (C5, ta)) 
(C2, t1), (C3, t2)) 

H3 z' = f((c.3, t2), Z = f(C1, tO), (C-2, t1), (C3, t2)) 
(C4, t3), (C5, ta)) 

0123 FIG. 8 shows machine-vision system 800 that 
represents another embodiment of the present invention 
having more than one projector 802 and more than one 
imager in a Scanning head 801. In this embodiment, projec 
tor 802A has a projection optical axis at a compound miter 
angle and projects sine-wave pattern 499 A, wherein the 
lines of constant intensity are at a 45-degree angle BA to the 
direction of scanning 90 (rather that the 90-degree angle 
used in the embodiment of FIG. 4A). Similarly, projector 
802B has a projection optical axis at a compound miter angle 
and projects sine-wave pattern 499B, wherein its lines of 
constant intensity are at a 45-degree angle B to the direction 
of scanning 90, and at a 90-degree angle to the lines of 
constant intensity of sine-wave pattern 499 A. Beamsplitter 
cube 820 is used to allow imaging of pattern 499 A onto 
detector 423A, and to allow imaging of pattern 499B onto 
detector 423B. 

0.124. In this embodiment, the optical axis of sensor 804 
is a right angles to the direction of scanning 90 (the Y 
direction), however the long axis of each detector array 423 
is at a 45-degree angle to the direction of Scanning 90, and 
each point of device 99 is measured at Y1 at a first point in 
time, at Y2 at a second point in time, and at Y3 at a third 
point in time. (For example, when a 3-by-2048 trilinear 
detector 423 having an eight-pixel spacing between lines is 
used, the 50th pixel of the first line, the 58th pixel of the 
second line, and the 66th pixel of the third line are used for 
the first, Second and third measurement respectively of each 
point 5%048ths of the way across the Scan path, and a 
corresponding pixel of each of the three lines gathers 
information for the other points of the Scan.) 
0.125 AS described in more detail above, in one embodi 
ment projector 802A and projector 802B are strobed alter 
nately (i.e., flashes of light from each projector are inter 
leaved) (one strobe for each triple Scan-line operation), and 
sensor 804 having detectors 423A (synchronized to projector 
802A) and 423B (synchronized to projector 802B) is used to 
gather the image information. This reduces the area that is 
shadowed. In one Such embodiment, sensor 604 is at a 
90-degree angle to the Y dimension, projector 802A is at a 
45-degree angle vertically and a 45-degree angle horizon 
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tally, and projector 802B is at a 45-degree angle vertically 
and a 45-degree angle horizontally (i.e., at a 45-degree angle 
on the other side). 
0.126 In another such embodiment, a complete scan in 
the +Y direction, for example, with only projector 802A 
providing illumination, would be followed by a complete 
Scan in the -Y direction, for example, with only projector 
802B providing illumination. Thus features that were shad 
owed during one Scan would be illuminated during the other 
Scan. In Such an embodiment, an incandescent (non-strobed) 
or Strobable light Source is used for each projector. 

0127. In yet another embodiment, the light from projector 
802A is filtered or from a monochromatic light Source (e.g., 
red color), and is at a different color (frequency) than the 
light from projector 802B which is filtered or from a 
monochromatic light Source at a different color (e.g., blue 
light). In this embodiment, sensor 804 is provided with a 
color separator (e.g., a dichromatic beam splitter 820), and 
one trilinear detector 423 for each color. (See FIGS. 9A,9B, 
and 9C below for further description.) In still another 
embodiment, the light from projector 802A is polarized, and 
is at a different polarization than the light from projector 
802B which is also polarized. In this embodiment, sensor 
804 is provided with a polarization Separator (e.g., a polar 
ized beam splitter 820), and one trilinear detector 423 for 
each polarization. 

0128. In one embodiment, gantry 601 (not shown to 
scale) is used to scan head 801 in the Y direction during 
measurement, but is also used to move head 601 in the X 
direction for Successive Scan operations, and to move head 
601 in the Z direction to adjust for thicker or thinner devices, 
for example. 

0129 FIG. 9A shows an isometric view of sensor 904A 
having a beamsplitter 820A such as is used in one embodi 
ment of system 400A of FIG. 4A. In this embodiment, 
trilinear detector 423A is Superimposed optically onto tri 
linear detector 423A (i.e., corresponding pixels of each 
trilinear detector receive light from identical points of device 
99). In one such embodiment, the direction of scanning (the 
Y dimension) is diagonally across the top face 821 of 
beamsplitter 820, and thus at a right angle to the long axis 
of detector 423A. This provides an image that also moves at 
a right angle to the long axis of detector 423B. 

0130 Two discrete imagers (dichroic beam splitter) inter 
leaved or Simultaneous 

0131. In one such embodiment, the trilinear detectors 
423A and 423B are clocked so that they provide interleaved 
line images, thus providing a doubling of the Speed achiev 
able when imaging is otherwise limited by the clock Speed 
of a single trilinear array detector. By aligning the two 
detectors with one another, and interleaving their respective 
acquisition of line-Scan data, every other scan line (e.g., the 
even numbered lines) comes from detector 423A, while the 
other lines (e.g., the odd numbered lines) comes from 
detector 423B. In one such embodiment, the projector light 
Source 402 is Strobed, in order to reduce Smearing of the 
image (i.e., capturing data from an region that is extended in 
the Y dimension due to the increased Scanning speed). 
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0132) Two Discrete Interleaved Imagers (50-50 Beam 
Splitter) 
0133. In one such embodiment, beamsplitter 820 pro 
vides a 50%-50% beam splitting function, thus providing 
equal illumination on trilinear detectors 423A and 423B. In 
one such embodiment, projector 404 is strobed at a different 
intensity for trilinear detector 423A than for trilinear detec 
tor 423B, in order to achieve an improved light-intensity 
dynamic range (i.e., a dimly lighted view and a brightly 
lighted view of the same device). This is because highly 
reflective points on device 99 can Saturate the detector with 
a given illumination, while slightly reflective points will be 
too dark. By providing high illumination on one Strobe, the 
dim points are accurately imaged, and low illumination on 
the interleaved Strobe, the bright points are accurately 
imaged. In another Such embodiment, the time for which 
trilinear detector 423A collects light is kept shorter (“shut 
tered” to a faster time) than for trilinear detector 423B, in 
order to achieve the same results. 

0134. In another such embodiment, beanisplitter 820 
provides a variable-intensity (e.g., a 20%-80%) beam-split 
ting function. This provides an improved light-intensity 
dynamic range (i.e., a dimly lighted view and a brightly 
lighted view of the same points) Such that, e.g., trilinear 
detector 423A can receive four times as much light during a 
given time period than does trilinear detector 423B (as well 
as perhaps achieving a speed improvement). 
0135) In still another embodiment, beamsplitter 820 pro 
vides a variable-color (e.g., a dichroic beamsplitter Such as 
a red-blue color separating) beam-splitting function. In one 
such system, (such as system 600 of FIG. 6), one projector 
(e.g., projector 602A) projects a Sine-wave Striped pattern of 
red light, and the other projector (e.g., projector 602B) 
projects a Sine-wave Striped pattern of blue light onto the 
same region of device 99. (Were the same color projected 
Simultaneously, the two patterns might interfere with each 
other's measurement operations.) The dichroic beamsplitter 
820A separates the pattern from projector 602A from that of 
projector 602B allowing Simultaneous measurements to the 
different colors by separate detectors 423A and 423B. 
0136. In yet other embodiments, a beamsplitter that pro 
vides three or more separations (e.g., one that provides 
Splitting of three or more colors, or three or more intensities, 
etc.) is used, with a separate detector 423 for each light path 
provided. 

0137 Two Interleaved Imagers (Perpendicular Pattern 
Projector, Imager at 45 Degrees) 

0138 FIG. 9B shows an isometric view of sensor 904B 
having a beamsplitter 820B such as is used in one embodi 
ment of system 800 of FIG. 8. In this embodiment, the long 
axis of long axis of detector 423A is at a right angle to the 
long axis of detector 423B as viewed from optical axis 421. 
In this embodiment, the direction of Scanning (the Y dimen 
Sion) is parallel to an edge (e.g., edge 822 of the top face 821 
of beamsplitter 820B), and thus at a 45-degree angle to the 
long axis of detector 423A. This provides an image that also 
moves at a 45-degree angle to the long axis of detector 423B. 
As with FIG. 9A, this arrangement of positioning the 
trilinear detector 423 diagonally provides a more efficient 
use of beamsplitter material (e.g., a Smaller cube can handle 
a given length trilinear detector 423. As with FIG. 9A, the 
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trilinear detectors 423A and 423B are mounted next to the 
respective faces 821 and 823 of beamsplitter 820B, however, 
in other embodiments, the detectors are spaced away from 
the respective faces 821 and 823 of beamsplitter 820B. 
0139 FIG. 9C shows an isometric view of sensor 904C 
having a beamsplitter 820C. In this embodiment, the long 
axis of long axis of detector 423A is parallel to the long axis 
of detector 423B as viewed from optical axis 421, and both 
are substantially parallel to an edge 824 of the beamsplitter 
cube. In this embodiment, the direction of scanning (the Y 
dimension) is parallel to an edge (e.g., edge 822 of the top 
face 821 of beamsplitter 820B), and thus at a 90-degree 
angle to the long axis of detector 423A. This provides an 
image that also moves at a 90-degree angle to the long axis 
of detector 423B. 

0140. In variations of each of the embodiments of FIGS. 
9A, 9B, and 9C, the splitting function can be done by any 
Suitable combination of Splitting material and arrangement, 
Such as multiple dielectric layers, prisms, polarizers (Brew 
Ster's windows), etc. Such as are well know in the art, and 
each are contemplated in different embodiments of the 
present invention. 
0141 Four Interleaved Imagers (2 Beam Splitters and 
Perpendicular Pattern Projector) 
0.142 Further, various combinations are contemplated of 
the beam splitters of FIG.9A, 9B, and 9C with the systems 
400, 600, 700, and 800 of FIGS. 4, 6, 7, and 8. For example, 
the sensor 804A and 804B of FIG. 8 are each implemented 
as sensor 904A in one embodiment, in order to acquire scan 
data with four interleaved sensors (thus acquiring data at up 
to four time the Scan speed as is possible using a single 
sensor 404 and single projector 402. 
0.143 Another aspect of the present invention provides a 
method for high Speed, Scanning phase measurement of a 
device at a machine-Vision Station to acquire physical infor 
mation associated with the device. The method includes the 
Steps of 

0144 (1) projecting light generally along a projec 
tion optical axis 409, the projection optical axis 
interSecting the device; 

0145 (2) spatially modulating the light with a Moire 
pattern located So that the projection optical axis 
passes through the Moire pattern; and imaging the 
Spatially modulated light onto the device; and 

0146 (3) receiving light reflected from the device 
along a reception optical axis with an imager main 
tained in a Substantially fixed relationship to the 
projected Spatially modulated light, the imager 
including three lines of Semiconductor imaging pix 
els, the reception optical axis interSecting the device; 

0147 (4) generating data representing acquired 
three-dimensional device geometry data regarding 
the device from Signals from the imager; 

0148 (5) wherein the step of spatially modulating 
and the Step of imaging the Spatially modulated light 
provide a light pattern that is focused along a region 
of a third plane, wherein one of the three lines of 
Semiconductor imaging pixels lies Substantially 
within the third plane. 
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0149. In one such embodiment, the step of spatially 
modulating and the Step of imaging the Spatially modulated 
light, and a third plane Substantially Satisfy Schiempflug's 
condition, and wherein the reception optical axis lies within 
the third plane or is Substantially parallel to the third plane. 
0150. In another such embodiment, the step of spatially 
modulating provides a projected pattern whose intensity 
along a line Segment varies as a Sine wave. 
0151. Another such embodiment further includes the 
Steps of: 

0152 (6) comparing the acquired three-dimensional 
device geometry data with an intended predeter 
mined geometry to produce a Signal indicative of any 
device geometry departure of an actual device geom 
etry from the intended predetermined geometry; and 

0153 (7) controlling a manufacturing operation of 
the device to compensate for Said device geometry 
departure. 

0154 Telecentric Imaging 
O155 Another important aspect of the present invention 
provides telecentric imaging in imager 402. AS above, 
machine-Vision head 401 is provided for inspecting a device. 
In this embodiment, imager 402 includes a telecentric imag 
ing element 420 that focusses an image of the device onto 
the three lines of Semiconductor imaging pixels. A telecen 
tric lens 420 provides an imaging System that provides 
increased accuracy of magnification across the width of the 
object and image field, particularly for imaging pixels that 
are radially displaced from the reception optical axis 421, 
i.e., displaced in the X dimension for FIG. 4A. In particular, 
the combination of Substantially Satisfying Schiempflug's 
condition (for the plane 413 of the pattern element 412, the 
plane 411 of the projection imaging element 412, and the 
plane 451 which extends in the Z dimension at the object or 
device being imaged 99 and containing optical axis 421 and 
the centerline axis of the trilinear array 423) in order to 
create a light pattern that is highly accurate in the Z-dimen 
Sion, and the use of a telecentric imaging lens for lens 420 
which provides increased accuracy across the field of view, 
provides greatly improved accuracy of three-dimensional 
data derived from the imaging operation. In various embodi 
ments described elsewhere in this description, a telecentric 
imaging element is used for imager imaging element 420. In 
some embodiments, a hologram 432 (see FIG. 4D) provid 
ing imaging function equivalent to a telecentric lens is 
provided for imager imaging element 420. According to the 
present invention, telecentric imaging provides the advan 
tage of maintaining better accuracy of magnification and 
sharper focus of features on device 99 that vary in height 
(i.e., the Z-dimension), particularly for features displaced 
from the reception optical axis 421 in the X dimension (i.e., 
features that will be imaged onto pixels displaced from the 
center of the three imaging lines of trilinear array 423.) This 
provides a better accuracy of height measurements at the 
sides (i.e., portions displaced from the optical axis in the X 
dimension; see FIG. 4A) of a scan. 
0156 Telecentric projecting 
O157 Another aspect of the present invention provides 
telecentric projecting in pattern projector 402. AS above, 
machine-Vision head 401 is provided for inspecting a device. 
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In this embodiment, imager 404 includes a telecentric imag 
ing element 410 that focusses an image of the projection 
pattern element 412 onto the plane containing receiver 
optical axis 421 and the center line of the three lines of 
Semiconductor imaging pixels. A telecentric lens used for 
pattern projector imaging element 410 provides an imaging 
System that provides increased depth of focus, particularly 
for device features that are radially displaced from the 
projection optical axis 409, i.e., displaced in the X dimen 
Sion for FIG. 4A. In various embodiments described else 
where in this description, a telecentric imaging element is 
used for pattern projector imaging element 410. In Some 
embodiments, a hologram 430 (see FIG. 4D) providing 
imaging function equivalent to a telecentric lens is provided 
for pattern projector imaging element 410. According to the 
present invention, telecentric projecting provides the advan 
tage of maintaining sharper focus of features on device 99 
that vary in height (i.e., the Z-dimension), particularly for 
features displaced from the reception optical axis 421 in the 
X dimension (i.e., features that will be imaged onto pixels 
displaced from the center of the three imaging lines of 
trilinear array 423.) This provides a better accuracy of height 
measurements at the Sides of a Scan, as well as perhaps better 
Y-dimension measurements at the Sides of the Scan. 

0158 Color Filters, IR Blocking Filters, Monochromatic 
Light Sources 
0159. In one embodiment, a color filter 450 (see FIG. 
4D) is placed between light source 418 and condensing 
imaging element 414, in order to sharpen the focus of light 
498 and light pattern 499 (since it is easier and simpler to 
focus monochromatic light). In one embodiment, color filter 
450 also blocks infra-red (IR) components of light 498, in 
order that these IR components do not get received by 
imaging pixels 422. In various embodiments, light Source 
418 is implemented as a halogen incandescent lamp, as a 
Xenon flashtube, as a metal-halide arc lamp, as a laser, or as 
an array of LEDs (light-emitting diodes). In embodiments 
having Substantially monochromatic light output, Such as 
LED arrays, the need for a color filter is reduced. However, 
in Some Such embodiments, LEDs can Still have Substantial 
infrared components to their color Spectrums, and in Some 
such embodiments, an IR blocking filter is used for filter 
450, in order to reduce the IR components of the light output 
498. When single-frequency coherent sources such as lasers 
are used for light source 418, the need for color filters is 
generally eliminated. 
0160 In other embodiments, a color filter 452 is used, 
and is placed in the optical path of imager 404. In Some 
embodiments, color filter 452 includes an IR-blocking func 
tion to block IR components of the received light. In some 
such embodiments, color filter 452 helps to remove 
unwanted ambient light, including IR components thereof. 
0.161 Masks to Constrain Projected and/or Observed 
Illumination 

0162 In some embodiments, a mask 440 (see FIG. 4A) 
is used to block unwanted and Stray light coming from 
Sources other that the region of device 99 that is intended to 
be imaged onto trilinear array 423. In one Such embodiment, 
mask 440 is painted or coated with a flat black surface, and 
has a slit aperture 441 extending in the X dimension, but 
narrow in the Y dimension. In one embodiment, slit 441 is 
configured with sharp (e.g., knife) edges to reduce reflec 
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tions of the edges of the slit. Slit aperture 441 is configured 
to block light from those projected lines that fall to the sides 
(e.g., to the left or the right of reception optical axis 421 in 
FIG. 4A). Mask 440 is also configured so as to not block any 
of the Moire-type stripes or lines that extend in the Z 
dimension. This is because the light of interest can extend 
for a large number of Moire fringes in the Z dimension in 
order to obtain height information, and for a considerable 
distance on either side of the reception optical axis 421, in 
order that a wide region can be Scanned in a Single Sweep. 
but the light of interest in constrained to only the angle in the 
Y dimension that will properly image onto the three lines of 
the trilinear array 423. Thus all light in the Y-dimension that 
falls outside this narrow angle can and should be masked or 
blocked. 

0163. In general, a narrow aperture mask is not called for 
to block projected pattern 499 since as many stripes in the 
vertical (Z dimension) as possible are desired to obtain 
height information for an extended range, however in Some 
embodiments a mask 442 having an aperture 443 is used to 
reduce Stray light from pattern projector 402, and in par 
ticular, to reduce Specular reflections on the Solder ball being 
measured of light reflected off Surrounding balls (i.e., the 
mirror-like Surface of the ball being measured will generally 
reflect the images of all Surrounding balls, and by limiting 
the light that is projected on those Surrounding balls, the 
unwanted reflections from those balls are minimized). In 
Such embodiments, an aperture is configured having a length 
and width to accommodate the desired width and height of 
the measurement desired. 

0164. In other embodiments, the entire system 400 is 
enclosed in a light-blocking enclosure or Shroud 445 to 
block out Substantially all ambient light, and thus maximize 
Signal-to-noise ratioS of the acquired image data. 
0165 Sine-wave Moire Pattern for Better Linearity and 
More Accurate Results 

0166 In some embodiments, a projection pattern element 
412 having a Sine-wave profile is used (i.e., the Stripes that 
extend in the X dimension with a Substantially constant 
density, vary as a Sine wave in the direction towards line 
419A, See FIG. 4A). In various exemplary embodiments, 
the Stripes have a pitch of three to ten Stripes per millimeter. 
Sine-wave Stripes give better linearity and more accurate 
results in Some embodiments. 

0167. In other embodiments, a projection pattern element 
412 having a Sine-wave profile is used (i.e., the Stripes that 
extend in the X dimension with a Substantially constant 
density, vary as a Square wave in the direction towards line 
429, See FIG. 4D). In various exemplary embodiments, the 
Stripes have a pitch of three to ten Stripes per millimeter. 
Embodiments having Square wave Stripes can provide good 
results particularly at finer pitches, Since the projected 
pattern will focus to a pattern that has Substantially a 
Sine-wave profile at reception optical axis 421. 

0168 Offset Slit Pattern to Generate Sine Moire Pattern 
0169. In one embodiment of the present invention pro 
vides two Striped patterns, wherein the plane of one Set of 
Stripes is parallel to and offset from the plane of the other Set 
of Stripes. In one Such embodiment, the two Striped patterns 
are Square-wave, parallel opaque Stripes that are on either 
Side of a transparent Separator. In one Such embodiment, no 
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projection imaging element 410 is used, since the resulting 
light pattern provides the desired Sine-wave pattern at the 
measurement plane (the region near and at the device 99 of 
the plane that includes reception optical axis 412 and the 
center line of the trilinear array 423). 

0170 Modular Machine Vision System 

0171 FIG. 10 shows a modular machine-vision system 
1000 of one embodiment of the present invention. In the 
embodiment shown, two cameras 1001A and 1001B are 2D 
and 3D inspection cameras respectively, and acquire 2D and 
3D of the, for example, bottom surfaces of devices 99 in 
trays. Gantry 1630A and gantry 1630B are controlled by 
computer 1010, and provide the Scanning motion for cam 
eras 1001A and 1001B. In one Such embodiment, camera 
1001A is a 3D inspection camera such as head 401 of FIG. 
4A, and camera 1001B is a conventional raster scan CCD 
imaging camera with a strobed ring-light illumination. Gan 
try 1630C and gantry 1630D are controlled by computer 
1010, and provide the scanning motion for cameras 1001C 
and 1001D. These separate gantries provide independent 
Scanning motions as may be needed for the 2D and 3D 
cameras, which may require different Scanning Speeds or X-y 
motions. In other embodiments, a Single gantry 1630 is used 
to control both cameras 1001A and 1001B, and/or a single 
gantry 1630 is used to control both cameras 1001C and 
1001D, in situations where a common motion to Scan both 
cameras can be used; Elevators 1700A and/or 1700B are 
used to input trays of parts into system 1000 for inspection. 
Conveyor 1800A is used to hold trays stationary for inspec 
tion under cameras 1001A and 1001B, and to move trays 
from inspection Station A to inspection Station B to flipping 
station F. Conveyor 1800B is used to move trays from 
flipping Station F to inspection Station C to inspection Station 
D to picking Station E and picking Station G, and to hold 
trays stationary for inspection under cameras 1001C and 
1001D. One or more pickers 2000 are used to select devices 
from trays and to fill trays having all good parts for Output 
at elevator 1700G of station G, for example. 

0172 Computer 1010 for this embodiment includes key 
board input device 1016, display output device 1015, pro 
gram media I/O device 1017 (e.g., a diskette drive), I/O 
signals 1011 used to control and receive input from the other 
components of system 1000, and I/O signals 1012 (e.g., a 
local-area-network) used to control other steps in the manu 
facturing proceSS and/or Send and receive data useful for the 
manufacturing proceSS or its control or monitoring. In one 
embodiment, program media 1018 and/or network signals 
1012 are used to input control programs to computer 1010. 

0.173) In other embodiments, the functions of the stations 
described above are combined or eliminated to provide a 
lower-cost System. In one Such embodiment, Stations A, D, 
E, and G are eliminated, a single input elevator (e.g., 1 
700B) is used, camera 1001B is a 2D/3D combined camera 
Such as is shown in 401D of FIG. 4D, wherein alternated 
Strobes of patterned light and non-patterned light are used to 
acquire 3D and 2D (respectively) line Scan data. Similarly, 
a single output elevator (e.g., 1700C) is used, camera 1001C 
is a 2D/3D combined camera Such as is shown in 401D of 
FIG. 4D. A flipper 2000 inverts the devices between station 
B and C. One picker 2000 is used at station C to remove 
defective devices. 
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0.174. In yet other embodiments, stations A, B, and C 
have elevators 1700 that are used to input trays of parts to 
be inspected; and stations D, E, and G have elevators 1700 
that are used to output trays of inspected parts. Conveyor 
1800A moves trays from any of the three input elevators 
1700 to stations A and B for inspection (trays from elevator 
1700C are transferred from conveyor 1800B to conveyor 
1800A at station F. Conveyor 1800B transfers trays from 
between the flipper, inspection Stations C and D, and picker 
stations E and G. Each of the six elevators 1700 are used to 
queue parts that have been loaded and are waiting to be 
inspected, or parts that have been inspected and are waiting 
to be unloaded. The loading and unloading of the elevators 
is performed by human users in one embodiment, and is 
performed by automated robots in other embodiments. 

0175. In still another embodiment, the elevators 1700 of 
FIG. 10 are eliminated, and trays of devices (or in other 
embodiments, devices in other containers, or devices 
attached to film Strips, or even devices naked on a conveyor 
to be inspected) enter the system 1000 from the left on a 
conveyor from the last manufacturing process. The trayS 
then pass Sideways though one or more of the inspection 
Stations A, B, C, and/or D, the flipper Station F, and/or the 
pick-and-place Stations E and/or G. In one Such embodi 
ment, the trays then pass to Some other operation, Such as 
packaging, assembly, or Shipping, out the right Side of 
system 1000. Such inspection is sometimes called “in-line 
inspection.” 

0176) One important aspect of the present invention is to 
reduce the time needed to move trays of parts. To accom 
plish this, trays are preferably moved along their shortest 
edge (i.e., the long edge of the trays are next to one another, 
and the trays are moved in the direction perpendicular to 
this). Further, each station is as narrow as possible and as 
close as possible to it neighbor Stations, i.e., the elevators 
1700 and cameras 1001 have narrow edges and are mounted 
as close as possible to one another, to minimize the distance 
between stations. The cameras 1001 are scanned along the 
long dimension of the trays, to minimize the number of 
times the camera is Stopped and moved to the next Scan path. 
Further, inspection Starts on top of the first input elevator, So 
that the trays need not be moved sideways from the first 
elevator to the first inspection Station which would take extra 
time. 

0177 FIG. 11 shows a computation and comparison 
system 1100 of one embodiment of the present invention. In 
one embodiment, computation and comparison System 1100 
is implemented as a Software program and data structure that 
operates in computer 1010 of FIG. 10. Scan data from 
trilinear line-scan detector 423 is loaded into array 1110, 
with Successive lines of digital data values from the first line 
going into Subarray 1111, data from the Second line going 
into Subarray 1112, and data from the third line going into 
Subarray 1113. 

0178. In one embodiment, a calculation is performed on 
a line-by-line basis to correct for intensity-level bias, drift or 
noise. For example, in one embodiment, one or more pixels, 
e.g., at the beginning of a Scanline, are kept in the dark (i.e., 
unilluminated by any image of the device 99) in order to 
detect a bias or drift in the value associated with “black.” 
This black-value bias is then Subtracted from each data value 
for the line. 
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0179. In one embodiment, the trilinear array 423 has 
three lines of 2048 pixels each, with a pixel-to-pixel distance 
of 14 microns and a line-to-line distance of 112 microns (i.e., 
each photoSite is Square with a pixel-to-pixel center-to 
center distance of 14 um and the line-to-line center-to-center 
spacing is 112 um or the equivalent of 8 pixels). The camera 
1001 is moved by one pixel distance between scans (in one 
embodiment, the Scan movement is perpendicular to the 
long axis of the lines, in another embodiment, it is at a 
45-degree angle). Thus a particular point on device 99 will 
be measured by a particular pixel of line 1 of trilinear array 
423 going into Subarray 1111, then eight Scans later that 
same particular point on device 99 will be measured by the 
corresponding pixel of line 2 of trilinear array 423, data from 
the Second line going into Subarray 1112, and then eight 
scans later that same particular point on device 99 will be 
measured by the corresponding pixel of line 3 of trilinear 
array 423 and data from the third line going into Subarray 
1113. Thus for a given Y value there are three lines of data 
representing light intensity of the interSection of the light 
pattern 499 with device 99: the index i points to the data in 
array 1111, the index i--8 points to the data in array 1112, and 
the index i-16 points to the data in array 1113. 

0180 Calculator 1115 derives height data which is placed 
into Z-data array 1121 and/or intensity values which are 
placed into intensity-data array 1122 (in another embodi 
ment such as shown in FIG. 4D, intensity data 1123 is 
obtained from a 2D Scan camera-for example the middle 
line 2 of the trilinear array 423 is scanned out after illumi 
nation strobe from non-patterned light Source 403 (e.g., a 
ring light) that is interleaved with a strobed projector 404 
that provides patterned light for 3D measurements). 
0181. Feature recognition block 1125 uses data from 
array 1121 and/or array 1122 to identify features of devices 
99 in the refined data (such as edges of parts) and performs 
the necessary transformations (Such as masking and rota 
tions of an individual parts data) needed to convert the data 
into a standard form 126. This standard form data 126 is then 
passed to comparators 1136 and/or 1137 where the data are 
compared to the criteria for good data from Z-data criteria 
array 1131 and/or intensity-data criteria array 1132. The 
outputs 1138 and/or 1139 respectively of comparators 1136 
and 1137 are then optionally used to Select good parts, 
discard bad parts, and/or provide feedback to adjust a 
manufacturing process to a desired State. 

0182 Since the present invention provides for acquiring 
height {Z} data for every {x,y) point in the Scanned region 
(in contrast to other Systems which scan a single line down 
a row of pins, for example) the present invention allows for 
random orientation of parts in trays, without requiring 
registration, Shaking of trays, or other operations to prepare 
the parts for inspection. Rather, parts may be in any orien 
tation in the Scanned field of view. 

0183. Further, the present invention provides for random 
location of features (rather than aligned parts in trays, use of 
pocket edges or the requirement of rows of features Such as 
pins or balls). There is no requirement for regularity in the 
configuration of features to be Scanned (i.e., rows of pins). 
Indeed, even objects Such as eggs or gemstones may be 
measured with great accuracy and Speed. The present inven 
tion does not require features to be lined up in order to 
measure those features quickly. In contrast, other Systems 
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which, for example use laser triangulation, benefit from 
arranging parts, Such that all the pins to be inspected are 
aligned with the line that the laser Scanning beam is directed. 
The present invention handles irregular spacing of features 
Such as are found on chip-on-module and hybrid packages, 
which often lack regular spacings of features Such as pins in 

OW. 

0184. In some embodiments of the present invention, 
crossed pattern projectors (Such as shown in FIG. 6 and 
FIG. 8) are used for shadow reduction, i.e., a second 
projector provides measurements for areas that are in a 
Shadow relative to the first projector. 

0185. In some embodiments, position or velocity detec 
tion is provided. In one Such embodiment, a high-resolution 
linear position encoder is used to Specify the times at which 
line Scans are taken, (in one Such embodiment, fiduciary 
Stripes are applied to the field being Scanned, Such as to the 
edge of the clamp holding the tray of devices 99). For 
example, the start of the electronic “shutter” for each line 
Scan is Synchronized to a position. The Scan timings thus are 
directly related to position rather than Velocity, and thus 
make the measurement accuracy Velocity-independent. In 
one Such embodiment, however, the Scanning Velocity is 
maintained at a constant Velocity, in order that a fixed shutter 
duration obtains the same amount of light. In another Such 
embodiment, both the Star and Stop timings of the Shutter are 
Synchronized to position (e.g., using a linear position 
encoder). In yet other embodiments, the shutter duration is 
adjusted by a Servo circuit that detects the instantaneous or 
Short-term integrated light output of the light Source 402, in 
order to achieve greater accuracy, as described further 
below. 

0186. In some embodiments, the present invention pro 
vides detection of Substrate warpage as well as ball top 
coplanarity. Since all x,y) points are measured for Z height, 
a measurement of the Substrate planarity or warpage is 
provided by the same Scan that provides an indication of 
ball-top coplanarity. In Some Such embodiments, two dif 
ferent measurements are made in the same Scan (Such as 
described above, by varying the beam-split amount, or the 
projection Strobe intensity, or the imager Shutter time, the 
dim features, Such as Substrate details and planarity can be 
measured in interleaved Scans with the high-brightness 
features Such as Shiny Solder balls). In Some embodiments, 
two discrete apertures (lamp brightnesses, shutter durations, 
or flash lengths) interleaved (e.g., a long aperture for dark 
portions or features, and a short aperture for bright or Shiny 
features, e.g., one brightness for ball tops, another for 
Substrate warp) are used. 
0187 FIG. 12 is a schematic layout of another preferred 
embodiment of the vision system 1200. The function of the 
layout is to project a Sinewave pattern onto an object 1201 
and to measure the reflected intensities with a tri-linear CCD 
without color filters. The vision system 1200 includes a 
Dalsa camera 1210, a flat mirror 1220, a telecentric lens pair 
1230 and 1231, a projection lens 1240 a grating 1250, a 
condenser pair 1260, a filament 1270 and a spherical mirror 
1280. The CCD used by the Dalsa camera 1210 is the Kodak 
KLI-2103 which contains 3 rows of 2098 active photosites. 
Each photo Site measures 14 um Square and the center to 
center spacing between the rows is 112 um or the equivalent 
of 8 pixels. 
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0188 The field of view (FOV) of the telecentric lens 
1230, 1231 is 2.25" which is wide enough to inspect two 27 
mm parts (including a separation gap of 0.125") . This 
translates into a maximum average magnification of 
m=0.514. The minimum allowed average magnification is 
m=0.499 (3% decrease) and the allowed magnification 
variation along the central axis (for one lens) is +0.5%, but 
is preferred to be less than +0.2% (which is equivalent it/3 
LSB of the range measurement). Compensation can be 
added to the range calculations to reduce the affect of 
magnification variation if the variation is greater than 
+0.2%. The degree of telecentricity (that is, how parallel is 
the central axis of the apertures across the FOV) must not 
change more than 0.01 over an 8 mil position change in the 
object 1201 plane. The position distortion must not exceed 
+1% of the FOV along the central axis. Ideally the position 
distortion should be less than +0.1%, but this can be 
obtained by Software compensation if the lens is unable to 
provide it. The maximum aperture opening must be at least 
f5.6 and preferably fa.0. The aperture should be adjustable. 
0189 The grating 1250 is a sinusoidal line pattern. The 
grating 1250 is available from Sine Patterns LLC. The line 
pattern is oriented parallel to the 3 rows of the CCD. The 
frequency of the Sinusoid and the magnification of the 
projection lens is chosen So that one cycle along the Vertical 
imaging axis is 25.6 mils long to give a range resolution of 
0.1 mils. 

0190. The projection lens 1240 magnification is chosen 
So that one cycle along the vertical imaging axis is 25.6 mils 
long. The maximum aperture must be at least fa.0 and 
possibly as large as f2.0. The aperture is not required to be 
adjustable. The magnification change across the central axis 
must be +0.5% or less and preferably less than +0.2%. The 
axis of the lens is rotated to provide an extended depth of 
focus of the line pattern in the image axis. The rotation is 
Such that the grating, image axis and projection lens axis 
tri-sect per the above drawing. 
0191 The condenser lens pair 1260 collects light from 
the filament and images the filament onto the aperture of the 
projection lens. The aperture Size should be at least f1.0 
0192 The filament 1260 is L7420 from Gilway Technical 
Lamp. The filament 1260 size is 11.8x4.6 mm and the power 
is 400 watts. Other filaments with a similar power rating can 
be substituted. 

0193 The spherical mirror 1270 has a radius equal to its 
distance from the filament. Its purpose is to reflect light to 
the condenser lens. Since the filament blocks the direct path, 
consideration can be given to creating a virtual image of the 
filament adjacent to the real filament. 
0194 A reflecting IR filter (not shown in the above 
drawing) between the filament and the condenser lens is 
required because the CCD has a poor MTF response in the 
IR range and to reduce Spherical aberrations in the optical 
path. 
0.195 Focus adjustment must be provided so that the 
optimal focus of both optical paths occurs at the object. 
0196) Light Intensity Control 
0197 FIG. 13A is a schematic view of one embodiment 
of a light-intensity controller according to the present inven 
tion. Many of the elements of the projector 402 and the 
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imaging System (or imager) 404 have been described above. 
For the Sake of Saving Space, the description of the projector 
402 and the imaging system 404 will not be repeated here. 
Rather, common numbers will be used to describe the 
elements needed. The machine-vision system 401 is for 
inspecting the device 99 which moves relative to the pro 
jector 402 and the imaging system 404. To obtain more 
accurate values when an image is acquired, the machine 
vision system includes a light sensor assembly 1310 which 
receives light from the light source 418. The light sensor 
assembly 1310, as shown in FIG. 13, includes a beam 
splitter 1312 which splits off a portion of the light produced 
by the light source 418. The beam splitter allows a portion 
of the light from the light Source to pass and reflects another 
portion of the light to a light sensor 1314. The beam splitter 
1312 is positioned between the light source 418 and the 
device under test 99. Although the beam splitter 1312 could 
be positioned anywhere along the path between the light 
Source 418 and the device under test 99, as shown in FIG. 
13A, in this embodiment, the beam splitter 1312 is posi 
tioned between the light source 418 and the light source 
imaging element 414. The beam splitter 1312 also serves a 
Second purpose in Some embodiments: filtering out certain 
undesirable light Such as infrared light or light of other 
wavelengths. In one such embodiment, beam splitter 1312 
Serves to pass only a narrow band of light frequencies (i.e., 
Substantially monochromatic light), in order to facilitate 
focussing. 
0198 The light sensor 1314 is positioned to receive light 
from the beam splitter 1312. The light sensor 1314 is 
typically a photo diode which produces an output 1316 
responsive to the intensity of the light received at the light 
sensor assembly 1310. It should be noted that in some 
embodiments, light sensor 1314 is used without the beam 
splitter 1312. In other words, in such embodiments, the light 
Sensor is merely placed Somewhere in the light from light 
Source 418 to collect a portion of the light from the light 
Source 418. In Some Such embodiments, the value of the 
output 1316 from the light sensor 1314 is higher if the light 
sensor 1314 is merely placed in the light path. 
0199. In this embodiment, the output 1316 is a signal that 
is used as part of a feedback control loop to control the 
intensity of the light, or the intensity of the light that will be 
received by imager 404. As shown in FIG. 13A, the output 
1316 is input to an amplifier 1318 to produce an amplified 
output or control signal 1320. The machine-vision system 
also includes a power supply 1330 and related a power 
supply controller 1332. The power supply controller 1332 is, 
in one embodiment, an independent controller associated 
with the power Supply or is, in another embodiment, part of 
another controller. In other words, the tasks of controlling 
the power Supply can be assigned to another controller, Such 
as a computer 128, that controls other various aspects of the 
machine-vision system. The value of the control signal 1320 
indicates the intensity of the measured light from the light 
Source 418. By controlling the power input to the light 
Source 418, the intensity of the light produced by the light 
Source is controlled. The power supply controller 1332 
controls the amount of power delivered to the light Source So 
that the light intensity is within a desired or Selected range. 
The value of the control signal 1320 indicates the intensity 
of the light from the light source 418. When the value of the 
control signal 1320 falls below a specified value which is 
outside the selected or desired range, the controller 1332 
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increases the power input 1334 to the light source 418. This 
in turn increases the intensity of the light and the Signal 
output from the light sensor 1314 and the control signal 
1320. If the value of the control signal 1320 is above a 
Specified value which is outside the Selected or desired 
range, the controller 1332 decreases the power input 1334 to 
the light source 418. This in turn decreases the intensity of 
the light from the light source 418 and decreases both the 
signal output from the light sensor 1314 and the control 
signal 1320. In other such embodiments, control signal 1320 
is used to control the length of time that light source 418 is 
“on,” thus controlling the duration and/or shape of the light 
pulse output. 

0200. It should be noted that the are a number of ways 
contemplated by the present invention to control the inten 
sity of the light from the light source 418 as received by 
imager 404. FIG. 13B shows a second preferred embodi 
ment of this invention. The arrangement of most of the 
elements of FIG. 13B are the same as the arrangement of the 
elements in 13A. The difference is that the control signal 
1320 from the light sensor 1314 and the amplifier 1318 is not 
used to control the light output from light source 1312, but 
rather in this Second preferred embodiment, the control 
signal 1320 from the light sensor 1314 is used to control the 
length of time for image acquisition at the image detector 
422, called "Shuttering.” In one embodiment, the image 
detector 422 includes three rows of pixels also known as a 
trilinear array 423. In the preferred embodiment, the trilinear 
array 423 is comprised of rows of Semiconductor pixels or 
photo diodes which are part of a charge-coupled device, 
Such as a high-speed digital CCD camera available as a 
KODAK KLI 2130 trilinear array. 
0201 The control signal 1320 from the light sensor 1314 
is routed through a timing controller 1344 associated with 
the trilinear array 423 of the image detector 422. The 
trilinear array 423 is a charge-coupled device. In this par 
ticular charge-coupled device, photodiodes are the pixels. AS 
the photodiodes are exposed to light, the charge on the 
asSociated charge-coupled device builds until the timing 
controller 1344 removes the charge at the end of an image 
acquisition. Thus, by controlling the amount of time the 
charge-coupled device is charged, the values of the charge 
coupled device or intensity of the light acquired at the image 
detector 422 can be controlled. The value of the control 
signal 1320 indicates the intensity of the light from the light 
Source 418. When the value of the control signal 1320 falls 
below a specified value which is outside the selected or 
desired range, the timing controller 1344 increases the 
length of the acquisition time at the image detector 422. This 
in turn increases the intensity of the light captured during the 
acquisition of the image at the image detector 422. If the 
value of the control signal 1320 is above a specified value 
which is outside the Selected or desired range, the timing 
controller 1344 decreases the length of the acquisition time 
at the image detector 422. This in turn decreases the intensity 
of the light captured during the acquisition of the image at 
the image detector 422. AS mentioned above the timing 
controller 1344 may be independent. More likely the timing 
controller 1344 is part of another controller associated with 
the machine-Vision System. 
0202) It should also be noted that the light sensor assem 
bly 1310 in other embodiments is placed in the path of 
reflected light between the device-under-test 99 and the 



US 2002/001.4577 A1 

image detector 422. In addition, it should be noted that the 
light sensor 1314 need not be linked with a beam splitter 
1312, as is shown in FIG. 13C. In FIG. 13C, the sensor 
1314 is placed outside the path of the elements of the 
projector 402. In other words, the light sensor 1314 does not 
interfere with the light that is projected onto the device 99. 
The light source 418 sends light beams out in many radial 
directions. As a result, detecting the light outside the path of 
the elements of the projector 402 is often equally as effective 
as Sensing the light within the path of projected light using 
a beam splitter (as shown in FIGS. 13A and 13B). Once 
Sensed, the Signal can be used to vary the power (similar to 
the embodiment shown in FIG. 13A) or can be used to vary 
the timing during acquisition of the image at the trilinear 
array 423 (similar to the embodiment shown in FIG. 13B). 
For the sake of illustration, a sensor 1314 of FIG. 13C is 
used to control the time of image acquisition. 

0203. In yet other embodiments, a sensor 1314 is used to 
control an -aperture size, a shutter-open time, focus diver 
gence, or a light-transmission density (or percentage) of an 
element (Such as a liquid-crystal element) located in the light 
path between light Source 418 and imaging element 422. 
Thus, in various embodiments, the control Signal from 
sensor 1314 is used to control the light intensity of light 
Source 418 (whether continuous or pulsed), the pulse length 
of light output by light source 418 (if pulsed), the light 
passed along the light path (whether varied by aperture, 
density, length-of-light-path (divergence) and/or shutter 
time), and/or the length of time for image acquisition of 
imaging element 422. In still other embodiments as 
described below, the control signal from sensor 1314 is used 
to control a calculated correction of the output Signal from 
imaging element 422 (in one Such embodiment, an analog 
adjustment is made to the analog output Signal of imaging 
element 422, in another Such embodiment, a digital calcu 
lation adjustment is made to the Signal after it has been 
converted into a digital value). 
0204 Calculated Corrections 
0205 FIG. 14A is a schematic view of the imaging 
system 400 having a memory device 1400 associated with 
the trilinear array 423 of the image detector 422. As men 
tioned above, the photo diodes of the trilinear array 423 
accumulate or discharge electrical charge to associated tran 
Sistors during the time of acquisition. When the timing 
controller 1344 Sends a timing Signal, the electrical charge 
values associated with the transistors associated with each 
pixel are moved into the memory device 1400. Each of the 
pixels may have slightly different values in the presence of 
the same amount of light. There can be many reasons for 
this, including current bleeding from a nearby pixel or 
manufacturing tolerances associated with making the 
charge-coupled device. In one embodiment, the charge 
coupled device associated with the image detector 422 is 
calibrated by exposing the pixels to an equal intensity light 
for a selected amount of time. The different values obtained 
are then stored in the memory device 1400. 

0206. From this stored information, a look-up table 1410, 
as shown in FIG. 14B, is constructed that contains correc 
tion values 1412 for each of the pixels and associated 
transistors of the trilinear array 422. Several calibration tests 
may be conducted to assure that the correction values 1412 
are correct. The correction values may be multipliers used to 
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multiply a particular value 1412 or may be a value 1412 
which is added or Subtracted from the value to obtain a 
proper value. Some values may contain both a multiplication 
component and an additive component. The table lookup 
1410 is housed within memory and used to apply correction 
values to the values 1412 associated with the pixels of a 
trilinear array 423. In operation, the data from the pixels is 
acquired and placed in the memory device 1400. After 
acquisition, the correction value for the particular pixel is 
applied to the data in memory to calculate the corrected 
value for each pixel. These corrected values can be used and 
portray a more accurate image. One or more correction 
values can be stored in the table lookup 1410 for a particular 
pixel. In Some instances, where the light Source 418 is 
Strobed with more than one intensities, there may be cor 
rection values associated with each light intensity for the 
particular light. Furthermore, if a different light is used, Such 
as a ring light, there could also be still different correction 
values associated with each of these lights and the condition 
under which the lights are used. In Summary, a table lookup 
can be constructed in which there are correction values for 
various lights used under various conditions. 
0207 Now turning to 14C, another way to correct for 
variations in intensity of the light can be accomplished using 
the arrangement shown. After the corrected values for each 
pixel in a trilinear array have been calculated, the control 
signal 1320 from a light sensor 1314 can be used to apply an 
overall correction value to the corrected values in memory 
1410. Of course, the overall correction value could also be 
applied to the actual readings in memory 1410 initially and 
then the correction values from the table lookup could be 
applied. This would yield the same or an equivalent value to 
the method discussed previously in this paragraph. 

0208. Thermoelectric Cooling of the Image Detector 
0209 FIG. 15 is a schematic view of the trilinear array 
423 with a thermoelectric cooling element 1500 associated 
therewith. The thermal electric cooling element 1500 is 
attached to the trilinear array 423 using a thermal conductive 
adhesive. The thermal electric cooling element 1500 
includes a cool side 1510 and a hot side 1520. The cool side 
of the thermal electric element 1500 is attached to the 
trilinear array 423. The thermal electric cooling element 
1500 also includes a temperature sensor 1530. The tempera 
ture sensor 1530 outputs a signal 1532 which is amplified by 
amplifier 1534 to produce a control signal 1536. Control 
signal 1536 is fed back to a supply of power 1540. A power 
controller 1542 within the power supply 1540 decreases or 
increases the power Supplied to the thermal electric cooling 
element 1500. By increasing the power input to the thermal 
electric cooling element 1500, the temperature along the 
cool Side can be lowered, thereby lowering the temperature 
of the trilinear array 423. If too low a temperature is detected 
by temperature sensor 1530, the control signal 1536 will 
reflect that the amount of power input to the thermal electric 
cooling element 1500 must be lowered. The power control 
ler 1542 can be within the power supply 1540 or can be part 
of another controller associated with the System. 

0210. It should be noted that the hot side of the thermal 
electric cooling element 1500 may be provided with heat 
fans or other elements used to increase convective or radia 
tive cooling along the hot side 1520 of the thermal electric 
cooling element 1500. The basic operating principle of the 
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thermal electric cooling element 1500 is the 25 absorption or 
generation of heat as a current passes through a junction of 
two dissimilar metal materials. Electrons passing acroSS the 
junction absorb or give up an amount of energy equal to the 
transport energy and the energy difference between the 
dissimilar materials conduction bands. Cryogenic tempera 
tures are reached using heat rejected from one thermal 
electric cooler Stage to Supply thermal input to the Stage 
below. The basic operating principle of the thermal electric 
cooler is known as the Peltier Cooling Effect. 
0211 Advantageously, using thermoelectric cooling pre 
vents the trilinear array 423 from heating up as they operate. 
AS a result, the trilinear array 432 does not heat and the 
Signals produced by the array 423 do not shift or vary, or 
only shift or vary Slightly. This eases the task of correlating 
the data obtained and also prevents the current associated 
with a dark area, called dark currents, from rising into a 
range where the current becomes noise. This elimination or 
prevention of noise also simplifies processing of the image. 
0212 Strobing Lamps to Stop Motion Smear 
0213 Returning to FIG. 13A, strobing the light source 
418 and strobing the ring light 403 will now be discussed. 
Strobing the light source 418 and strobing the ring light 403 
Substantially reduces or Stops motion Smear. Motion Smear 
is Similar to a blur in a photograph. In order to get a proper 
amount of light for charging the trilinear array 423 to a level 
where it produces useful data, a certain amount of light is 
needed. Without a strobe or high intensity, short burst of 
light, light must be gathered over a selected amount of time. 
As mentioned previously, the trilinear array 423 moves with 
respect to the devices 99 Such that over the selected amount 
time So that enough light is provided to the trilinear array 
423 for processing into useful data. When there is no burst 
of high intensity light, the device moves as the light is 
gathered from the device 99. The end result is that the data, 
when processed, produces a blurred image Since the device 
99 has moved appreciably over the time the necessary 
amount of light was produced. 

0214) To eliminate this blurring, which is also called 
motion Smear, the light source 418 and the ring light 403 are 
“strobed.” In other words, a circuit is used which produces 
a short burst of high intensity light. This shortens the amount 
of time over which the device 99 can move with respect to 
the light receiver or trilinear array 423 during image acqui 
Sition. This lessens or eliminates motion Smear in the 
acquired image. In one embodiment, LED light Sources are 
used in order to obtain a precise and repeatable amount of 
light, and the circuit used to Strobe or pulse the light Source 
is shown in FIG. 10 of U.S. Pat. No. 5,745,176. U.S. Pat. 
No. 5,745,176, in its entirety, is incorporated herein by 
reference. U.S. Pat. No. 5,745,176 and this patent applica 
tion have a common assignee. 
0215 Mechanical Aspects of the Machine-Vision Station 
0216 FIG. 16 is a perspective view of the machine 
vision system 1600. The machine-vision system 1600 
includes a first inspection Station 1610, a Second inspection 
station 1612, a third inspection station 1614, a fourth inspec 
tion station 1616, a first pick-and-place station 1620, and a 
Second pick-and-place Station 1622. In this embodiment, 
pick-and-place operations are performed at two Stations, in 
other embodiments, pick-and-place operations are not per 
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formed, or are performed at only one Station, or are per 
formed at more that two Stations. Located between inspec 
tion station 1612 and inspection station 1614, is a tray 
inverter 1900. The tray inverter 1900 may also be called the 
flipper. A first gantry 1630 is located above inspection 
station 1610 and inspection station 1612. 
0217. In the embodiment shown, the first gantry 1630 
includes a first inspection camera 1631 and a Second inspec 
tion camera 1632. Each inspection camera 1631, 1632 is 
capable of acquiring a 3D image or a 2D image of the parts 
being inspected at the inspection stations 1610 and 1612. In 
various embodiments, cameras 1631, 1632 (or any of the 
inspection cameras at other inspection Stations described 
herein) are implemented as one or more of the cameras 
described for FIGS. 3-13 above (i.e., each “camera' could 
be one 3D camera Such as shown in FIG. 4A, or a 2D and 
a 3D camera such as shown in FIG. 13A). In yet other 
embodiments, each camera 1631 and camera 1632 is 
mounted on a separate, independently operable gantry in 
order to be separately movable to the locations and at the 
Speeds best Suited for each inspection operation. In Some 
embodiments, each camera is implemented as a plurality of 
cameras operated in parallel to achieve even higher inspec 
tion Speeds. For example, in one embodiment, camera 1631 
is implemented as four heads 401 (as shown and described 
in FIG. 4A) mounted in a two-by-two square array, such that 
each head 401 need only acquire one fourth of the area to be 
Scanned in a given period of time. In another embodiment, 
a 2D camera and a 3D camera are combined at a single 
inspection station (Such as, for example, that shown in FIG. 
4D), in order that information from the 2D inspection can be 
used to assist in the automatic computer-recognition of 
features to be analyzed in the 3D inspection. 
0218. In the embodiment shown in FIG. 16, the inspec 
tion cameras 1631, 1632 are mounted on a gantry arm 1634. 
The gantry arm 1634 is cantilevered over the inspection 
stations 1610 and 1612. The gantry arm 1634 includes a 
translation mechanism (not shown) which allows the first 
inspection camera 1631 to move along the length of the 
gantry arm 1634 and also allows the Second inspection 
camera 1632 to move along the length of the gantry arm 
1634, both under the control of a control computer such as 
computer 128 of FIG. 1 or computer 1010 of FIG. 10. In the 
preferred embodiment, the translation mechanism allows the 
first camera 1631 to move independently of the second 
camera 1632. In other words, the first inspection camera 
1631 can move along the gantry arm 1634 at a first speed 
while the Second inspection camera 1632 can translate along 
the gantry arm 1634 at a Second Speed. The inspection 
cameras 1631 and 1632 could also move in different direc 
tions along the gantry arm 1634. It is contemplated that one 
inspection camera 1631 could do a 3D-type inspection while 
the other inspection camera 1632 could do a 2D inspection. 
Generally, the cameras 1631 and 1632 move at different 
Speeds when doing a 2D inspection or 3D inspection. 
Therefore, it is contemplated that while one of the cameras 
1632 or 1631 is working in a 2D mode, the other of the 
cameras 1631 or 1632 could be simultaneously working in 
a 3D mode. 

0219. In one embodiment, the first inspection camera 
1631 and the second inspection camera 1632 are spaced 
such that both inspection cameras 1631 and 1632 are posi 
tionable over a single station 1610 or 1612. As a result, in 
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this embodiment, it is necessary to move the gantry 1632 
from a position over the first inspection Station to a position 
over the Second inspection Station 1612. A driving mecha 
nism allowS Such movement and also allows for various 
positions for inspection where one of the cameras 1631 may 
be positioned over a first inspection station 1610 and the 
other of the cameras 1632 may be positioned over a second 
inspection station 1612. 

0220. In one embodiment, the devices being inspected 
with this particular machine-vision system 1600 are semi 
conductor devices and, more particularly, Semiconductor 
devices known as ball grid arrays (in other embodiments, 
leaded devices Such as quad-flat-packs and/or DIP (dual-in 
line) packages are inspected). Ball grid arrays are becoming 
increasingly popular Semiconductor packages Since the 
input/output pins are short and capable of being densely 
packed on a Semiconductor package. In addition, the ball 
grid array is a rugged Semiconductor package. Each device 
has a Series of balls or Solder balls positioned on one side of 
the Semiconductor package. It is very important that these 
balls are uniform in shape and height. As a result, manu 
facturers go to great lengths to achieve this result. A number 
of individual Semiconductor packages are carried in an 
industry-standard tray. One Standard-formulating body is 
known as JEDEC and therefore one such type of industry 
standard trays are known as JEDEC trays. When “JEDEC 
trays” are discussed in the embodiments below, it is to be 
understood that other embodiments are Suitable for other 
types of trays and that other containers are used to hold the 
devices being inspected in various embodiments of the 
present invention. In Still other embodiments, devices 
attached to a carrier Strip (Such as plastic film) are inspected. 
In yet other embodiments, the devices being inspected are 
not placed in any container, but are otherwise moved into 
place for inspection, for example, on a conveyor belt. 

0221) In the embodiment shown in FIG. 16, at the first 
inspection station 1610, the JEDEC trays are presented to an 
inspection Surface which is positioned at a Set distance from 
the inspection cameras 1631 and 1632 on the gantry 1630 
above the inspection station 1610. The semiconductor 
devices in the JEDEC tray are all positioned with the ball 
Side of the ball grid array devices presented for inspection 
(i.e., with electrical leads upwards, also called the "dead-bug 
orientation”). At the first inspection station 1610, a 3D 
image of the balls of each of the Semiconductor devices in 
the JEDEC trays is obtained. The 3D inspection is used to 
gather information with respect to the height of the ball tops 
(e.g., the co-planarity of the top of all the balls), among other 
things (Such as the shape and/or position of the balls, the 
position of the balls with respect to features on the Substrate, 
etc.). At the inspection station 1612, a two-dimensional or 
2D image of the ball side of the semiconductor devices in the 
JEDEC trays is obtained. The 2D information is useful in 
determining blob Size, among other things. After the three 
dimensional inspection at station 1610 and after the two 
dimensional inspection at station 1612, the JEDEC trays are 
inverted so that the side of devices 99 opposite the balls can 
now be inspected (also called the “live-bug side” of the 
devices 99). The tray inverter or flipping mechanism 1900 
will be discussed in further detail below when FIG. 19A and 
FIG. 19B are described in further detail, below. 
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0222. In one embodiment, at inspection station 1614, the 
top of the package is inspected with a 3D camera 1631'. 
Such package inspection includes checking the dimensions 
of the package, whether there are chips, cracks, Scratches or 
Voids, among other things. In this embodiment, at inspection 
Station 1616, the markings are inspected with a 2D camera 
1632. In one embodiment, each of the ball-grid-array semi 
conductor devices in the JEDEC tray is marked with a model 
number and Serial number as well as the manufacturer's 
identification So that the parts may be tracked. 
0223) In the embodiment shown, a second gantry 1630' is 
positioned over the inspection Station 1614 and inspection 
station 1616. The gantry 1630' includes a gantry arm 1634. 
A first inspection camera 1631 and a Second inspection 
camera 1632 are mounted to the gantry arm So that each of 
the inspection cameras 1631' and 1632 can move indepen 
dently of the other inspection camera. The gantry 1634' can 
also move between inspection stations 1614 and 1616 so that 
the various inspections may be accomplished at those Sta 
tions. In one embodiment, the second gantry 1630' and 
inspection camera 1631' and 1632' are essentially the same 
as the first gantry 1630. 
0224. In other embodiments, such as described for FIG. 
10 above, other combinations of one or more 2D and/or 3D 
cameras are provided for the inspection of the front, backs, 
and/or sides of devices 99 being inspected. In such embodi 
ments, one or more inspection Stations, flipping Stations, 
and/or Sorting (pick-and-place) stations are provided. 
0225. In this embodiment shown in FIG. 16, the trays of 
devices are moved quickly into position, and then Stopped, 
in order that the parts do not move in the trays. Thus, the 
parts remain stationary, and the camera(s) (e.g., camera 
1631, 1632, 1631' and 1632) are moved to perform the 
Scanning operation. 

0226. In yet other embodiments, the devices are moved 
and the Scanning camera remains Stationary. In one Such 
embodiment, the devices 99 are mounted to a carrier strip 
(e.g., a Suitable plastic film), and the carrier Strip and devices 
are moved in a Series in the optical path of one or more 2D 
and/or 3D Scanning cameras (such as, for example camera 
head 401 of FIG. 4A. 

0227. After the inspection of the various parts at inspec 
tion stations 1610, 1612, 1614 and 1616 are completed, any 
bad parts or parts failing inspection are noted, as well as the 
position of the parts within the particular tray. The tray with 
good parts and bad parts is then moved from inspection 
station 1616 to pick-and-place station 1620. If there is not a 
tray located at pick-and-place Station 1622, the tray of good 
and bad parts will be moved to pick-and-place Station 1622 
and another inspected tray of good and bad parts will be 
moved to pick-and-place Station 1620. A vacuum pickup 
mechanism 2000 is used to remove bad parts from the trays 
located at pick-and-place Station 1620 and place them into 
trays located at pick-and-place Station 1622. The vacuum 
pickup 2000 also removes good semiconductor devices from 
the trays located at 1622 and places them into trays located 
at station 1620. In other words, the bad parts from trays at 
Station 1620 are replaced with good parts from trays located 
at station 1622. Once all of the bad parts have been replaced 
in the tray located at Station 1620, the tray of good parts is 
removed (e.g., automatically under the control of computer 
1010, see FIG. 10 above) from that station and a new tray 
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is positioned into station 1620. In one embodiment, a 
compartment and elevator is located below the pick-and 
place Station 1620, as well as below the pick-and-place 
station 1622. 

0228. When all of the parts are bad in the tray 1622, the 
parts are then removed (e.g., automatically under the control 
of computer 1010, see FIG. 10 above) from that pick-and 
place Station and into a compartment (e.g., lowered on an 
elevator) below that pick-and-place Station. Therefore, all of 
the trays in the elevator and compartment below pick-and 
place station 1622 will be trays of bad parts, while all of the 
trays below pick-and-place station 1620 will be trays of 
good parts that have Successfully passed the inspection at the 
previous inspection stations 1610, 1612, 1614 and 1616. The 
pick-and-place mechanism 2000 will be described in further 
detail with respect to FIG. 20. It should be noted, however, 
that the pick-and-place Station includes a vacuum pickup 
which uses a vacuum on the marked or label Side of the 
Semiconductor devices in the tray to move them from tray to 
tray. 

0229 Below each inspection station 1610, 1612, 1614 
and 1616, as well as below each of the pick-and-place 
stations 1620 and 1622, is a compartment and elevator 
mechanism 1710, 1712, 1714, 1716, 1720 and 1722. 

0230 Now turning to FIGS. 17A and 17B, the elevator 
and compartment mechanisms 1710, 1712, 1714, 1716, 
1720 and 1722 of one embodiment will now be discussed. 
FIG. 17A is a top view of the compartment and elevator 
mechanisms 1710, 1712, 1714, 1716, 1720 and 1722 of the 
machine-vision system 1600. FIG. 17B is a side view of one 
of the compartment and elevator mechanisms located below 
an inspection Station. Since each of the compartment and 
elevator mechanisms 1710, 1712, 1714, 1716, 1720 and 
1722 are Substantially the Same, only the compartment and 
elevator mechanism 1712 will be described in detail. It is to 
be understood that the others have substantially the same 
parts or elements. 
0231. The compartment and elevator mechanism 1712 
includes a compartment 1730. Within the compartment 1730 
is an elevator mechanism 1740. The elevator mechanism 
includes an elevator floor, an elevator guide 1744, a motor 
1746 and a lifting mechanism 1748. The elevator motor 
1746 is connected to the lifting mechanism 1748 with a belt 
1750. Thus, by turning the motor 1746, the lifting mecha 
nism 1748 is then used to raise the elevator floor up or down 
within the compartment 1730. The elevator guide 1744 and 
the lifting mechanism 1748 are positioned on the side of the 
elevator floor or elevator plate 1742. With the lifting mecha 
nism 1748 and the elevator guide 1744 positioned on the 
side of the elevator floor or elevator plate, the JEDEC trays 
which hold the semiconductor devices can be moved into the 
compartment onto the elevator floor and then abutted to the 
back side of the compartment 1730 without interference 
from the elevator guide 1744 or the lifting mechanism 1748. 
0232. Access to the compartment 1730 of the compart 
ment and elevator mechanism 1712 is gained through a door 
1760. The door has a handle 1762. The door 1760 pivots on 
a pivot point 1763. Also associated with the door 1760 is a 
solid door stop 1764 which stops the door in a substantially 
parallel position with respect to the elevator floor 1742 when 
the compartment 1730 is devoid of JEDEC trays. The door 
1760 is shown in a closed position, as well as an open 
position, in FIG. 17B. The compartment 1730 is also devoid 
of JEDEC trays for the sake of illustration. 
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0233. When the compartment 1730 is empty, the elevator 
floor 1742 is moved to a position where it is essentially or 
substantially level with respect to the door. The door 1760 
includes a first tray guide 1770 and a second tray guide 1772. 
The first tray guide 1770 includes a lip 1771. The second 
tray guide 1772 also includes a lip 1773. When the door 
1760 is open, the surface of the first tray guide 1770 and the 
second tray guide 1772 is almost or substantially level with 
the position of the elevator floor 1742 within the compart 
ment 1730. The lips 1771 and 1773 of the door 1760 are 
dimensioned so that the JEDEC trays fit between the lips 
1771 and 1773 with a slight amount of clearance. 
0234 Advantageously, when a operator loads trays into 
the compartment 1730, the door 1760 can be opened and a 
stack of JEDEC trays can be placed on the door and 
specifically on the first tray guide 1770 and the second tray 
guide 1772. The bottom tray of the stack of JEDEC trays 
will fit between the lip 1771 associated with the first tray 
guide and the lip 1773 of the second tray guide 1772. The 
operator can then merely slide the stack of JEDEC trays into 
the compartment and onto the elevator floor 1742. 25 By 
sliding them in all the way, the stack of JEDEC trays will be 
placed against the back wall of the compartment 1730. In 
addition, the lips 1771 and 1773 on the door also are used 
to position the trays carrying the Semiconductor parts within 
the compartment 1730. In other words, the lips 1771 and 
1773 on the door 1760 position the JEDEC trays properly 
along the width dimension of the compartment 1730. When 
placed in the compartment using the door, the trays are very 
close to the position that they will need to be in for 
presentation to the tray-transfer device 1800 above the 
compartment 1730, and at either an inspection station 1610, 
1612, 1614 or 1617, or at a pick-and-place station 1620 or 
1622. The details of the tray-transfer device 1800 will be 
discussed in further detail with respect to FIGS. 18A and 
18B. 

0235. The elevator mechanism 1740 also includes a sen 
Sor 1780 or a series of Sensors 1780. The Sensors 1780 
determine the JEDEC tray as well as the number of JEDEC 
trays loaded with the elevator mechanism 1712. Signals 
from the Sensors are then used by a separate controller to 
control the electric motor so that the top JEDEC tray can be 
moved to an inspection Station, Such as 1612 which is above 
the compartment and elevator mechanism 1712. 
0236 Now turning briefly to look at inspection station 
1610 and the compartment and elevator mechanism 1710 
situated below the first inspection station 1610, a special 
advantage of this particular inspection vision machine 1600 
will now be discussed. The JEDEC trays which hold the 
devices to be inspected can be moved directly from the 
compartment and elevator mechanism 1710 to the first 
inspection station 1610. In fact, the elevator mechanism 
1710 moves the top JEDEC tray to the inspection surface 
associated with the inspection station 1610. In order to do 
this, the compartment and elevator mechanism 1710 must be 
substantially aligned with the inspection station 1610. 

0237) This is advantageous because it reduces the foot 
print of the machine-vision system 1600, and thus the space 
needed on a factory floor. In previous Systems, a Separate 
Station would be positioned before the first inspection Station 
1610 and the JEDEC trays are essentially lowered to the 
Station So that it can be loaded into a first inspection Station 
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Such as 1610. Thus, previous Systems required a separate 
loading Station to the Side of the first actual inspecting 
Station. By using an elevator mechanism and compartment 
1710 below the first inspection station 1610, there is no need 
for a separate loading Station. An additional advantage is that 
all of the JEDEC trays are positioned on a solid elevator 
floor 1742. In previous inspection stations where there is a 
loading Station, a set of pins is used to hold the bottom tray 
which is lowered to a loading Station. The disadvantage with 
this previous System is that the pins, typically four or five, 
carry the entire load of all the JEDEC trays in the stack. 
Thus, the pins were much more prone to failure. In addition, 
the JEDEC trays were not held as solidly and were stressed 
which, in turn, stresses the parts located within the JEDEC 
tray. Using the solid elevator floor 1742 provides for a much 
more reliable System, as well as a System that will not StreSS 
the parts or the trayS. In addition, the use of an elevator 
raising the JEDEC trays up from below the inspection 
Surface 1610, eliminates the need for a separate loading 
Station. 

0238 A first tray-transfer device 1800, a second tray 
transfer device 1802 and a third tray-transfer device 1804 
are used to move the JEDEC trays between the inspection 
station 1610, the inspection station 1612, the inspection 
Station 1614, the inspection Station 1616, the pick-and-place 
station 1620, the pick-and-place station 1622, and the tray 
inverter or flipping mechanism 1900. 
0239). Now turning to FIGS. 18A and 18B, the tray 
transfer devices 1800, 1802, 1804 will now be further 
detailed. FIG. 18A is a top view of the inspection stations 
and the tray-transfer devices for moving trays between the 
various inspection Stations, the pick-and-place Stations, and 
the tray inverter or flipper mechanism 1900. FIG. 18B is a 
front view of one of the tray-transfer devices. The gantries, 
as well as the pick-and-place mechanism 2000, have been 
removed from the top view of FIG. 18A so that the 
tray-transfer devices can be more clearly shown. 
0240 AS currently positioned, the tray-transfer device 
1800 has a first JEDEC tray 1810 positioned at inspection 
station 1610 and a second JEDEC tray 1812 positioned at 
inspection station 1612. The first tray-transfer device 1800 
moves JEDEC trays between the first inspection station 
1610, the second inspection station 1612 and the flipping 
mechanism 1900. The second tray-transfer device 1802 
moves JEDEC trays between the flipping mechanism 1900, 
the inspection station 1614 and the inspection station 1616. 
The second tray-transfer device is holding JEDEC tray 1814 
at inspection station 1614 and JEDEC tray 1816 at inspec 
tion station 1616. The third tray-transfer device 1804 is 
shown holding a JEDEC tray 1820 at pick-and-place station 
1620 and holding a JEDEC tray 1822 at pick-and-place 
station 1622. The tray-transfer device 1804 moves JEDEC 
trays between inspection Station 1616 and pick-and-place 
station 1620 and pick-and-place station 1622. Each of the 
tray-transfer devices 1800, 1802, 1804 are essentially the 
same. Therefore, only one will be described herein. 
0241 The tray-transfer device 1800 includes a plate 1830 
which has a first opening 1831 and a second opening 1832 
therein. The openings 1831 and 1832 in the plate 1830 are 
dimensioned so that a standard JEDEC tray, such as 1810 or 
1812, will fit within the opening 1831 or 1832. Positioned 
around each of the openings is a Series of engagement pin 
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mechanisms 1840, 1841, 1842, 1843 and 1844. As shown in 
FIG. 18A, each tray is engaged by five pin mechanisms 
1840, 1841, 1842, 1843 and 1844. The pin mechanisms 
1840, 1841, 1842, 1843 and 1844 engage standard openings 
in the JEDEC tray 1812. It should be noted that the JEDEC 
trays are standard, so JEDEC tray 1810 or JEDEC tray 1812 
will each be engaged in the same fashion. 
0242 Five pins are positioned around each opening 1831 
and 1832. The first pin to engage is pin 1842. The pin 1842 
not only engages a portion of the JEDEC tray 1812, but also 
pushes the JEDEC tray toward or to a datum surface 1834, 
associated with the opening 1832. The next two pins that 
engage are along one edge of the JEDEC tray. In this 
particular instance, the pins 1844 and 1843 engage the 
JEDEC tray 1812 next and push the tray toward another 
datum surface 1836, associated with the opening 1832. It 
should be noted that this sequence could be reversed and that 
the most important aspect is that the JEDEC tray 1812 be 
pushed up against datum surfaces 1834 and 1836, as the pins 
1842, 1843 engage the JEDEC tray. 
0243 The final set of pins to engage the JEDEC tray are 
1840 and 1841. By pushing the JEDEC tray to the datum 
Surface 1832 and to the second datum Surface 1836, the 
exact location of the tray is known. With the JEDEC tray 
positioned against the datum surfaces 1834 and 1836 and 
with the plate 1830 also positioned against a datum surface, 
the exact location of the JEDEC tray within the opening 
1832, the exact location in Space with respect to the gantry 
is known. A 2D or 3D inspection, or any inspection for that 
matter, needs to have this data before the inspection can 
begin. Each of the pin mechanisms 1840, 1841, 1842, 1843 
and 1844 is capable of a first and a second position with 
respect to the surface of the plate 1830. In the industry there 
are two standard JEDEC trays for holding electronic parts 
Such as Semiconductor ball grid array devices. A first stan 
dard JEDEC tray has a depth which is smaller than the 
second standard JEDEC tray. By having the pins 1840, 1841, 
1842, 1843 and 1844 positionable to one of two positions, 
the two standard width or depth JEDEC trays that the 
machine-vision system 1600 will be required to handle, can 
be accommodated. 

0244. Also associated with the tray-transfer device 1800 
is a tray driver mechanism 1860. The tray driver mechanism 
1860 is driven by an electric motor 1862. The tray driver 
moves flat plate 1830 of the tray-transfer device 1800 to 
various positions between the inspection station 1610, the 
inspection Station 1612, and the tray inverter or flipper 
mechanism 1900. The plate of the tray transfer mechanism 
includes a Series of precision bearings on the bottom Surface. 
The plates essentially roll along a precision Surface associ 
ated with the machine-vision system 1600. This allows the 
tray-transfer device 1800 to move between the stations 1610 
and 1612 and the flipper or tray inverter mechanism 1900. 
A belt 1864 connects the driver mechanism 1860 to the 
electric motor 1862. 

0245. A cable harness 1870 is used to provide the elec 
tronic control Signal used to control the driver. 
0246 The tray inverter mechanism 1900 is used to turn 
the semiconductor devices housed or held by a JEDEC tray 
from one position to another position. Essentially, the tray 
inverter moves the Semiconductor devices, Such as a ball 
grid array device, from the ball Side to the flat Side opposite 
the ball side, being exposed within the JEDEC tray. 
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0247. Now turning to FIGURES. 19A and 19B, the tray 
inverter mechanism 1900 will be further detailed. FIG. 19A 
is a side view of the tray inverter mechanism or flipper 1900. 
FIG. 19B is a front view of the tray inverter mechanism or 
flipper 1900. The tray inverter mechanism 1900 includes a 
first jaw 1910 and a second jaw 1912. The jaw 1910 and the 
jaw 1912 are essentially a flat plate. The jaws 1910 and 1912 
could also each be a set of Spaced-apart, cantilevered ends. 
The jaws 1910 and 1912 have thread engagement ends 1911 
and 1913, respectively. The engagement ends 1911 and 1913 
are openings within the jaws 1910 and 1912, respectively, 
which are threaded so that they can ride on a threaded shaft 
1920. 

0248. The threaded shaft includes a right-hand threaded 
portion 1922 and a left-hand threaded portion 1924. The 
threaded shaft 1920 is turned by an electric motor 1926. 
When the motor 1926 turns the threaded shaft 1920 one way, 
the jaws 1910 and 1912 will move toward one another. 
When the electric motor 1926 rotates the threaded shaft 
1920 in the other direction, the jaws 1910 and 1912 will 
move away from each other. 

0249 Each of the jaws includes a set of engagement pins 
1941, 1943 and 1944. Although only three engagement pins 
are shown for each jaw 1910 and 1912, it should be 
understood that there is a fourth pin which is not shown. The 
four engagement pin mechanisms engage the Side openings 
of the JEDEC tray. Associated with each of the jaws 1910 
and 1912 is a SensOr 1957 and 1959. The Sensors 1957 and 
1959 sense the distance between the first jaw 1910 and the 
second jaw 1912. The sensors are used to prevent a spill of 
all of the Semiconductor devices carried within a particular 
JEDEC tray that are about to be inverted. 

0250) The signals from the sensors 1957 and 1959 indi 
cate how close they are with respect to one another. If the 
two sensors 1957 and 1959 are not close enough, the inverter 
will not try to attempt to invert the tray. If the sensors 1957 
and 1959 are not close enough, the operator must check to 
See if all of the semiconductor devices are within the JEDEC 
tray. 

0251 One of the common things that happens when 
handling semiconductor devices within a JEDEC tray is that 
one or more of the Semiconductors may become jostled and 
come out of the tray Slightly and become pinched between 
a tray held by the jaw 1910 and the JEDEC tray held by the 
jaw 1912. In that event, the JEDEC trays would not be 
engaged with one another and inverting them would merely 
Spill the remaining Semiconductor devices, causing a stop 
page of the inspection System while the Semiconductor 
devices are cleaned up. The sensors 1957 and 1959 prevent 
this from occurring. 

0252 Also associated with the inverter device is a rotator 
1960. The rotator moves the jaws 1910 and 1912 substan 
tially 180 from one another. In other words, the rotator flips 
the first jaw from a “lower” position to an “upper position 
and flips another jaw from an “upper position to a “lower” 
position. The rotator 1960 includes stops so that the trays 
will essentially be flipped through 180. A rotator motor 
1962 is used to drive the rotator. The rotator motor can also 
have stops or be a motor that works between 0 and 180. 
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0253) In operation, an empty JEDEC tray is held within 
the pin engagement mechanisms associated with the upper 
jaw 1912. A populated or full tray is moved from inspection 
station 1612 to a position over the lower jaw 1910, as shown 
in FIGS. 19A and 19B, by the tray-transfer device 1800. 
The threaded shaft 1920 is turned so that the tray-transfer 
device can move over the jaw 1910 without interference 
with pin-locking mechanisms 1941, 1943 and 1944, as well 
as the pin mechanism which is not shown. The threaded 
shaft is then turned so that the jaw 1910 is traveling toward 
the jaw 1912 until the pins 1941, 1943 and 1944 and the 
unshown pin are able to engage the populated JEDEC tray. 
Once the populated JEDEC tray is removed from the tray 
transfer device opening 1832, the threaded shaft 1920 is 
turned in the opposite way to lower the tray from the 
opening 1832 in the tray-transfer device 1800. The tray 
transfer device or the plate 1830 of the tray-transfer device 
is then removed from between the jaws 1910 and 1912 of the 
tray inverter or flipping mechanism 1900. 

0254. After the tray-transfer device 1800 is clear of the 
tray inverter 1900, the threaded shaft is rotated so that the 
populated tray held by jaw 1910 approaches and engages the 
unpopulated tray held by jaw 1912. The sensors 1957 and 
1959 assure that the two JEDEC trays properly engage one 
another so that electronic devices held within the two 
JEDEC trays will not spill during the inversion process. 
Once the Sensors 1957 and 1959 indicate that the two 
JEDEC trays are properly engaged, the rotator 1960 and the 
rotator motor 1962 are used to flip the JEDEC trays 180 
degrees. Once inverted, the now populated tray is removed 
from the jaw 1912 using the tray-transfer device 1802. 

0255 The threaded shaft is used to lower the now popu 
lated JEDEC tray having flipped-over devices to a point 
where the second tray-transfer device 1802 can be moved 
over the jaw with the JEDEC tray thereon. The threaded 
shaft then moves the JEDEC tray up and into engagement 
with the opening 1831, associated with the second tray 
transfer device 1802. A pin mechanism also engages the Side 
of the tray. It should be noted that the pins of the jaws are 
Spaced to grab a different Set of openings in the JEDEC tray 
than the pins of the tray-transfer devices. The tray-transfer 
device is then used to move the tray to the inspection Station 
1814 where the dimensions of the semiconductor devices are 
checked. The previously populated JEDEC tray now 
becomes the new empty tray which is in the upper jaw. The 
process is repeated over and over as the JEDEC trays move 
down the line. 

0256. It should be noted that the JEDEC trays move in a 
direction which is parallel to the short dimension of the 
JEDEC trayS. This, too, is an additional advantage is keep 
ing the footprint of the machine-vision system 1600 at a 
minimum. In other words, by transferring the trays along a 
direction parallel to the short direction of the JEDEC trays, 
the linear dimension of the machine-vision system 1600 is 
Shortened. 

0257). Now turning to FIGS. 19C, 19D, 19E, 19F, and 
19G, and FIGS. 19H, 19, 19J, 19K, and 19L, the tray 
inverter mechanism 1900' will be further detailed. FIGS. 
19C-19G are end views of the tray inverter mechanism or 
flipper 1900' in various stages of operation. FIGS. 19H-19L 
are corresponding side views of the respective FIGS. 19C 
19G. FIG. 19C shows ajaw 1910 having a tray 89 populated 
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with a plurality of devices 99. Jaw 1930 of FIG. 19C 
replaces jaw 1912 of FIG. 19A, and is operated in a similar 
manner, except as described in more detail below. In one 
embodiment, jaw 1930 has an operative surface that is a thin 
stiff sheet of a suitable metal. Tray 89 is held in jaw 1910 as 
described above for FIG. 19A. Jaw 1930 is lowered (and/ 
orjaw 1910 is raised) until it is near or touching the upper 
Surfaces of devices 99, as is shown in FIG. 19D. FIG. 19H 
shows a Side-view Schematic diagram of the embodiment of 
invertor mechanism 1900'. In this embodiment, jaw motor 
1926 rotates threaded shaft 1925 to raise and lower jaw 
1910. Jaw motor 1927 rotates threaded shaft 1923 to lower 
and raise jaw 1930. Slider motor 1928 rotates threaded shaft 
1929 to move jaw 1930 laterally in order to slide it out from 
under devices 99, as further described below for FIG. 19G. 
Some of the details are omitted in FIGS. 19C-19L for clarity 
of explanation. 
0258 Referring to the end view FIG. 19D (and corre 
sponding side view of FIG. 19), both jaws, now in engage 
ment, are rotated (e.g., using rotator motors 1961 and 1962, 
shown schematically) in order to invert all the devices 99, 
resulting in the orientation shown in FIG. 19E (and corre 
sponding side view of FIG. 19J). Jaw 1910 is raised 
(and'orjaw 1930 is raised) until the two jaws are sufficiently 
separated, thus leaving the devices 99 resting with the 
previously upper surfaces of devices 99 now downward 
onjaw 1930, and tray 89 held in jaw 1910 away from the 
devices, resulting in the orientation shown in FIG. 19F (and 
corresponding side view of FIG. 19K). Jaw 1910 is then 
inverted and moved to a position below jaw 1930 resulting 
in the orientation shown in FIG. 19G (and corresponding 
side view of FIG. 19L). In one embodiment, jaw 1930 is 
then slid laterally using slider motor 1928 and screw 1929, 
with a holder or pusher 1931 holding the devices in position 
above tray 89 as jaw 1930 is moved out of the way. Asjaw 
1930 is slid out of the way, the devices 99 drop into tray 89, 
with their orientation inverted as compared to FIG. 19C. 
The jaws each then return to their respective original posi 
tions, using their respective motors 1926, 1927, 19281961 
and 1962, resulting in the orientation shown in FIG. 19C 
(and corresponding side view of FIG. 19H), and the tray of 
inverted parts is removed from jaw 1910, in a manner 
similar to that described above. In this embodiment (shown 
in FIGS. 19C-19L), the second tray (as used in FIGS. 19A 
and 19B) is not used, but rather a quite similar inverting 
operation is used to invert all the devices and place them 
back into the same tray as they started in. In Some embodi 
ments, tray 89 is a pocketed tray, with a separate pocket 
asSociated with and holding each device. In other embodi 
ments, a container or tray without pockets is used. 
0259. In yet another embodiment, a configuration other 
wise substantially the same as shown in FIGS. 19C-19L is 
used, except that no tray is used. A first conveyor moves a 
plurality of devices 99 onto lower jaw 1910 (similar to FIG. 
19C, but without tray 89). Jaw 1930 is lowered onto the 
devices (similar to FIG. 19D, but without tray 89), and the 
two engaged jaws rotate to invert all of the devices in a 
single operation (similar to FIG. 19E, but without tray 89). 
A conveyor (either the first conveyor, or a second conveyor) 
then removes the devices from jaw 1930. 
0260 Now turning to FIG.20, the picker and placer 2000 
will be further detailed. FIG. 20 shows a pick and placer for 
replacing bad devices on JEDEC trays located at inspection 
station 1620 with good devices found in JEDEC trays at 
station 1622. The pick-and-place robot includes an arm 2010 
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and a vacuum pickup 2020. The vacuum pickup 2020 is 
placed on one end of the arm 2010. The other end of the arm 
includes a first ball screw device 2030 and a second ball 
Screw device 2032. The first ball Screw device translates the 
arm 2010 and the attached vacuum pickup 2020 along the 
length of the JEDEC trays at the pick-and-place Stations 
1620 or 1622. The Second ball Screw device 2032 moves the 
arm 2010 and the attached vacuum pickup 2020 up and 
down with respect to the inspection Surface and up and down 
with respect to the devices within the JEDEC trays. The 
pick-and-place mechanism can also be moved controllably 
along the short dimensions of the trayS. So that the pick-and 
place device 2000 can remove bad parts from the inspection 
station 1620 and place them in the bad trays located at 
Station 1622, and then pick up a good part from Station 1622 
and replace the previously bad part in the JEDEC tray at 
Station 1620. 

0261 Advantageously, the footprint of the machine-vi 
Sion System for inspecting parts is Smaller Since an addi 
tional Station is not needed for loading trays to the first 
inspection Station. In addition, the trays are loaded onto a 
tray-transfer device So that the direction of travel along the 
tray-transfer device is along the shorter dimension of the 
trays. This provides for a shorter line and a Smaller footprint. 
Another advantage is that the inspection can take place 
automatically without the intervention of a human. This 
lessens the chance for operator error during the inspection 
proceSS. 

0262 FIG. 21 shows an acquired image 2100 showing 
various heights of a ball 2110 being inspected. The ball 2110 
includes shadowed portions depicted by the black areas in 
the acquired image. 

0263 Conclusion 
0264. The following alpha-numbered paragraphs repre 
Sent various embodiments and combinations according to 
various aspects of the present invention. 

0265 A1. A machine-vision system for inspecting a 
device, Said machine-Vision System comprising: 

0266 a light Source for propagating light to the 
device; 

0267 an image detector that receives light from the 
device; 

0268 a light sensor assembly receiving a portion of 
the light from the light Source, Said light Sensor 
assembly producing an output responsive to the 
intensity of the light received at the light Sensor 
assembly; and 

0269 a controller for controlling the amount of light 
received by the image detector, Said controller con 
trolling the amount of light within a desired range in 
response to the output from the light Sensor. 

0270 A2. The system of alpha-numbered paragraph Al 
wherein the light Sensor assembly further comprises: 

0271 a beam splitter positioned between the light 
Source and the device; and 

0272 a light sensor positioned to receive light from 
the beam splitter. 
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0273 A3. The system of alpha-numbered paragraph 
A2 wherein the beam splitter filters infrared light from 
the light Source. 

0274 A4. The system of alpha-numbered paragraph 
A1 further comprising a power Supply which Supplies 
power to the light Source, Said controller controlling the 
amount of light received by the image detector by 
controlling the amount of power output from the power 
Supply. 

0275 A5. The system of alpha-numbered paragraph 
A1 wherein Said controller controls the amount of light 
received by the image detector by controlling the 
amount time the image detector receives light to 
acquire an image. 

0276 A6. The system of alpha-numbered paragraph 
A1 wherein the image detector further comprises an 
array of imaging pixels, wherein Said controller con 
trols the amount of light received by the image detector 
by controlling the amount time the array of imaging 
pixels receives light to acquire an image. 

0277 A7. The system of alpha-numbered paragraph 
A6 further comprising a memory device which Stores 
correction values for at least one of the pixels in Said 
array of imaging pixels, wherein the value associated 
with Said at least one of the pixels is corrected with a 
correction value Stored in Said memory. 

0278 A8. The system of alpha-numbered paragraph 
A6 further comprising a memory device which stores 
correction values for at least one of the pixels in Said 
array of imaging pixels, wherein the controller can 
control a correction value Stored in Said memory. 

0279 A9. The system of alpha-numbered paragraph 
A1 wherein Said light Sensor assembly further com 
prises a photo diode. 

0280 A10. A machine-vision system for inspecting a 
device, Said machine-Vision System comprising: 
0281 a light Source for propagating light to the 
device; 

0282 an image detector that receives light from the 
device; and 

0283 a cooling element attached to said imaging 
device, Said cooling element removing heat pro 
duced by the image detector to keep the image 
detector within a Selected temperature range. 

0284 A11. The system of alpha-numbered paragraph 
A10, wherein the cooling element is a thermoelectric 
Semiconductor unit. 

0285 A12. The system of alpha-numbered paragraph 
A10, wherein the image detector is an array of imaging 
pixels. 

0286 A13. The system of alpha-numbered paragraph 
A10 wherein the image detector is an array of Semi 
conductor imaging pixels, Said thermoelectric Semicon 
ductor unit further comprising: 
0287 a temperature sensor for sensing the tempera 
ture of the array of Semiconductor imaging pixels, 
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0288 a cool portion attached to the array of semi 
conductor imaging pixels to form a thermally con 
ductive path between the array of Semiconductor 
imaging pixels and the thermoelectric Semiconductor 
unit, 

0289 a heat rejection portion; and 
0290 a controller for controlling the amount of 
power input to the thermoelectric Semiconductor to 
keep the image detector within a Selected tempera 
ture range. 

0291 A14. A machine-vision system for inspecting a 
device, Said machine-Vision System comprising: 
0292 a strobed light Source for propagating light to 
the device; 

0293 an image detector that receives light from the 9. 9. 
device, Said image detector remaining in a fixed 
position with respect to the Strobed light Source; and 

0294 translation element that moves the strobed 
light Source and image detector with respect to the 
device. 

0295) A15. The machine-vision system for inspecting 
a device of alpha-numbered paragraph A14 comprising 
a ring light Source. 

0296 A16. The machine-vision system for inspecting 
a device of alpha-numbered paragraph A14 further 
comprising a Strobed light controller which controls the 
Strobed light Source to produce light having a first level 
and to produce light having a second level, said first 
level different from the first level. 

0297 A17. The machine-vision system for inspecting 
a device of alpha-numbered paragraph A16 wherein the 
image detector further comprises: 
0298 an array of imaging pixels; and 
0299 an imaging pixel controller which controls the 
amount of light received by the image detector by 
controlling the amount time the array of imaging 
pixels receives light to acquire an image. 

0300 A18. The system of alpha-numbered paragraph 
A17 further comprising a memory device which Stores 
correction values for at least one of the pixels in Said 
array of imaging pixels, wherein the value associated 
with Said at least one of the pixels is corrected with a 
correction value Stored in Said memory. 

0301 A19. The system of alpha-numbered paragraph 
A17 further comprising a memory device which Stores 
a first correction value associated with the first level of 
light from the Strobed light Source, and 
0302) a second correction value associated with the 
second level of light from the strobed light source for 
at least one of the pixels in Said array of imaging 
pixels, wherein the values associated with Said at 
least one of the pixels is corrected with the first and 
Second correction values Stored in Said memory. 

0303 A20. The machine-vision system for inspecting 
a device of alpha-numbered paragraph A16 wherein 
said strobed light controller controls the strobed light 
Source to produce light having a first level and alter 
nated with light having a Second level. 
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0304 A21. The machine-vision system for inspecting 
a device of alpha-numbered paragraph A16 comprising 
a Strobed ring light Source, Said Strobed light controller 
controlling the Strobed light Source and the Strobed ring 
light Source. 

0305 A22. The machine-vision system for inspecting 
a device of alpha-numbered paragraph A21 wherein the 
Strobed light controller controls the Strobed ring light 
Source to strobe alternatively with the strobed light at 
the first level and at the second level. 

0306 A23. The machine-vision system for inspecting 
a device of alpha-numbered paragraph A16 wherein the 
image detector is comprised of a first line of pixels and 
a Second line of pixels, Said machine Vision System 
further comprising a Strobed ring light Source, wherein 
Said Strobed light controller controls the Strobed ring 
light Source to produce light for the first line of pixels 
and the Second line of pixels. 

0307 A24. A method for acquiring physical informa 
tion associated with of a device using a machine-Vision 
Station having a light Source and having an image 
detector, Said method comprising the Steps of: 
0308 projecting light from the light source to the 
device; 

0309 receiving light reflected from the device into 
an image detector; and 

0310 controlling the amount of light received at the 
image detector to a value within a desired range. 

0311 A25. The method of alpha-numbered paragraph 
A24 wherein the Step of controlling the amount of light 
received at the image detector further comprises the 
Steps of 
0312 sensing the projected from the light source; 
and 

0313 controlling the amount of power input to the 
light Source in response to the value produced by 
Said Sensing step. 

0314 A26. The method of alpha-numbered paragraph 
A24 wherein the image detector further comprises an 
array of pixels which produce a signal dependent on the 
length of time the pixel is exposed to the reflected light, 
wherein the Step of controlling the amount of light 
received at the image detector further comprises the 
Steps of 
0315 sensing the projected from the light source; 
and 

0316 controlling the length of time the image detec 
tor is exposed to reflected light in response to the 
value produced by Said Sensing Step. 

0317 A27. The method of alpha-numbered paragraph 
A24 wherein the Step of controlling the amount of light 
received at the image detector further comprises the 
Steps of 

0318) 
0319 controlling the amount of power input to the 
light Source in response to the value produced by 
Said Sensing step. 

Sensing the reflected from the device; and 
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0320 A28. The method of alpha-numbered paragraph 
A24 wherein the image detector further comprises an 
array of pixels which produce a signal dependent on the 
length of time the pixel is exposed to the reflected light, 
wherein the Step of controlling the amount of light 
received at the image detector further comprises the 
Steps of 
0321) 
0322 controlling the length of time the image detec 
tor is exposed to reflected light in response to the 
value produced by Said Sensing Step. 

Sensing the reflected from the device; and 

0323 A29. A method for acquiring physical informa 
tion associated with of a device using a machine-Vision 
Station having a light Source and having an image 
detector, Said method comprising the Steps of: 
0324 projecting light from the light source to the 
device; 

0325 receiving light reflected from the device into 
an image detector; and 

0326 removing heat produced by the image detector 
to keep the image detector within a Selected tem 
perature range. 

0327 A30. The method of alpha-numbered paragraph 
A29, wherein the Step of removing heat produced by 
the image detector farther comprises attaching a ther 
moelectric Semiconductor unit to the image detector. 

0328 A31. A method for acquiring physical informa 
tion associated with of a device using a machine-Vision 
Station having a light Source and having an image 
detector, Said method comprising the Steps of: 
0329 fixing the relationship between the light 
Source and the image detector; 

0330 moving the light source and the image detec 
tor with respect to the device; 

0331 projecting strobed light from the light source 
to the device; and 

0332 receiving light reflected from the device into 
an image detector. 

0333 A32. The method of alpha-numbered paragraph 
A31 wherein the wherein the step of projecting strobed 
light from the light Source to the device further com 
prises the Steps of 
0334 producing a first level of strobed light from 
the light Source; and 

0335 producing a second level of strobed light from 
the light Source. 

0336 A33. The method of alpha-numbered paragraph 
A32 further comprising the Step of producing a Strobed 
light from a ring light. 

0337 A34. The method of alpha-numbered paragraph 
A31 wherein the wherein the step of projecting strobed 
light from the light Source to the device further com 
prises the Steps of 
0338 producing a first level of strobed light from 
the light Source; 
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0339 producing a second level of strobed light from 
the light Source; and 

0340 alternating the strobed light of the first level 
with the strobed light of the second level. 

0341 A35. A manufacturing System, comprising: 
0342 a semiconductor part fabrication unit that fab 
ricates a part for a Semiconductor device; and 

0343 an inspection station, the inspection Station 
further comprising: 
0344 (a) a light Source projecting light onto the 
device; 

0345 (b) an image detector which receives light 
reflected from the device, the image detector 
including a plurality of lines of Semiconductor 
imaging pixels; 

0346 (c) a light sensor assembly receiving a 
portion of the light from the light Source, Said light 
Sensor assembly producing an output responsive 
to the intensity of the light received at the light 
Sensor assembly; and 

0347 (d) a controller for controlling the amount 
of light received by the image detector, Said con 
troller controlling the amount of light within a 
desired range in response to the output from the 
light Sensor. 

0348 A36. The manufacturing system of alpha-num 
bered paragraph A35 wherein the inspection Station 
further comprises memory for Storing correction values 
asSociated with at least one of the pixels in the image 
detector. 

0349 A37. The manufacturing system of alpha-num 
bered paragraph A35 wherein the inspection Station 
further comprises a light Source controller for produc 
ing strobed light of a first level and strobed light of a 
Second level. 

0350 A38. The manufacturing system of alpha-num 
bered paragraph A37 wherein the inspection Station 
further comprises a ring light. 

0351 A39. The manufacturing system of alpha-num 
bered paragraph A34 wherein the inspection Station 
further comprises: 
O352 
0353 a ring light controller for strobing the ring 
light, Said ring light controller Strobing the ring light 
for each of Said plurality of lines of pixels in Said 
image detector. 

a ring light; and 

0354 Advantageously, these inventions solve or lessen 
many of the problems associated with current vision inspec 
tion Systems. A feedback loop is used to control the intensity 
of the light received at a light receiver. This reduces the 
variability of the light intensity received at the light receiver. 
This eases the task of correlating Signals generated by the 
receiver. Within a CCD the individual sources of light may 
be controlled to control the gain and bias resulting from 
manufacturing variances. This also eases the task of corre 
lating data obtained from one Sensor or another Sensor Since 
light of different intensities is not being produced by the 

27 
Feb. 7, 2002 

Source. Athermoelectric device is added to the light receiver 
to moderate temperature changes. This reduces signal shift 
or variation. An infrared filter in the path before the sensor 
also aids in keeping the Signal from the Sensor correlatable 
since the effects of IR light are reduced. In addition, the 
Source of light is Strobed to eliminate blurred or Smeared 
images. 

0355. It is to be understood that the above description is 
intended to be illustrative, and not restrictive. Many other 
embodiments will be apparent to those of skill in the art 
upon reviewing the above description. The Scope of the 
invention should, therefore, be determined with reference to 
the appended claims, along with the full Scope of equivalents 
to which Such claims are entitled. What is claimed is: 

1. A machine-Vision System for inspecting a device, Said 
machine-Vision System comprising: 

a light Source for propagating light to the device; 
an image detector that receives light from the device; 
a light Sensor assembly receiving a portion of the light 

from the light Source, Said light Sensor assembly pro 
ducing an output responsive to the intensity of the light 
received at the light Sensor assembly; and 

a controller for controlling the amount of light received by 
the image detector, Said controller controlling the 
amount of light within a desired range in response to 
the output from the light Sensor. 

2. The System of claim 1 wherein the light Sensor assem 
bly further comprises: 

a beam splitter positioned between the light Source and 
the device; and 

a light Sensor positioned to receive light from the beam 
Splitter. 

3. The system of claim 2 wherein the beam splitter filters 
infrared light from the light Source. 

4. The System of claim 1 further comprising a power 
Supply which Supplies power to the light Source, Said con 
troller controlling the amount of light received by the image 
detector by controlling the amount of power output from the 
power Supply. 

5. The system of claim 1 wherein said controller controls 
the amount of light received by the image detector by 
controlling the amount time the image detector receives light 
to acquire an image. 

6. The System of claim 1 wherein the image detector 
further comprises an array of imaging pixels, wherein Said 
controller controls the amount of light received by the image 
detector by controlling the amount time the array of imaging 
pixels receives light to acquire an image. 

7. The system of claim 6 further comprising a memory 
device which Stores correction values for at least one of the 
pixels in Said array of imaging pixels, wherein the value 
asSociated with Said at least one of the pixels is corrected 
with a correction value Stored in Said memory. 

8. The system of claim 6 further comprising a memory 
device which Stores correction values for at least one of the 
pixels in Said array of imaging pixels, wherein the controller 
can control a correction value Stored in Said memory. 

9. The system of claim 1 wherein said light sensor 
assembly further comprises a photo diode. 
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10. A machine-Vision System for inspecting a device, Said 
machine-Vision System comprising: 

a light Source for propagating light to the device; 
an image detector that receives light from the device, and 
a cooling element attached to Said imaging device, Said 

cooling element removing heat produced by the image 
detector to keep the image detector within a Selected 
temperature range. 

11. The system of claim 10, wherein the cooling element 
is a thermoelectric Semiconductor unit. 

12. The system of claim 10, wherein the image detector is 
an array of imaging pixels. 

13. The system of claim 10 wherein the image detector is 
an array of Semiconductor imaging pixels, Said thermoelec 
tric Semiconductor unit further comprising: 

a temperature Sensor for Sensing the temperature of the 
array of Semiconductor imaging pixels; 

a cool portion attached to the array of Semiconductor 
imaging pixels to form a thermally conductive path 
between the array of Semiconductor imaging pixels and 
the thermoelectric Semiconductor unit; 

a heat rejection portion; and 
a controller for controlling the amount of power input to 

the thermoelectric Semiconductor to keep the image 
detector within a Selected temperature range. 

14. A machine-Vision System for inspecting a device, said 
machine-Vision System comprising: 

a Strobed light Source for propagating light to the device; 

an image detector that receives light from the device, Said 
image detector remaining in a fixed position with 
respect to the Strobed light Source, and 

translation element that moves the Strobed light Source 
and image detector with respect to the device. 

15. The machine-Vision System for inspecting a device of 
claim 14 comprising a ring light Source. 

16. The machine-Vision System for inspecting a device of 
claim 14 further comprising a Strobed light controller which 
controls the Strobed light Source to produce light having a 
first level and to produce light having a Second level, Said 
first level different from the first level. 

17. The machine-Vision System for inspecting a device of 
claim 16 wherein the image detector further comprises: 

an array of imaging pixels, and 

an imaging pixel controller which controls the amount of 
light received by the image detector by controlling the 
amount time the array of imaging pixels receives light 
to acquire an image. 

18. The system of claim 17 further comprising a memory 
device which Stores correction values for at least one of the 
pixels in Said array of imaging pixels, wherein the value 
asSociated with Said at least one of the pixels is corrected 
with a correction value Stored in Said memory. 

19. The system of claim 17 further comprising a memory 
device which stores 

a first correction value associated with the first level of 
light from the Strobed light Source, and 
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a Second correction value associated with the Second level 
of light from the strobed light source for at least one of 
the pixels in Said array of imaging pixels, wherein the 
values associated with Said at least one of the pixels is 
corrected with the first and Second correction values 
Stored in Said memory. 

20. The machine-Vision System for inspecting a device of 
claim 16 wherein said strobed light controller controls the 
Strobed light Source to produce light having a first level and 
alternated with light having a Second level. 

21. The machine-Vision System for inspecting a device of 
claim 16 comprising a Strobed ring light Source, Said Strobed 
light controller controlling the Strobed light Source and the 
Strobed ring light Source. 

22. The machine-Vision System for inspecting a device of 
claim 21 wherein the strobed light controller controls the 
strobed ring light source to strobe alternatively with the 
strobed light at the first level and at the second level. 

23. The machine-Vision System for inspecting a device of 
claim 16 wherein the image detector is comprised of a first 
line of pixels and a Second line of pixels, Said machine vision 
System further comprising a Strobed ring light Source, 
wherein said strobed light controller controls the strobed 
ring light Source to produce light for the first line of pixels 
and the Second line of pixels. 

24. A method for acquiring physical information associ 
ated with of a device using a machine-Vision Station having 
a light Source and having an image detector, Said method 
comprising the Steps of: 

projecting light from the light Source to the device; 
receiving light reflected from the device into an image 

detector; and 
controlling the amount of light received at the image 

detector to a value within a desired range. 
25. The method of claim 24 wherein the step of control 

ling the amount of light received at the image detector 
further comprises the Steps of 

Sensing the projected from the light Source; and 
controlling the amount of power input to the light Source 

in response to the value produced by Said Sensing Step. 
26. The method of claim 24 wherein the image detector 

further comprises an array of pixels which produce a signal 
dependent on the length of time the pixel is exposed to the 
reflected light, wherein the Step of controlling the amount of 
light received at the image detector further comprises the 
Steps of 

Sensing the projected from the light Source; and 
controlling the length of time the image detector is 

exposed to reflected light in response to the value 
produced by Said Sensing Step. 

27. The method of claim 24 wherein the step of control 
ling the amount of light received at the image detector 
further comprises the Steps of 

Sensing the reflected from the device; and 
controlling the amount of power input to the light Source 

in response to the value produced by Said Sensing Step. 
28. The method of claim 24 wherein the image detector 

further comprises an array of pixels which produce a signal 
dependent on the length of time the pixel is exposed to the 
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reflected light, wherein the Step of controlling the amount of 
light received at the image detector further comprises the 
Steps of: 

Sensing the reflected from the device; and 
controlling the length of time the image detector is 

exposed to reflected light in response to the value 
produced by Said Sensing Step. 

29. A method for acquiring physical information associ 
ated with of a device using a machine-Vision Station having 
a light Source and having an image detector, Said method 
comprising the Steps of: 

projecting light from the light Source to the device; 
receiving light reflected from the device into an image 

detector; and 
removing heat produced by the image detector to keep the 

image detector within a Selected temperature range. 
30. The method of claim 29, wherein the step of removing 

heat produced by the image detector further comprises 
attaching a thermoelectric Semiconductor unit to the image 
detector. 

31. A method for acquiring physical information associ 
ated with of a device using a machine-Vision Station having 
a light Source and having an image detector, Said method 
comprising the Steps of: 

fixing the relationship between the light Source and the 
image detector; 

moving the light Source and the image detector with 
respect to the device; 

projecting Strobed light from the light Source to the 
device; and 

receiving light reflected from the device into an image 
detector. 

32. The method of claim 31 wherein the wherein the step 
of projecting Strobed light from the light Source to the device 
further comprises the Steps of 

producing a first level of strobed light from the light 
Source; and 

producing a Second level of Strobed light from the light 
SOCC. 

33. The method of claim 32 further comprising the step of 
producing a Strobed light from a ring light. 

34. The method of claim 31 wherein the wherein the step 
of projecting Strobed light from the light Source to the device 
further comprises the Steps of 
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producing a first level of strobed light from the light 
SOurce, 

producing a Second level of Strobed light from the light 
Source; and 

alternating the strobed light of the first level with the 
strobed light of the second level. 

35. A manufacturing System, comprising: 

a Semiconductor part fabrication unit that fabricates a part 
for a Semiconductor device; and 

an inspection Station, the inspection Station further com 
prising: 

(a) a light Source projecting light onto the device; 

(b) an image detector which receives light reflected 
from the device, the image detector including a 
plurality of lines of Semiconductor imaging pixels; 

(c) a light Sensor assembly receiving a portion of the 
light from the light Source, Said light Sensor assem 
bly producing an output responsive to the intensity of 
the light received at the light Sensor assembly, and 

(d) a controller for controlling the amount of light 
received by the image detector, Said controller con 
trolling the amount of light within a desired range in 
response to the output from the light Sensor. 

36. The manufacturing system of claim 35 wherein the 
inspection Station further comprises memory for Storing 
correction values associated with at least one of the pixels in 
the image detector. 

37. The manufacturing system of claim 35 wherein the 
inspection Station further comprises a light Source controller 
for producing strobed light of a first level and strobed light 
of a Second level. 

38. The manufacturing system of claim 37 wherein the 
inspection Station further comprises a ring light. 

39. The manufacturing system of claim 35 wherein the 
inspection Station further comprises: 

a ring light; and 

a ring light controller for Strobin the ring light, Said ring 
light controller Strobing the ring light for each of Said 
plurality of lines of pixels in Said image detector. 


