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IMPLANTABLE MEDICAL DEVICE BUS SYSTEM 
AND METHOD 

TECHNICAL FIELD 

0001) The present invention relates generally to implant 
able medical devices. More particularly, the present inven 
tion relates to bus systems in implantable medical devices. 

BACKGROUND 

0002 Wide assortments of implantable medical devices 
are presently known and commercially available. These 
implantable medical devices include a variety of implantable 
cardiac devices. For example, implantable pulse generators 
(IPGs) are a type of cardiac device that is generally used to 
elevate the heart rate that is beating too slowly. This type of 
device is sometimes referred to as a Bradycardia device or 
a pacemaker. Another type of implantable cardiac device is 
an implantable cardioverter defibrillator (ICD). This type of 
device, often referred to as a Tachycardia device, generally 
provides burst pacing pulses or a defibrillation shock to the 
heart when the heart is beating too fast or goes into fibril 
lation. Another type of device is a cardiac resynchronization 
device that treats heart failure. Another type of device are 
monitoring devices that use one or more physiologic sen 
SOS. 

0003) Each of these types of implantable medical devices 
requires the use of several components to provide the 
desired functionality. For example, a typical implantable 
medical device includes one or more sensing devices (e.g., 
magnetic sensor, pressure sensor, motion sensor, ECG sen 
Sor), processors, data storage devices, patient alert devices, 
power management devices, signal processing and other 
devices implemented to perform a variety of different func 
tions. The various subsystems require mechanisms to com 
municate between subsystems in the device. For example, a 
typical implantable medical device requires reliable com 
munication between a variety of different sensing devices 
and a main processor. Other types of communication can 
include event and message communication. 
0004 Each of these different types of communication can 
have different requirements. Again, to use the example 
discussed above, communicating between sensing devices 
and the main processor can require periodic communication 
reliability delivered at precise time intervals to reduce jitter 
in the sensing data. In contrast, general message communi 
cation between subsystems typically does not require such 
precise timing de livery, but it can require the ability to send 
much larger messages. 
0005 Unfortunately, mechanisms for communicating 
between subsystems in implantable medical devices lack 
flexibility to effectively provide for different types of com 
munication between subsystems without requiring a sub 
stantial redesign of the communication system and of the 
Subsystems themselves. Thus, there remains a need for 
improved communication systems in medical devices that 
facilitate communication between subsystems, including the 
ability to deliver different types of data with different 
delivery requirements, while maintaining design and imple 
mentation flexibility. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0006 A more complete understanding of the present 
invention may be derived by referring to the detailed 
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description and claims when considered in conjunction with 
the following figures, wherein like reference numbers refer 
to similar elements throughout the figures. 
0007 FIG. 1 is a schematic view of an exemplary 
implantable medical device bus system; 
0008 FIG. 2 is a simplified schematic view of an exem 
plary implantable medical device with a bus system; 
0009 FIG. 3 is a simplified schematic view of an 
implantable medical device with a bus system; 
0010 FIG. 4 a schematic view of an exemplary implant 
able medical device bus system; and 
0011 FIGS. 5-7 are exemplary timing diagrams for a 
streaming bus. 

DETAILED DESCRIPTION 

0012. The following detailed description is merely exem 
plary in nature and is not intended to limit the invention or 
the application and uses of the invention. Furthermore, there 
is no intention to be bound by any expressed or implied 
theory presented in the preceding technical field, back 
ground, brief summary or the following detailed description. 
0013) The present invention provides a bus system and 
method for implantable medical devices. The bus system 
provides for flexible and reliable communication between 
Subsystems in an implantable medical device, such as an 
implantable cardiac defibrillators, implantable pulse genera 
tors, and implantable cardiac monitors. The bus system is 
non-colliding and can be used to facilitate a wide variety of 
communications between various subsystems. These various 
Subsystems can include one or more sensing devices (e.g., 
magnetic sensor, pressure sensor, motion sensor, ECG sen 
Sor), processors, data storage devices, patient alert devices, 
power management devices, signal processing and other 
devices implemented to perform a variety of different func 
t1OnS. 

0014 Turning now to FIG. 1, an exemplary implantable 
medical device bus system 100 is illustrated schematically. 
The bus system 100 includes a streaming bus 102, an event 
bus 104, and a message bus 106. Each of the different buses 
is implemented to provide a different type of communication 
between subsystems 108. In general, the streaming bus 102 
is implemented to provide reliable, jitter-free communica 
tion of periodic sensing data between one or more sensing 
devices and other subsystems 108, such as the main proces 
sor. Conversely, the event bus 104 is implemented to reliably 
deliver event data that notifies subsystems 108 of important 
events in the implantable medical device. Finally, the mes 
sage bus 106 is implemented to deliver relatively large 
messages between subsystems 108. It should be noted that 
in some implantable medical device applications, all three of 
these buses may not be implemented. For example, in some 
applications all bus functionality could be provided using 
the streaming bus for periodic sensor data and a message bus 
for both event data and general messages. 
0015 Turning now to FIG. 2, an implantable medical 
device is 200 is illustrated schematically. The implantable 
medical device 200 includes five subsystems 202, three of 
the subsystems 202 residing on a first IC 204, and two other 
Subsystems residing on a second IC 206. Again, the sub 
systems 202 can comprise any type of subsystem on an 
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implantable medical device. Communication between the 
subsystems 202 is provided by the bus system. The bus 
system illustrated in FIG. 2 is meant to illustrate the com 
mon features of a streaming bus, event bus or message bus. 
The bus system includes a bus controller 208, bus conduc 
tors 210 and bus interface circuits 212. Additionally, in this 
embodiment, the bus system includes data drivers 214 and 
external bus conductors 216 for communicating between 
ICS. 

0016. In general, the bus controller 208 controls the bus 
system. For example, the bus controller 208 provides the 
clock signals used to control bus timing, arbitrates the 
allocation of time on the bus and generally controls the 
configuration of the bus. The bus conductors 210 are a 
plurality of conductive lines used to deliver data and control 
signals from the bus controller 208 to, from and between the 
bus interface circuits 212. As one example, the bus conduc 
tors comprises four separate data lines and two clock and 
control lines. The clock and controls lines are used to 
provide bus clocks and other signals between the controller 
208 and the bus interface circuits 212. As will be described 
in greater detail below, these clocks can include bus clocks 
used to trigger data delivery and reconfiguration clocks to 
reconfigure the bus. The data lines deliver the streaming, 
event or message data between Subsystems. 

0017. The bus interface circuits 212 provide the interface 
between the bus and the subsystems 202. Thus, the bus 
interface circuits 212 put data on, and retrieve data from, the 
bus as needed for their associated subsystem. The bus 
interface circuits 212 thus typically include data buffers and 
the mechanisms needed to transmit data to and from the bus. 
The bus interface circuits 212 would also include the mecha 
nisms needed for communicating with their corresponding 
subsystem. The data drivers 214 and external bus conductors 
216 provide for external communication between ICs. As 
such, the data drivers 214 convert the signals on the bus to 
an appropriate level for communication to and from an 
external IC. 

0018 Again, the bus system illustrated in FIG. 2 shows 
the common features of a streaming bus, event bus or 
message bus, each of which could be implemented sepa 
rately on an implantable medical device. In an implemen 
tation of a streaming bus, the bus system provides for 
delivering periodic data between subsystems 202. The 
streaming bus is time sliced to provide precise timing and 
control for data on the bus. Specifically, the streaming bus 
assigns the Subsystems 202 periodic time slices in which to 
transmit sensor data. Thus, the streaming bus provides the 
ability to deliver data at precisely controlled periodic time 
intervals. By delivering Subsystem data at precisely con 
trolled time intervals the streaming bus reduces the possi 
bility of jitter in the data, improving the accuracy of the 
received data. This of particular importance when the data 
comprises sensor data from a sensor Subsystem that must be 
delivered with little jitter and precise data rates. Addition 
ally, by time slicing the bus and assigning different time 
slices to different Subsystems, the streaming bus can pre 
cisely deliver sensor data from multiple different sub 
systems, all at their own precisely controlled periodic time 
interval. Thus, the streaming bus can be used to precisely 
deliver sensor data from a variety of different sensors, 
including ECG data, temperature data, acceleration data, 
blood volume data, or any of the other types of sensor data 
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that can be used in an implantable medical device. This 
allows the streaming bus to be used in applications where 
precisely controlled bus latency is required. For example, 
the streaming bus can be used to send data within a pipelined 
analog-to-digital converter or digital signal processor. 
0019. Additionally, the streaming bus provides the ability 
to reconfigure the bus on the fly without disrupting the flow 
of data between the various subsystems 202. This allows 
additional Subsystems 202 to be assigned time slices and/or 
for time slices to be reassigned to other subsystems 202 
without interfering with delivery of other data on the bus. 
This reconfiguration can occur as a result of an event, Such 
as activation of telemetry or a cardiac anomaly. For example, 
when a specified event is detected in one sensor, additional 
Subsystems can become activated and need assigned time 
slices on the bus. In these cases the streaming bus is 
reconfigured by using a separate configuration clock and 
multiplexing configuration data on the bus between time 
slices. Thus, reconfiguration data can be provided to the 
various components on the bus, reassigning the time slices 
as needed to other components without interrupting the data 
on the time slices themselves. Thus, the streaming bus 
provides high flexibility of data transmission and while 
maintaining precisely controlled periodic data transmission. 
0020. In an event bus implementation, an event data bus 

is configured to send event data between subsystems 202, 
where the event data are fixed length, relatively short data 
messages. The event data are used to reliably indicate that an 
important event has occurred, and to pass data associated 
with the event. For example, event data can be sent to notify 
other Subsystems that a cardiac event has been detected, 
which will in turn cause other systems to activate and 
respond. Because the event data are relatively short and of 
defined length each entire event data packet can be fully 
buffered at the transmitter and receiver. Specifically, the bus 
interface circuits for the event bus can be implemented with 
Sufficient data storage to guarantee that event data can be 
received and buffered. This allows the transmitting sub 
system to request an event data packet to be sent without 
requiring the transmitting Subsystem to further monitor the 
bus. Full buffering allows transmitting and receiving Sub 
systems to run at different clocks or in different states of 
activation. Thus, one Subsystem can communicate with 
another Subsystem, even while the other Subsystem is inac 
tive. This ability to communicate with other subsystems that 
are inactive facilitates a high level of fault tolerance in the 
system. Furthermore, because the messages are relatively 
short it can be assured that an event data will be sent 
relatively quickly, without having to wait for a very long 
message to complete. Thus, the event bus facilitates high 
reliability and high speed data transmission for the event bus 
messages. 

0021. In a message bus configuration, a message bus is 
configured to deliver different types of larger messages to 
and from the subsystems 202 in the implantable medical 
device. To best meet the different requirements of general 
message delivery, the message bus preferably includes the 
ability for data transfer synchronization of transmissions to 
multiple target Subsystems 202. This ensures that messages 
need to be sent only once, thereby reducing the amount of 
power used to send messages to multiple target Subsystems 
202. In this technique, the bus controller 208 preferably 
sends a message header to all bus interface circuits 212 and 
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waits for acknowledgement from each bus interface circuit 
212 that they are ready to receive message data. When the 
message bus receives acknowledgement from each bus 
interface circuit 212 as to its readiness to receive the 
message, the message bus transmits the message to all of the 
Subsystems at once. Thus, the message bus is able to reliably 
deliver the message while reducing the need for multiple 
transmissions that would otherwise waste significant power. 

0022. It should be noted in an event bus and message bus 
implementation, the bus systems would also typically 
include priority lines and requests lines used by the bus 
interface circuits for the bus controller for arbitrating control 
of the bus. Turning now to FIG. 3, the implantable medical 
device bus system is illustrated with the addition of priority 
lines and request lines used to arbitrate control of the bus. 
The request lines are configured to link the Subsystems and 
bus controller in a series chain. The priority lines connect the 
subsystems and bus controller in parallel. As will be 
explained in greater detail below, signals on the priority lines 
and the order in which the subsystems are linked by the 
request lines together determine the order precedence for 
arbitration on the bus. 

0023 Specifically, in the embodiment illustrated in FIG. 
3, the bus system includes priority lines 305. The priority 
lines 305 are used by the bus interface circuits 212 to 
indicate that they have a priority message for the bus. 
Typically, the subsystems 202 would tell the bus interface 
circuits 212 when a message requires high priority. This 
could occur because the type of message is always priori 
tized, or because the message has been waiting too long for 
an opportunity to be put on the bus. In either the case, the bus 
interface circuit 212 indicates that it has a priority message 
by asserting a signal on priority lines 305. In one embodi 
ment, the priority lines 305 comprise separate lines for 
internal messages and external messages. Thus, the bus 
interface circuit can indicate whether it has a priority mes 
sage that is to be routed only the current IC, or if it has a 
priority message that needs to be routed to an external IC as 
well. These priority line signals are passed to the controller 
208, which uses them to determine if the next data on the bus 
should be an internal message only, or one that is routed 
internally and externally. Typically, the bus controller 208 
will route internally if only the internal priority line was 
asserted, and the bus controller 208 will route externally if 
only the external priority line was asserted. If neither or both 
lines are asserted, then the bus controller 208 will determine 
if the next message is to be routed externally based on other 
factors. 

0024. The request lines are identified by their relationship 
with the bus system controller. Thus, the bus system con 
troller 208 is coupled to an OUT request line 302 and an IN 
request line 304, which are part of a series of request lines 
that connect bus interface circuits 212 in the first IC 204 in 
series. Likewise, the bus system controller 208 is coupled to 
an External OUT request line 308 and an External IN request 
line 306, which connect to the bus interface bus interface 
circuits 212 in the second IC 206. The external bus control 
lines are routed through request line drivers 309 that deliver 
and receive the request signal off the internal integrated 
circuit 204 to an external integrated circuit 206. 

0025. As illustrated in FIG. 3, the request lines are routed 
to create a chain of bus interface circuits 212 on the IC, with 
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the bus controller 208 at the end of the chain. Thus, the 
request lines 302 and 304 are part of the chain of bus 
interface circuits 212 on the master IC 204, while request 
lines 306 and 308 are part of the chain of bus interface 
circuits 212 on the slave IC 206. The request lines are used 
by the bus interface circuits 212 to request control of the bus 
to send data, and are used collectively by the bus interface 
circuits 212 and controller 208 to arbitrate which bus 
interface circuit 212 is given control of the bus. 
0026 Specifically, each bus interface circuit 212 can 
request control of the bus by sending an appropriate signal 
down the chain from bus interface circuit 212 to bus 
interface circuit 212 until it reaches the bus controller 208. 
If the bus is not already on, the bus controller 208 will turn 
on the bus when a request is received. 
0027) Arbitration of the bus is determined by use of the 
priority lines, and also the order of the bus interface circuits 
212 in the chain. In general, the bus interface circuits first 
determine if any of the other bus interface circuits 212 have 
requested priority. If only one bus interface circuit 212 has 
requested priority, then that bus interface circuit 212 is given 
control of the bus on the next bus clock cycle. If arbitration 
cannot be determined by the priority line alone, then the 
order of the bus interface circuits in the request line will be 
used to determine precedence. For example, if more than 
one bus interface circuit requests priority, or if no bus 
interface circuit requests priority, then the bus interface 
circuit 212 the farthest from the IN request line 304 to the 
bus controller is given precedence over other bus interface 
circuits 212. Thus, subsystem is hardwired by the order of 
Subsystems as they are connected serially by the bus request 
lines, such as request lines 302 and 304 of FIG. 3. Thus, the 
bus system is arbitrated by determining if any bus interface 
circuit has requested priority first, and by the order of the bus 
interface circuits second. 

0028. Furthermore, the request lines will be used by the 
bus controller 208 to notify the bus interface circuit 212 
when to stop data transmission and go to the next message. 
For example, when transmitting bus interface circuit 212 
causes the request line to fall, the current message has 
stopped and the bus system can move to the next message. 
Thus, the falling request line tells the bus interface circuits 
212 to again determine what bus interface circuit 212 gets to 
send the next set of databased on the priority lines and the 
order of the request lines. 
0029. Because of the use of the request line, message bus 
and event bus can be implemented to use very low amounts 
of power. Specifically, the bus systems can be implemented 
to turn off when not in use, conserving considerable power. 
Only when a request is sent from a bus interface circuit 212 
on the request line will the other bus interface circuits 212 
and bus controller 208 turn on. Thus, the bus clocks driven 
by the bus controller will only turn on when the bus is 
needed. Furthermore, the bus controller can hold the bus 
clock Such that arbitration can be implemented to occur 
within a single bus clock. 
0030 The request lines can also be used to arbitrate a 
message based on whether the message is coming from a bus 
interface circuit 212 on an external IC or a bus interface 
circuit on the internal IC. Specifically, the chain of bus 
interface circuits 212 on the IC 204 can be coupled with the 
bus interface circuits 212 on the external IC 206 such that 



US 2007/0027485 A1 

the external IC bus interface circuits 212 are given prece 
dence over the bus interface circuits 212 on the internal IC 
204. This can be accomplished by chaining the interface 
circuits 212 together in the bus controller 208 such that bus 
interface circuits 212 on the external IC get precedence. 
0031 Turning now to FIG. 4, a simplified example of 
three buses on an implantable medical device is illustrated 
schematically. In this simplified example there are two 
subsystems 402, with each of the subsystems coupled to an 
event bus, a message bus, and a streaming bus. The event 
bus includes an event bus controller 404, event bus conduc 
tors 406, and event bus interface circuits 408. The streaming 
bus includes a streaming bus controller 410, streaming bus 
conductors 412, and streaming bus interface circuits 414. 
The message bus includes a message bus controller 416, 
message bus conductors 418 and message bus interface 
circuits 420. The event and message bus also include request 
lines, including external request lines. Also, the event and 
message bus each include priority lines, which are not 
shown in this figure. Each of the bus controllers receives a 
system clock. From the system clock, the bus controllers 
generate all the other clocks that will be used for corre 
sponding buses. Because all the clocks are generated from 
the system clock, the three buses can have a relatively high 
level of synchronization. For example, the frames in the 
streaming bus can be implemented to coincide with the 
event bus clock. 

0032. As stated above, the example illustrated in FIG. 4 
is simplified. Typically, an implantable medical device 
would include more subsystems, with some of those sub 
systems residing on separate integrated circuits (ICs) and 
with external communication buses communicating between 
ICs as was illustrated in FIGS. 2 and 3. Each of the different 
buses is implemented to provide a different type of com 
munication between Subsystems 402. In general, the stream 
ing bus is implemented to provide reliable, jitter-free com 
munication of periodic sensing data between one or more 
sensing devices or other Subsystems. Such as the main 
processor. Conversely, the event bus is implemented to 
reliably deliver event data that notify subsystems of impor 
tant events in the implantable medical device. Finally, the 
message bus is implemented to deliver relatively large 
messages between Subsystems, including both read and 
write messages. 

0033. A detailed embodiment of an exemplary streaming 
bus system will now be described. As described above, the 
streaming bus is time sliced to provide precise timing and 
control for data on the bus. Specifically, the streaming bus 
assigns the Subsystems periodic time slices in which to 
transmit sensor data and other types of data from the 
Subsystems. Thus, the streaming bus provides the ability to 
deliver data at precisely controlled periodic time intervals. 
By delivering subsystem data at precisely controlled time 
intervals the streaming bus reduces the possibility of jitter in 
the data, improving the accuracy of the received data. 
0034. The streaming bus is preferably implemented as a 
plug-and-play digital interconnect. Streaming data would 
typically be sampled output bytes from sensors or analog 
to-digital converters, but could also be low priority block 
transfers. The streaming bus is particularly applicable to 
applications where data transfer timing is constant, predict 
able and periodic once the bus is configured. 
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0035 Conceptually, the streaming bus system is prefer 
ably layered, with each higher layer using the functions of 
the lower layers but not specifying their implementation. As 
one example, the streaming bus system can be conceptually 
layered into a system layer, application layer, session layer 
and a network layer. The system layer defines the overall 
functional objectives and partitions functions into different 
Subsystems. The application layer is the Subsystem user 
level layer, served by the lower layers. The session layer 
manages data timing and buffering to the bus, configuration 
of source ID's, data recognition, and receiver buffering. The 
network layer controls bus routing, including the routing of 
data inside the master, internal IC and the routing to slave, 
external ICs. 

0036) The streaming bus provides a mechanism for sub 
systems to send periodic data bytes to each other with 
guaranteed timing. Each streaming data byte is broadcast in 
a specified time slice called a slot, with no destination 
address or label required to be added to the data. The 
streaming bus thus time-division multiplexes data from 
various sources onto the bus. The streaming bus is config 
ured with a number of slots repeating in a unit called a 
frame. The assignment of slots to the various Subsystems is 
programmed for efficiency. Furthermore, the assignment of 
slots can be reconfigured in Such a way that synchronization 
and periodicity is maintained. 
0037 Turning now to FIG. 5, an exemplary timing dia 
gram 500 illustrates how the streaming data bus can be time 
multiplexed. Specifically, FIG. 5 shows a timing diagram of 
a streaming bus data clock (SBdclk) and the associated data 
on the bus. In this example, the bus is multiplexed into 16 
slots per frame. The controller sends a streaming bus data 
clock SBdclk signal for each of the slots that are used. Thus, 
those slots that are not proceeded by an SBdclk signal do not 
include data. This again saves power by reducing the of 
clock transitions. 

0038 Because each source of data transmits in an 
assigned slot, the bus interface circuits can identify bytes of 
streaming data by their slot position in the streaming data 
frame. Because of this, the streaming bus protocol can offer 
several advantages. For example, the bus can again provide 
high power efficiency, as only needed data is on the bus, 
without requiring other bits for addresses or labels. 
0039. By assigning each subsystem slots in the bus, 
access and timing are guaranteed for each Subsystem. Fur 
thermore, by assigning multiple slots per frame to the same 
subsystem, data transmitted on the bus can have different 
rates. For example, one subsystem can transmit in four slots 
per frame, while another Subsystem transmits in only one 
slot per frame. Additionally, slower rates of transmission can 
be provided by assigning Subsystems to alternating frames, 
or configuring Subsystems to skip several frames between 
transmissions. Thus, the bus can accommodate the different 
transmission rate requirements of different Subsystems. 

0040. In addition to the bus data clock SBdclk, the bus 
system preferably includes other clocks to synchronize and 
Support reconfiguration. Specifically, it is desirable to 
include an event reference clock (ESclk) to synchronize the 
various subsystems on the different buses. The event refer 
ence clock is preferably synchronous with the frame rate 
used by the streaming bus. This guarantees that event data 
used to instruct the streaming bus controller on how to 
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allocate the slots are fully transmitted before streaming bus 
reconfiguration will start at the next frame boundary. Addi 
tionally, the ESclk can be used by the subsystems to know 
that data from the buses is stable. To ensure that the data on 
the bus is stable the bus controller will not allow bus clock 
edges to coincide with ESclk. This can be done by pausing 
any other bus clocks (e.g., event bus clock EBclk, message 
bus clock MBclk, streaming bus data SBdclk, streaming bus 
configuration SBcclk) when they are near an ESclk edge. 
0041. The data bus can have one or more data bits in 
parallel. For example, the data bus SBdata can be preferably 
four bits wide. Turning now to FIG. 6, a timing diagram 600 
illustrates exemplary timing between a streaming bus data 
clock (SBdclk), streaming bus configuration clock (SBcclk), 
event reference clock (ESclk), and the slots and data on the 
streaming bus (SBdata). In this example, four data clocks 
and two configuration clocks fit into each slot, allowing each 
slot to carry 1 byte of configuration data (two sets of four bits 
on the four bus data lines) and 2 bytes of data (four sets of 
four bits on the four bus data lines). As described above, the 
data clock is used to indicate the presence of data in a slot 
on the bus. Thus, normal data transfer is synchronized by 
SBdclk. Again, the event reference clock ESclk is used to 
provide synchronization between events and frame bound 
aries. Finally, as will be described in greater detail below, the 
configuration clock is used to facilitate reconfiguration of 
the bus by reassigning associated slots. Typically, the SBcclk 
would only be used briefly during reconfiguration. Not 
shown in FIG. 6, asynchronous system reset of the streaming 
bus interface circuits and the bus controller are provided by 
SBreset signal. 
0.042 An example of reconfiguration of the streaming bus 
will now be discussed in greater detail. Turning now to FIG. 
7, a timing diagram illustrates how the configuration clock 
SBCclk is used for reconfiguration. Specifically, FIG. 7 
shows an example where the streaming bus includes 16 slots 
in each frame, and shows the current assignment of the 16 
slots in the first frame, and the new assignment after 
configuration in the second frame. In the first frame, 4 slots 
have been previously assigned to the Subsystem correspond 
ing to slot owner 9. The streaming bus interface circuit 
corresponding to that Subsystem would thus put data on the 
database on the transition of the data clock SBdclk in each 
of those four frames. Thus, slot owner 9 is able to transmit 
at four times the frame rate. The rest of the slots in the frame 
1 are unassigned, as indicated by a 0 specified as the slot 
owner for those slots. It should be noted that the configu 
ration clock SBcclk and the reconfiguration operation only 
operate when a change is required to configuration. Other 
wise, the streaming bus controller only provides SBdclk and 
only SBdata is put on the bus. 
0043. In frame 2, the streaming bus controller initiates a 
reconfiguration of the streaming data bus by triggering the 
configuration clock SBCclk during each slot that is to be 
reconfigured. The configuration clock SBCclk clocks con 
figuration data, and occurs in each slot before the data clock 
SBDclk that clocks bus data for that slot. In this example, the 
configuration clock SBCclk is triggered each slot, although 
that is not necessary if all slots are not to be reconfigured. On 
the transition of each SBCclk the corresponding slot is 
reassigned to a slot owner identified by data put on the bus 
by the bus controller. The streaming bus interface circuits 
read the data on the bus at each configuration clock SBCclk 
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transition to determine who the slot is now assigned to. The 
new owner of the slot can then transmit in that slot. Thus, 
each slot in the reconfiguration frame operates according to 
the new configuration that is made within that slot. 
0044) In the first slot of the second frame, the slot owner 

is again assigned to slot owner 9. Thus, the slot owner 9 can 
continue to transmit data in that slot. In fact, the streaming 
bus interface circuit for slot owner 9 will immediately 
recognize that it still owns slot number 9, and will transmit 
data in the same slot on the transition of the data block 
SBdclk. Thus, the subsystem corresponding to slot owner 9 
will continue to transmit in it assigned slots without any 
interruption, and thus without any jitter introduced into the 
flow of data from the subsystem. 
0045. On the second slot in the second frame, the slot 
owner is assigned to a new owner 27. Specifically, the 
streaming bus controller will assign the slot by putting a 27 
on the data bus when the configuration clock SBcclk tran 
sitions in the second frame. From the configuration data but 
on the bus by the controller the streaming bus interface 
circuit corresponding to slot owner 27 will immediately 
recognize that it has been assigned this time slot, and can 
begin to put data in that slot on the transition of the data 
clock SBdclk. Thus, again, the slot is reassigned on the fly. 
This processes continues for each of the 16 slots in the 
second frame, with the third slot being assigned to the 
subsystem identified by slot owner 28, and the fifth slot 
being assigned to slot owner number 9, and so on. Slots in 
which a 0 was transmitted as slot owner are unassigned. 
When the second frame is completed, slot owner 9 will have 
been assigned to the four slots, the same for slots it was 
previously assigned to. Thus, transmissions from the Sub 
system corresponding to slot owner 9 will have continued 
through the reconfiguration process without interruption. 
Likewise, when the reconfiguration frame has been com 
plete slot owners 27 and 28 will have each been assigned 
two slots in the frame, and have been able transmit data in 
their assigned slots. Thus, reconfiguration requires only 1 
frame to complete, and does not require the interruption of 
any existing slot assignments or the transmission of data on 
those assigned slots. 
0046. It should be noted that typically the bus system 
would be configured initially, and would then only be 
reconfigured when operating parameters of the bus changed. 
Thus, the configuration clock SBcclk would only be pro 
vided in those relatively rare frames in which reconfigura 
tion is to occur. 

0047. It should be noted that not all slots need to be 
routed to subsystems that are on external ICs. In the 
example of FIG. 7, data from some slots is routed both 
internally to the subsystems of the master IC and externally 
to the subsystems of the slave IC. Data in other slots is only 
routed to the subsystems of the master IC. Data that is routed 
only internally stays in the master IC. Specifically, the slave 
IC continues to see only four slots in the second frame, as 
the data from the owners 27 and 28 is not transmitted 
externally from the master IC to the slave IC. Thus, no 
external pins toggle and external bus interface circuits are 
“blind to these slots. 

0048. To facilitate this separate bus data clocks are pro 
vided. Specifically, a separate external data clock (XSBdclk) 
signal is provided to the slave IC. The external data clock 



US 2007/0027485 A1 

XSBdclk can be different then the internal SBdclk signal on 
the master. In the illustrated example, the SBdclk on the 
master IC has 8 cycles in the second frame to indicate 8 data 
transmissions, while the external data clock XSBdclk only 
has the 4 cycles that clock data that is routed to the external 
IC. 

0049. Likewise the data on the external bus itself, (XSB 
data) can be different then the data on the master IC bus 
SBdata. However, reconfiguration data is preferably sent to 
all bus interface circuits, and thus the external configuration 
clock is the same as the SBcclk signal on the master IC. 
0050 Thus, the streaming bus system preferably provides 
the ability to reconfigure bus timing, routing or slot assign 
ments without interrupting data periodicity or continuity. 
This allows subsystems to be added or subtracted, enabled 
or disabled without disrupting other data on the bus. Recon 
figuration occurs at the beginning of a frame, allowing the 
previous frame to go to completion. Preferably, in addition 
to facilitating reassignment of slots, reconfiguration can 
include changing a variety of bus parameters, including slot 
length, frame rate, routing and bytes per slot. For repro 
gramming and reconfiguration, the streaming bus controller 
would typically be coupled to another bus, Such as an event 
bus to receive instructions as any other Subsystem would. 
Other than that, the streaming bus is generally run indepen 
dently of other buses. The streaming bus is also suitably 
implemented for reset-independence Such that Subsystems 
can be reset independently without the risk of spreading 
resets to the entire system. 
0051 Reductions in power consumption are accom 
plished in several ways. For example, reductions in power 
consumption are achieved by gating certain clocks in the bus 
when no transmission is active, and minimizing the number 
of clocks per frame. Additionally, data not used outside the 
master IC is not transmitted other ICs. Finally, the bus is 
implemented to require only the transmission of data on the 
bus, without requiring the use of other bits for labels or 
headers. This again reduces the amount of power used by the 
bus. 

0.052 As describe above, the streaming bus is imple 
mented with streaming bus interface circuits for each Sub 
system that uses the streaming bus. The bus interface circuit 
provides the connection, buffering, timing and arbitration 
interface to the bus. The streaming bus also includes a 
streaming bus controller which controls a streaming bus 
configuration clock, a streaming bus data clock, and bus 
timing. The controller configures the bus to drive either only 
internally (on the master IC) or both externally and inter 
nally (to other ICs in addition to the master IC). Finally, the 
controller controls and determines the bus reconfiguration 
procedure. 

0053 Each streaming bus interface circuit takes data 
presented by the Subsystem and sends it across the bus 
SBdata in sequential nibbles in its assigned slot. Likewise, 
all streaming bus interface circuits receiving data by latching 
sequential nibbles in SBdata and presenting them to their 
corresponding Subsystem. 

0054 The bus interface circuits are implemented to put 
data on the bus only on the slots in which the corresponding 
subsystem is the owner, and when the data clock SBDcIk is 
high. Otherwise, the input to the bus is held at a high 
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impedance. As one exemplary implementation, on the rising 
edge of the SBDclk the corresponding bus interface circuit 
drives the bus data SBdata. Then, on the falling edge of 
SBDclk all bus interface circuits release SBdata to high 
impedance, and capture SBdata to a destination register. 

0055. The streaming bus can use a variety of error control 
techniques, including bit parity checking and self-monitored 
test events, as well as procedures for Subsystem power faults 
or internal sources of corruption. 

0056. A detailed example of a message bus will now be 
discussed. The message bus is implemented to deliver 
different types of larger messages to and from the Sub 
systems in the implantable medical device. To best meet the 
different requirements of general message delivery, the 
message bus preferably includes the ability for data transfer 
synchronization of transmissions to multiple target Sub 
systems. This provides the ability to ensure that messages 
need to be sent only once, thereby reducing the amount of 
power used to send messages to multiple target Subsystems. 
In this technique, the message bus preferably sends a mes 
sage header to all target Subsystems and waits for acknowl 
edgement from each target Subsystem that they are ready to 
receive message data. When the message bus has received 
acknowledgement from each Subsystem as to its readiness to 
receive the message, the message bus transmits the message 
to all of the Subsystems at once. Thus, the message bus is 
able to reliably deliver the message while reducing the need 
for multiple transmissions that would otherwise waste sig 
nificant power. 

0057 Like the streaming bus, the message bus system is 
preferably layered, with each higher layer using the func 
tions of the lower layers but not specifying their implemen 
tation. As one example, the message bus can be conceptually 
layered into a system layer, application layer, session layer 
and a network layer. The system layer defines the overall 
functional objectives and partitions functions into different 
Subsystems. The message bus is a functional complement to 
the event bus. The message bus has an unlimited frame 
length, is bidirectional, and allows for acknowledgements 
prior to sending. 

0058 Again, like the streaming bus, the message bus is 
implemented with message bus interface circuits for each 
Subsystem that uses the message bus. The bus interface 
circuit provides the connection, buffering, timing and arbi 
tration interface to the bus. The message bus also includes a 
message bus controller which controls a message bus clock, 
a message bus data clock, and frame stops and starts. The 
controller also configures the message bus to drive either 
only internally (on the master IC) or both externally and 
internally (to other ICs in addition to the master IC). The 
message bus also includes a message bus data driver for each 
IC. The driver buffers the external drive, controls data 
direction, and holds internal data while drivers are tristated. 

0059. In one embodiment, the message bus is comprised 
of 3 control signals, a clock signal MBclk, a request in signal 
MBreqin and a request out signal MBreqout, plus a 4-bit 
data bus MBdata. The message data transfer is synchronized 
by MBclk. Start/stop and some bus arbitration are controlled 
by MBreqin and MBreqout. Asynchronous system reset of 
the MBICs is provided by MBreset. MBdata, MBclk and 
MBreset connect in parallel to each subsystem as part of the 
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bus (see bus 210 in FIG. 3). MBreqin/MBreqout connect 
between interface circuits in series (see the request lines 302 
and 304 in FIG. 3). 
0060 Messages are bidirectional, unlike event data or 
streaming data. Data flow can be either from initiator to 
responder(s) in a write operation, or to initiator from a single 
responder in a read operation. Furthermore, each message 
frame includes a header, sent from the initiating Subsystem 
to the target Subsystems. Then, within that frame an 
acknowledgement (Ack) is received from the responding 
Subsystems. The Ack is a feedback mechanism where any 
Subsystem can communicate its readiness to respond to the 
message—whether it is its ability to consume incoming data 
(a write frame) or provide requested data (a read frame). 
When the required acknowledgements are received by the 
initiating Subsystem, the body of the message is put on the 
bus. When the message is a write operation, the bytes 
making up the body of the message are put on the bus by the 
initiating Subsystem. When the message is a read operation, 
the bytes making up the message are put on the bus by the 
responding Subsystem. In either case, the message body can 
comprise a varying number of data bytes that are put on the 
data bus by the appropriate message bus interface circuit. 
Again, the message header, Ack, and message body are all 
considered part of the same message frame. 
0061 The header includes a message ID field that iden 

tifies the message. Sent at the beginning of the message 
frame, the header is received by each of the other bus 
interface circuits. The corresponding Subsystems read the 
header and determine if the message is for them, and if they 
need to respond. Once a message header is transmitted 
across the bus, all Subsystems evaluate it and determine in 
what mode they will participate in the message. Each 
Subsystem can then send an acknowledgment back to the 
initiating Subsystem. 
0062) The acknowledgement can take one of three forms. 
Specifically, each subsystem can choose “Ready”“Wait' or 
“Nack” (not ready), which is sent back to the initiating 
Subsystem. Thus, any Subsystems that need to respond will 
interpret the message ID, generate an appropriate Ack, and 
send the Ack back to the initiating Subsystem through the 
bus interface circuits. For example, during a read the target 
Subsystem will recognize the message and be the only 
Subsystem to respond. 

0063. The initiating subsystems will wait until an Ack is 
received from each of the other required subsystems before 
sending the message body. Thus, the use of the Ack proce 
dure allows responders to communicate readiness for data 
exchange. For example, if the responder needs time to 
prepare data (e.g. it is firmware-controlled), prepare space to 
receive data, or interrupt a CPU to handle data, it can request 
it through Ack. This reduces overall power consumption by 
assuring that the message body need only be sent once. 
0064. The message bus system is preferably implemented 
to provide arbitration. If multiple subsystems attempt bus 
access simultaneously, the message bus system must deter 
mine the order the Subsystems get access to the message bus. 
This is generally referred to as arbitration. As discussed 
above, arbitration can be based on the physical origin of the 
message (Subsystem priority) and on the context of the 
message (per-message priority). Per-message priority can be 
provided using priority lines activated by the bus interface 
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circuits. In this case, bus access is regulated based on the 
message itself, independent of its physical origin. This can 
be used by System designers to give preferred bus access to 
Some (priority) messages over other (nonpriority) messages. 
This ability serves to keep the base MBclk rate as low as 
possible, separating noncritical messages from peak traffic. 
0065. Some messages can be configured to be high 
priority always, based on the importance of their informa 
tion, or the criticality of their timing. Alternatively, messages 
could be assigned priority on-the-fly. For example, if a 
message sat in a bus interface circuit waiting to be trans 
mitted, but the bus was being hogged by other users, a 
session layer could assign priority to the message to get it 
out. This helps to balance bus traffic and compensate against 
the rigid ordering imposed by the physically-ordered 
scheme. 

0066. Subsystem priority arbitrates by physical (hard 
wired) order of subsystems. Specifically, the order of sub 
systems as they are connected serially by the bus request 
lines, such as request lines 302 and 304 of FIG. 3. Thus, the 
earliest Subsystems in the chain of bus interface circuits are 
given priority over later Subsystems. 
0067. The request lines can also be used to arbitrate a 
message based on whether the message is coming from a bus 
interface circuit on an external IC or a bus interface circuit 
on the internal IC. Specifically, the chain of-bus interface 
circuits on the internal IC can be coupled with the bus 
interface circuits on the external IC such that the external IC 
bus interface circuits are given precedence over the bus 
interface circuits on the internal IC. This can compensate for 
the lack of priority lines connected from the external IC to 
the bus controller. 

0068 A detailed example of an event bus will now be 
discussed. The event bus is configured to send event data 
between subsystems, where the event data are fixed length, 
relatively short data messages. The event data are used to 
reliably indicate that an important event has occurred, and to 
pass data associated with the event. For example, event data 
can be sent to notify other Subsystems that a cardiac event 
has been detected, which will in turn cause other systems to 
activate and respond. Because the event data are relatively 
short and of defined length each entire event data packet can 
be fully buffered at the transmitter and receiver. This allows 
the transmitting Subsystem to request an event data packet to 
be sent without requiring the transmitting Subsystem to 
further monitor the bus. Furthermore, full buffering allows 
transmitting and receiving Subsystems to run at different 
clocks or in different states of activation. Thus, one sub 
system can communicate with another Subsystem, even 
while the other subsystem is inactive. This ability to com 
municate with other subsystems that are inactive facilitates 
a high level of fault tolerance in the system. Furthermore, 
because the event data are relatively short it can be assured 
that an event data will be sent relatively quickly, without 
having to wait for a very long message to complete. This 
facilitates high reliability and high speed data transmission 
for the event bus messages. The event bus is also suitably 
implemented for reset-independence Such that Subsystems 
can be reset independently without the risk of spreading 
resets to the entire system. 
0069. Like the streaming bus, the event layer system is 
preferably layered, with each higher layer using the func 
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tions of the lower layers but not specifying their implemen 
tation. As one example, the event bus can be conceptually 
layered into a system layer, application layer, session layer 
and a network layer. The system layer defines the overall 
functional objectives and partitions functions into different 
Subsystems. 

0070 Also, like the streaming bus, the event bus is 
implemented with event bus interface circuits for each 
subsystem that uses the event bus. The bus interface circuit 
provides the connection, buffering, timing and arbitration 
interface to the bus. The event bus also includes an event bus 
controller which controls an event bus clock, a event bus 
data clock, and frame stops and starts. The controller also 
configures the event bus to drive either only internally (on 
the master IC) or both externally and internally (to other ICs 
in addition to the master IC). The event bus also includes a 
message bus data driver for each IC. The driver buffers the 
external drive, controls data direction, and holds internal 
data while drivers are tristated. 

0071. The event bus gives a mechanism for subsystems to 
send short encoded events to each other. Each event is 
broadcast (i.e. there is no destination address) to all the other 
subsystems on the same IC, and to external ICs if requested 
by the bus interface circuit. The bus itself is half-duplex: 
only one event at a time can be on the bus. But, Subsystems 
can simultaneously request event transmission while listen 
ing to incoming events from elsewhere. 

0072 A typical implantable medical device could include 
hundreds of signals that could be formatted and sent as event 
data on the event bus. As a result of partitioning, Some of the 
events never are used outside their subsystem, so don't need 
broadcasting on the event bus. Some signal traffic between 
Subsystems won't make good events, and may use dedicated 
pins or wires for functional or timing reasons or to save 
power or bus bandwidth. It is expected there will be a few 
hundred different events that use the event bus, and that most 
or all subsystems will be served by this bus. 
0073. To simplify arbitration and buffering the size of 
event data is limited. In one embodiment, each event data is 
formatted into a header and data portions. For example, 
event data can be limited to be between 1 and 4 bytes long, 
with the first byte comprising an event ID. The event bus 
would typically be used to indicate a change of state. For 
example, in a typical implantable medical device a signal 
will go high go high to indicate “telemetry on,' and some 
time later go low to indicate “telemetry off.” Each of these 
change of states could be described by an event data on. 
0074. It should be noted that a long series of data bytes 
can be sent across the event bus, using multiple event data. 
To the data link layer the transfer appears to be many events. 
But applications and sessions may consider the long 
sequence to be a “virtual message.” Because a series of 
event data could delay more critical events, it is generally 
desirable to deprioritize any virtual message. Furthermore, 
the transit time of the virtual message could be quite long, 
interleaved with normal events. The session layers of the 
participating Subsystems would need to recognize and reas 
semble the virtual message. 
0075 Several subsystems may request a transmission at 
about the same time, so that the data link layer must resolve 
which EBIC can transmit. Arbitration of bus access is not 
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done in one central location, but is done by the event bus 
interface circuits and event bus controller working in con 
Cert. 

0076. In one embodiment the event bus is comprised of 
4 control signals and a four bit wide data bus EBdata. The 
control signals are the event bus clock EBclk, request lines 
EBreqin and EBreqout and a reset line EBreset. The event 
data transfer is synchronized by the event bus clock EBclk. 
Start and stop, and bus arbitration are controlled by the 
request lines EBreqin and EBreqout. The reset signal EBre 
set provides asynchronous system reset of the bus interface 
circuits. EBdata, EBclk and EBreset connect in parallel to 
each subsystem (see bus 210 in FIG. 3). EBreqin/EBreqout 
connect between interface circuits in series (see the request 
lines 302 and 304 in FIG. 3). 
0077. An event frame is the timespan in which one event 

is arbitrated, sent, and the event bus interface circuits reset 
for the next frame. The event bus is re-arbitrated for new 
ownership each frame. A frame once initiated goes to 
completion—there is no preemption, restart or recall. All 
event bus interface circuits will share the same frame timing, 
although the EBclk to each may be skewed. The number of 
bytes of data transferred during the event frame is allowed 
to vary from 1 to 4. So each subsystem must be able to 
recognize the start and stop time. This information is pro 
vided through EBreq and EBclk. Event start is indicated by 
the first negative edge of EBclk after a stop event. Event stop 
is indicated by the first negative edge of EBclk with EBreqin 
low. 

0078 Transmitting is done individually, but all event bus 
interface circuits receive if they are provided EBclk. Event 
bytes are broadcast serially on EBdata, always updated on 
the positive edge of EBclk. Because of clock skew, it is 
preferable that EBdata be viewed or loaded by the bus 
interface circuits on the negative edge of EBclk. 
0079. As discussed above with reference to the streaming 
bus, the event bus also preferably includes an event refer 
ence clock (ESclk) which is routed to the subsystem. This 
clock is preferably synchronized to other clocks and behav 
iors throughout the system, and is preferably coordinated 
with EBclk frequency. Specifically, the event reference 
clock is used to sync the streaming bus to the event bus. 
Syncing the streaming bus with the reference clock means 
that streaming bus frames are synced with the event clock, 
thus facilitating communication between the systems. 
0080. Like the message bus, the event bus system is 
preferably implemented to provide arbitration. If multiple 
Subsystems attempt bus access simultaneously, the event bus 
system must determine the order the Subsystems get access 
to the event bus. Like the message bus, arbitration can be 
based on the physical origin of the message (Subsystem 
priority) and on the context of the event (per-event priority). 
Per-message priority can be provided by priority lines acti 
vated by the bus interface circuits. In this case, bus access is 
regulated based on the event itself, independent of its 
physical origin. This can be used by System designers to give 
preferred bus access to some (priority) events over other 
(nonpriority) events. This ability serves to keep the base 
EBclk rate as low as possible, separating noncritical events 
from peak traffic. 
0081. Subsystem priority arbitrates by physical (hard 
wired) order of subsystems. Specifically, the order of sub 
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systems as they are connected serially by the bus request 
lines, such as request lines 302 and 304 of FIG. 3. Thus, the 
earliest Subsystems in the chain of bus interface circuits are 
given priority over later Subsystems. 
0082 The present invention thus provides a bus system 
and method for implantable medical devices. The bus sys 
tem provides for flexible and reliable communication 
between Subsystems in an implantable medical device. Such 
as an implantable cardiac defibrillators, implantable pulse 
generators, and implantable cardiac monitors. The bus sys 
tem can be used to facilitate a wide variety of communica 
tions between various subsystems. These various sub 
systems can include one or more sensing devices (e.g., 
magnetic sensor, pressure sensor, motion sensor, ECG sen 
sor), processors, data storage devices, patient alert devices, 
power management devices, signal processing and other 
devices implemented to perform a variety of different func 
tions. 

0083. The bus system further provides for the rapid 
development cycle for implantable medical devices by 
facilitating Subsystem modularity. Specifically, the bus sys 
tem can be implemented to decouple the Subsystems, allow 
ing the subsystems to be removed, added or modified with 
limited amounts of customization required. Furthermore it 
can be implemented to facilitate the adding a new features 
without requiring a change the implementation of other 
features. This reduces the amount of required redesign and 
can also reduce the requirements for regulatory approval of 
the additional features. 

0084. While at least one exemplary embodiment has been 
presented in the foregoing detailed description, it should be 
appreciated that a vast number of variations exist. It should 
also be appreciated that the exemplary embodiment or 
exemplary embodiments are only examples, and are not 
intended to limit the scope, applicability, or configuration of 
the invention in any way. Rather, the foregoing detailed 
description will provide those skilled in the art with a 
convenient road map for implementing the exemplary 
embodiment or exemplary embodiments. It should be under 
stood that various changes can be made in the function and 
arrangement of elements without departing from the scope 
of the invention as set forth in the appended claims and the 
legal equivalents thereof. 

1. An implantable medical device bus system, compris 
ing: 

a streaming bus, the streaming bus includes a plurality of 
streaming data conductors, a data clock conductor, and 
a configuration clock conductor, 

a plurality of bus interface circuits coupled to the stream 
ing bus, each of the plurality of bus interface circuits 
coupled to a Subsystem in an implantable medical 
device; 

a streaming bus controller coupled to the streaming bus, 
the streaming bus controller multiplexes the streaming 
bus into a plurality of time slots per frame for trans 
mitting streaming data on the streaming data conduc 
tors, the streaming bus controller selectively sending 
configuration clock signals on the configuration clock 
conductor with configuration data on the streaming data 
conductors between the streaming data on the stream 
ing data conductors, the configuration data assigning 
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time slots in the plurality of time slots to one or more 
of the subsystems in the implantable medical device. 

2. The implantable medical device bus system of claim 1 
wherein the configuration data assigns time slots in the 
plurality of time slots without disrupting the streaming data 
on the streaming data conductors. 

3. The implantable medical device bus system claim 1 
wherein the streaming bus controller sends a streaming bus 
data clock signal in each time slot to indicate the streaming 
data. 

4. The implantable medical device bus system claim 1 
wherein the streaming data comprises sensor data from a 
sensor on the implantable medical device. 

5. The implantable medical device bus system of claim 1 
wherein the streaming bus controller selectively sends an 
external streaming bus data clock to bus interface circuits in 
the plurality of bus interface circuits on an external inte 
grated circuit, the external streaming bus data clock signal 
ing only time slots assigned on the external integrated 
circuit. 

6. The implantable medical device bus system 1 wherein 
the implantable medical device comprises an implantable 
cardiac device, and wherein the streaming data comprises 
sensor data selected from the group of electrical data, ECG 
data, accelerometer data and pressure data. 

7. The implantable medical device bus system 1 wherein 
the bus interface circuits receive and recognize streaming 
data on the streaming data conductors based on time slot 
location in the plurality of time slots per frame. 

8. The implantable medical device bus system 1 wherein 
each of the plurality of bus interface circuits can be selec 
tively assigned more than one time slot per frame to provide 
an increased data transmission rate. 

9. The implantable medical device bus system 1 wherein 
each of the plurality of bus interface circuits can be selec 
tively configured to skip frames to provide a reduced data 
transmission rate. 

10. The implantable medical device bus system 1 wherein 
the streaming bus provides a precise bus latency by assign 
ing a repeating at least one time slot in the plurality of 
timeslot to a Subsystem in the implantable medical device. 

11. An implantable medical device bus system, compris 
1ng: 

a message bus, the message bus including a plurality of 
message data conductors and a message data clock 
conductor, 

a plurality of bus interface circuits coupled to the message 
bus, each of the plurality of bus interface circuits 
coupled to Subsystem in an implantable medical device; 

request line conductors, the request line conductors cou 
pling the bus interface circuits into a series; 

a message bus controller coupled to the message bus and 
the request line conductors, the message bus system 
arbitrating messages on the message bus by according 
to order of the series of transmitting bus interface 
circuits. 

12. The implantable medical device bus system of claim 
11 wherein the message data includes a header and a 
message body, the header sent from an initiating one of the 
plurality of bus interface circuits, and wherein a responding 
one of the plurality of bus interface circuits waits until an 
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acknowledgement is received from at least one other of the 
plurality of bus interface circuits before sending the message 
body. 

13. The implantable medical device bus system claim 12 
wherein the initiating one of the plurality of bus interface 
circuits is the same as the responding one of the plurality of 
bus interface circuits in a write operation. 

14. The implantable medical device bus system claim 12 
wherein the initiating one of the plurality of bus interface 
circuits is different from the responding one of the plurality 
of bus interface circuits in a read operation. 

15. The implantable medical device bus system claim 11 
wherein the bus system further includes priority line con 
ductors, the priority line conductors coupling to the bus 
interface circuits, and wherein the bus interface circuits can 
request precedence for transmitting on the priority line 
conductors. 

16. The implantable medical device bus system claim 15 
wherein priority line conductors includes an external priority 
line for requesting precedence for transmitting to Sub 
systems on an external integrated circuit and an internal 
priority line for requesting precedence for transmitting only 
to Subsystems within an integrated circuit. 

17. An implantable medical device bus system, compris 
1ng: 

a streaming bus, the streaming bus including a plurality of 
streaming data conductors; 

a plurality of streaming bus interface circuits coupled to 
the streaming bus, each of the plurality of streaming 
bus interface circuits coupled to a Subsystem in an 
implantable medical device, the streaming bus interface 
circuits transmitting streaming data on the streaming 
bus in assigned time slots; 

a message bus, the message bus including a plurality of 
message data conductors; 

a plurality of message bus interface circuits coupled to the 
message bus, each of the plurality of message bus 
interface circuits coupled to Subsystem in an implant 
able medical device, the message bus interface circuits 
sending message data on the message bus; 

an event bus, the event bus including a plurality of event 
data conductors; and 
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a plurality of event bus interface circuits coupled to the 
message bus, each of the plurality of event bus interface 
circuits coupled to Subsystem in an implantable medi 
cal device, the event bus interface circuits sending 
event data on the event bus, the event data having a 
limited data length. 

18. The implantable medical device bus system of claim 
17 further comprising a streaming bus controller coupled to 
the streaming bus, the streaming bus controller multiplexing 
the streaming bus into a plurality of time slots per frame for 
transmitting streaming data on the streaming data conduc 
tors, the streaming bus controller selectively sending con 
figuration clock signals on a configuration clock conductor 
with configuration data on streaming data conductors 
between the streaming data on the streaming data conduc 
tors, the configuration data assigning time slots in the 
plurality of time slots to one or more of the subsystems in the 
implantable medical device. 

19. The implantable medical device bus system of claim 
17 further comprising a message bus request line conduc 
tors, the message bus request line conductors coupling the 
message bus interface circuits into a series, and further 
comprising a message bus controller coupled to the message 
bus and the request line controllers, the message bus system 
arbitrating messages on the message bus by according to 
order of the series of transmitting message bus interface 
circuits. 

20. The implantable medical device bus system of claim 
17 further comprising an event bus request line conductors, 
the event bus request line conductors coupling the event bus 
interface circuits into a series, and further comprising a 
event bus controller coupled to the event bus and the request 
line controllers, the event bus system arbitrating messages 
on the message bus by according to order of the series of 
transmitting event bus interface circuits. 

21. The implantable medical device bus system of claim 
17 wherein the assigned time slots in the streaming bus 
repeat by frame, and wherein the frame coincides with an 
event bus clock. 

22. The implantable medical device bus system of claim 
17 wherein the plurality of event bus interface circuits each 
include a data buffer, the data buffer large enough to store an 
entire event data. 


