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CASCADING CONFIGURATION USING ONE OR MORE
CONFIGURATION TREES

BACKGROUND
TECHNICAL FIELD

The present disclosure relates to configuration and, more specifically, to

configuration using one or more configuration trees.

* DESCRIPTION OF THE RELATED ART

As coinputer systems become more common and more complex, enterprises
utilize creative and efficient ways to manage computer systems. Additionally, with the
wide assortment of threats facing computer system security and integrity, close

management of computer systems has become indispensable. However, with the large

- and growing quantity of computers in use, enterprises may have difficulty closely

managing all of the computer systems that are in use by the enterprise.
One aspect of computer management is the configuration of distributed products.

An enterprise may often wish to deploy computer products, for example cdmpute:

.software packages, to one or more computer systems associated with the enterprise. For

example, an enterprise may wish to install a computer program on dozens or hundreds of
computer systems world-wide. ‘ . ‘
‘While methods for deploying software packages are currently in use, installation
and/or managenient of these software packages‘oﬂen require configurations be provided
that are sbéciflc for each computer syétem that the soﬂwai'e package is inst'alied onto.
This is because differént computer system platforms may have diffefént needs during
deployment For example deploymg a computer program on a computer system runmng

one operating system may require dlfferent configurations than deploying the same

computer program on another computer system running another operating system.

One solution may be to adopt a generic “one-size-fits-all” default cbnﬁgﬁration to

be used by all computer systems during product distribution. HoWevef, because an
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enterprise may have a large number of computer systems employing many ditterent
platforms, using a default configuration may not be an effective method for distributing '
products.

Another solution may be to use a custom configuration for each computer system
within the enterprise. However, this solution may be very labor intensive and expensive
as each computer system should be examined and a proper configuration custom
developed. These disadvantages may persist even when a default conﬁ-guration is used
in conjunction with smaller custom modifications. This process may additionally require

intrusive agent-based software delivery solutions that may be expensive, error prone

-and/or high maintenance.

| Another solution may be to use one of several available configurations depending
on the type of computer system and distributed product. However this solution may
result in a rough granularity of configuration options as well as an “either/or” situation.
For example, if one available configuration is for “manager’s computers” and another is
for “Pentium 4 computers then a manager’s computer system having a Pentium 4 may
have to choose between one or the other configuration.

Management of configurations to be used during distribution of iaroducts is often
implemented from a single server, for example a configuration server. Using a single
server has several disadvantages. For example, multiple s1multaneous distributions may
create a bottleneck at the conﬁguratlon server adding delay and cost to the dehvery
process. For example, relying on a single configuration server for enterprise-wide
distributions may represent a potential for a single point of failure that may be
unacceptable to many enterprises.

It is therefore desirable to have an efficient and effective system and method for
conﬁgurmg a large number of dlstnbuted products across many computer systems that is

able to avoid bottleneck and a smgle pomt of failure..

SUMMARY

- A method for configuring a product includes locating one or'more desired nodes
from one or more configuration hierarchies of configuration nodes and determining a

configuration based on the one or more desired nodes from the one or more configuration
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hierarchies of configuration nodes.

A system for configuring a product includes a locating unit for locating one or
more désired nodes from one or more configuration hierarchies of configuration nodes
and a determining unit for determining a configuration based on the one or more desired
nodes from the one or more configuration hierarchies of configuration nodes.

A computer system includes a processor and a program storage device readable
by the computer system embodying a program of instructions executable by the proceseor
to perform method steps for configuring a product. The method includes locating one or
more desired nodes from one or more configuration hierarchies of configuration nodes

and determining a configuration based on the one or more desired nodes from the one or

more configuration hierarchies of configuration nodes.

BRIEF DESCRIPTION OF THE DRAWINGS

A more complete appreciation of the present disclosure and many of the attendant
advantages thereof will be readily obtained as the same becomes better understood by
reference to the following detailed description when considered in connection with the
accompanying drawings, wherein:

FIG. 1 shows a hierarchy. of configuration nodes where the top configuration node
11 is the root configuration node; |

FIG. 2 is a flow chart illustrating a method for deterinining configurations for a
distributed product according to an embodiment of the present disclosure;

FIG. 3 is a block diagfam showing multiple hierarchies of eonﬁguration nodes
according to an embodiment of the present disclosure;

FIG. 4 is a flow chart illustrating a metnod for determining configurations for a
distributed product u{ilizing:multiple configuration hierarchies according to.an '
embodlment of the present disclosure; ' R -

'FIG. 5 is a block diagram showmg the multiple hierarchies of conﬁguratlon nodes

shown in Fig. 3 joined as a s1ng1e hierarchy accordmg to an embodlment of the present

. dlSClOSlll'e, and’

'FIG. 6 is a block dlagram showing an example of a computer system capable of

implementing the method and apparatus according to embodiments of the present
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disclosure.

DETAILED DESCRIPTION

In describing the preferred embodiments of the present disclosure illustrated in
the drawings, specific terminology is employed for sake of clarity. However, the present
disclosure is not intended to be limited to the specific terminology so selected, and it is to
be understood that each specific element includes all technical equivalents which operate
in a similar manner. |

Embodiments of the present disclosure provide configurations for distributed
products that are efficient, effective and reliable. According to some erubodiments of the
present disclosure, a hierarchy of conﬁguratione is provided such that a computer system
‘(for example, a work station, a server or any other electronically configurable device)
may receive proper configuration information by identifying a corresponding
configuration node within the hierarchy of configurations and then applying the -

configurations, in hierarchical order, from the root configuration node down to the -

| identiﬁed corresponding configuration node. The process of applying configurations, in

- hierarchical order, from the root configuration to the identified node configuration may

be thought of as applying a set of configurations in a cascading pattern, as the

. hierarchical tree is traversed downwards from node to node.

Configurations associated with higher nodes of tﬁe hierarchy may contain more
general eonﬁ guration attributes while configurations associated with lower nodes of the
hierarohy‘ may contain more specific configuration attributes. As the hierarchy is
traversed, elements of the applied couﬁgurations may conflict. For example, a higher
node may define a configuration attribute with one value and then a lower node may

define the same confi guration attribute with a different value. Such conflicts may be

resolved in favor of the most recently apphed conﬁguratlon and hence the configuration

evolves from the general to the spec1ﬁc as the hierarchy is traversed

By establishing the hlerarchy of configurations, it is not necessary to define

: cuétom configurations for each individual cbmpufer system that is to have a distributed

product conﬁgured However computer systems may still be able to receive spec1ﬁc

conﬁguratlons where needed. Similarly, custom configurations need not be developed



10

15

20

25

30

WO 2006/060138 PCT/US2005/040925

for computer systems that may require more general configurations.

The hierarchy of configurations may categorize configurations according to one
or more specified groups. For example, the one or more specified groups may represent
global, regional and/or individual configurations. Here, configurations may be
categorized according to the category of computer system that is to receive the
configuration information. For example, configurations may be categorized according to
the location of the computer systems.

An exaniple of configuration within a single hierarchy will now be described. In

this example, a computerized weather station is part of a global network of monitoring

 stations. If the weather station is a buoy in Long Island Sound, for example, it may be

part of a geographical hierarchy that goes ‘All Stations’ -> ‘Northern Hemisphere’ ->
‘North America’ -> ‘East Coast’ -> ‘Long Island Sound’ -> ‘buoy #4°. Instructions to all
stations can be modified by any more specific instructions to just “North America’. For
example, if configuration at the “All Stations’ level set reporting times of ‘twice an hour’
and ‘measure temperature and wind speed’, and configuration at the ‘“North America’
level set reporting times to ‘five times an hour’, then the Long Island Sound buoy would
receive the corﬁbined configuration of ‘report five times an hour, measuﬁng temperature
and wind speed’. ‘ ' '
Embodiments of the present disclosure may employ any number of configuration
‘attributes. Configuration attributes include elements of a configuration that may be used
to confi gure a distributed product on a particular computer system. Configuration

attributes may establish the type of data that may be needed to'conﬁgure a distributed

_ product. For example, a configuration attribute may be “Path to Saved Documents.”

Each conﬁguration attribute may be assigned one or more corresponding values.
Configuration attribute values may indicate the actual data that may be needed to
 configure a distributed product. For example, the configuration attribute “Path to Saved

Documents” may have a value “C:\Saved Documents\.”

Fig. 1 shows a hierarchy of configuration nodes 10 where the top configuration
node 11 is the root configuration node. According to the example configuration
hierarchy illustrated in Fig. 1, there are four possible configuration attributes: W, X, Y

and Z. In this example, each configuration attribute may have one conﬁgurati‘on value.
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Each configuration node 11-16 may assign a value to zero or more configuration
attributes. Configuration attributes may be defined as having zero or more corresponding
configuration attribute values. For example, the root configuration node 11 éssigns
configuration attribute X a value of 1 and assigns configuration attribute Y a value of 7.

In addition to configuration attributes and configuration é.ttribute values, each ‘
configuration node 11-16 may have zero or more search attributes. Each search attribute
may then be assigned zero or more corresponding values. Search attributes and
corresponding values may be used to identify a configuration node. For example, a
search attribute may be “Location” to allow nodes to be identiﬁed by their location. For
example, the root node 11 may be identified as having a location of “North America.”

Nodes may be searched usiug search a&ﬁbutes and search attribute values. For
example, the hierarchy 10 may be searched for a node having a location of “Toronto.”
Search attributes and search attribute values may be used to identify which node should

be used for a given distributed product and computer system. For example, a computer

| system in Toronto may obtain the proper configuration for a distributed product from

node 14. )
A search may identify one or more matching nodes. After an appropriate node or

nodés are identified for a given computer system and distributed product the hierarchy

* 10 may be traversed to determme an appropnatc set of configuration attnbutes and

configuration attnbute values for the given computér system to use with the given
dlsmbuted product

When traversmg the configuration hierarchy, the root node may be considered
first. In considering the root node, configuration attributes and their corresponding
values may be apphed toa hst of configurations for the glven computer system and
d1stnbuted product. Then the node lmmed:lately below the root node that i is part of the

hneage of the 1dent1ﬁed appropriate node may be considered. Likewise any

conﬁguratlon attrlbutes and their correspondmg values from this node are apphed to the

list of configurations. If a configuration attribute is aSS1gned one value for one node and
then asmgned another value for another node, the value of the most recently conSIdered
node is used. For example if the root node assigns a conﬁguratlon attribute “Path to

Saved Documents” a value of “C:\Saved Documents\” and then, in considering the node
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immediately below the root node that is part of the lineage of the identified appropriate
node, the configuration attribute “Path to Saved Documents” is assigned a value of
“C:\My Documents\” then the value “C:\My Documents\” replaces the value “C:\Saved
Documents\” in the list of configurations.

Subsequently, the next lower node that is part of the lineage of the desired
configuration node is considered and configuration attribute values are similarly recorded
in the list of configurations until the next lower node that is part of the lineage of the
desired configuration node is the desired configuration node itself. After the attribute
values from the desired configuration node have been recorded, the list of configurations
may be complete. ’

The completed list of configurations may then be used by the given computer
system for the distributed product.

For example, a search for location = “Boston” may return node 16 as a desired
configuration node. The root configuration node 1 1 may be considered first. A
configuration attribute X and a corresponding value of 1 and a configuration attribute Y
and a corresponéling value of 7 are added to the list of configurations. Next, node 13 may
be considered. Here the value for the configuration attribute X may be replaced with a 4
and a configuration attribute W énd a corréspondiﬁg value of 1 may be added to the list

of configurations. Finally node 16 may be considered. A configuration attribute Z and a

‘ cprfesponding value of 4 may be added to the list of configurations and the value for the

configuration attribute W may be repiaced with a 2.
Where more than one appropriate node has been identified during the search, each

node may be traversed, for example according to the order in which they were found or

~according to a pre—detemﬁned o'rder. Where one of the nodes found is part of the lineage

of another one of the nodes found, i.e. an ancestor node and a descendant node are found,

the anéestor node méy be disregarded as it may be considered when traversing. for the
descendant node. 4 '

Fig. 2 is a flow chart illustrating a method for detérmining configurations for a

distributed product according to an embodiment of the present disclosure. Firsta

hierarchy of configuration may be searched using one or more search attributes to find a
desirgd node (Step S21). Next, the root node may be considered (Step S22). In
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considering a node, configuration attributes and corresponding values may bé copied
from the considered node to a list of configurations. Where a given configuration
attribute has an existing value on the list of configurations, the value corresponding to the
most recently considered node may replace previous values. Next, the hierarchy is
traversed from the root node to the desired node (Step S23). In traversing the hierarchy,
nodes are considered from the root node to the desired node along the lineage of the
desired node with configuration attributes and their respective values added to a list of
configurations. Finally, the list of configurations may be used to configure the
distributed product for the particular computer system (Step S24).

A . Embodiments of the present disclosure are not limited to utilizing a single
configuration hierarchy. Any number of hierérchies may be utilized. For example, a
first hierarchy may be arranged according to location while a second hierarchy may be
arranged according to type. Utilizing multiple hierarchies may be useful, for example,
when some configuration elements are dependent on one arrangement, for example
location, and othér configuration elements are dependent on another arrangement, for

example type. For example, a configuration attribute “Path to Saved Documents” may

~ have a value of “C:\My Documents\” for all computer systems of a first type and

“C \Saved Documents\” for all computer systems of a second type. Here a hlerarchy
‘accordmg to type may be beneficial. In the same example, a configuration attribute
“Language” nﬁay have a value of “English” for all computér systems of one location and |
a value of “Spamsh” for all computer systems of another locatlon Here a hierarchy
accordmg to location may be beneficial as well.

The following is an example using the above-mentioned weather station example,
‘where it might be desirable to change the conﬁguraﬁon of a11 weather stations

51mu1taneously based on multlple attributes. For example, those that are on hlgh

R bandwxdth connectlons all those that are w1th1n 100 km of anewly emergmg humcane

and all those that are in North America. This will require three independent hlerarchms a
bandwidth hierarchy that categorizes all stations by bandwidth speed, a dynamic
hiérarchy that classifies ststions by current'weatﬁer conditions, and-the hierarchy
described above that classifies stations by geography. The different conﬁgﬁraﬁdn

requirements might be, for example, for stations on high bandwidth connections to take



10

15

20

25

30

WO 2006/060138 PCT/US2005/040925

readings once every ten seconds, for those close to a hurricane to take readings once a
minute, and for all North American stations to take readings five times an hour.
Assuming the search order is ‘Geo gra;jhy first, weather conditions second, bandwidth
third’, a weather station that was on a high bandwidth, North American connection in a
hurricane would end up taking readings every ten seconds, as the ‘bandwidth’ hierarchy ‘
is consulted last.

Where multiple hierarchies are used, a computer system may utilize configuration
nodes from one or more hierarchies. For example, it may be beneficial to conduct a first
search from a first hierarchy resulting in a first désired node and a second seérch froma
second hierarchy resulting in a second desired node. As any number of hierarchies may
be used, any number of searches may be beneficial. After desired nodes have been
identified, one or more hierarchies may be traversed as described above. For a given
computer system and a given distributed product, a single list of configurations may be
used regardless of the number of hierarchies searched. Different hierarchies may utilize
the same set of conﬁguratioh attributés, they may use different sets of configuration
attributes, or they may use overlapping sets of configuration attributes. When traversing
multiple hierarchies, if a configuration attribute is assigned one value during the traversal
of one hierarchy and that same atribute is assigned another value during the traversal of

another hierarchy, the most recently considered conﬁguration node will override values

‘ estabhshed by previously considered configuration nodes. Therefore, the order in which

hierarchies are traversed may have significance. The order may be pre-determined by a

priotity list and/or the order may be determined by the particular computer system and/or

- distributed product being used.

Fig 3isa block diagram showing inultiple hierarchies of configuration nodes

according to an embodiment of the present chsclosure Fig. 4 is a ﬂow chart illustrating a

' method for detenmmng conﬁguratlons for a distributed product utilizing multlple

configuration hierarchies according to an embodiment of the present disclosure. An

embodiment of the present disclosure is described below With respect to Fig. 3 and Fig. 4.
* Here conﬁguratlon may be determined using three hierarchies. The first hierarchy

31 331is orgamzed according to location. Node 31 is the root node for the ﬁrst hierarchy

31-33. The second hierarchy 34-36 is organized according to type. Node 34 is the root
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node for the second hierarchy 34-36. The third hierarchy 37 is a single node of global
defaults 37. |

A pre-determined search order may be used to search each of the hierarchies (Step
S41). The search order may be the order in which the distributed product should be
considered. For example, it may be beneficial to first configure the distributed product
according to global defaults, then configure the distributed product based on type and
then configure the distributed product based on location.

Accordingly, the third hierarchy 37 may be searched first. Where one of the
multiple hierarchies is a node of global defaults, it may be beneficial to seereh that
hierarchy first. Here the desired node may be the global node 37. Next the second
hierarchy 34-36 may be searched. For example, the second hierarchy 34-36 may be
searched for a type “OSXP.” Here the desired node may be node 36. Next the first
hierarchy 31-33 may be searched. For example, the first hierarchy 31-33 may be
Asearc.hed for a location “New York.” Here the desired node may be node 32.

In traversing the multiple hierarchies (Step S42), the individual hierarchies may
be traversed accordirlg to the order in which the distributed product should be configured.
For each hierarchy, the hierarchy is traversed from its root to its desired node. In this
example, the order in which nodes should be considered is: 37, 34, 36, 31 and 32. Inso
.doihg‘, a single list of configurations may be generated. The list of configurations may -
then be used te configure the distributed product for the particular computer system (StepA
S43). | |

When a distributed product is distributed to computer systems,- each computer
system may be able to obtain appropriate configuration information by referring to one or
more hierarchies as described above. The one or more hierarchies that may be used to
obtain appropriate configuration information may be stored locally on the‘computer ‘

system For example, the one or more h1erarch1es may be d1str1buted to the computer *

~ systems along with the d1str1buted product Alternatively, the one or more hierarchies

may be accessible to the computer systems over a computer network, for example the '

‘ 1nternet Accordlng to an embodiment of the present disclosure, the one or more

hierarchies may be stored on a central server that is accessible to the computer ,systems '

desiring configuration for a distributed product. For example, the central server may be a

10
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file server that is accessible over a local area network, for example and intranet.

According to another embodiment of the present disclosure, the one or more
hierarchies may be made available via a directory. Directories are specialized databases
that are primarily used for allowing a large number of users to quickly look up
information. Directories may be distributed, utilizing multiple directofy servers, either
spread out over some geographical area, for example world-wide, or kept together, for .
example as a bank of servers. By distributing directory service over multiple servers,
service may be scalable, allowing for the handling of additional capacity by addlng
additional servers. Moreover, by dlstnbutlng directory service over multiple servers,
service may be continued even in the event that one or more servers are not functioning
properly.

LDAP, or the Lightweight Directory Access Protocol, is a protocol for quickly
and easily accessing directory services. LDAP servers communicate using TCP/IP
transfer services or similar transfer services making LDAP servers well suited for use
over the internet or private company intranets.  LDAP directories may be utilized to
implement the one or more hierarchiés according to embodiments of the present
disclosure. -

X.500 is a common set of standards pertaining to directories. X.400 directories

| 'ma'y be utilized to implement the one or more hierarchies according to embodiments of

the present disclosure.

By makmg the one or more hierarchies available viaa d1rectory, slowdowns in
product distribution due to bottlenecks at the server hostmg the one or more hierarchies
may be prevented by adding additional directory service servers. Moreover, by utilizing
distributed directories, configuration service need not be susceptible to a single point of
failure. ‘ ‘ |

- Acc“o'rding.to ‘one embodiment of the p;eseht disclosure, Aconﬁguraﬁon hierarchies
rﬁay be implemented by creating a directory en;cry for each‘hierarch‘y node. Search |
attributes, search attribute valueé, configuration attributers and conﬁguration attribute
yaiue; may ﬂién be stored.as, directory entry attributes and directory entry attribute
values. - '

Identifying nodes may then be implemented using direétory search queries. The

11
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results to such a query may return a distinguished name of the directory entry
representing the desired node. The distinguished name may implicitly contain the
complete path of the hierarchy lineage from the desired node entry to the root node entry.
This information may then be used to traverse the hierarchy.

According to one embodiment of the present disclosure, multiple hierarchies may
be joined to form a single hierarchy to facilitate implementation of the multiple
hierarchies using a directory. This may be accomplished by creating a root node under
which all of the multiple hierarchies are added. Fig. 5 is a block diagram showing the
multiple hierarchies of configuration nodes shown in Fig. 3 joined as a singie hierarchy
according to an embodiment of the preseht disclosure, Here, each of the multiple
hierarchies 31-33, 34-36, and 37 are combined as a single hierarchy 50 under a root node
51. The root node 51 may be included in traversing as described above, however the root
node 51 need not contain configuration attributes or configuration attribute values so
considering the root node 5 1 need not affect‘a configuration list. For example, the root
node 51 may contain general system information.

Embodiments of the present disclosure may be represented to a userin a
reasonably user friendly fashion. Rather than displaying the entire configuration
hierarchy at once, a relevant subset of the configuration hierarchy may be displayed. For
example, a subset relevant to a pérticular distributed product being configured may be
displayed.

Fig. 6 is a block diagram showing an example of a computer system which may
implement the method and system of the present disclosure. The system and method of
the present disclosure may be implemented in the form of a software application running

on a computer system, for exazﬁple, a mainframe, }pers'onél computer (PC), handheld

computer, server, etc. The software application may be stored on a recording media

locally accessible by the computer system and accessible via a hard wired or wireless
connection to a network, for example, a local area network or the Internet.

The computer system referred to generally as system 1000 may include, for

‘ example a central processing unit (CPU) 1001, random access memory (RAM) 1004, a

printer interface 1010, a display unit 1011, a local area network (LAN) data transmission
controller 1005, a LAN interface 1006, a network controller 1003, an internal bus 1002,

12
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and one or more input devices 1009, for example, a keyboard, mouse etc. As shown, the
system 1000 may be connected to a data storage device, for example, a hard disk, 1008
via a link 1007. .

The above specific embodiments are illustrative, and many variations can be
introduced on these embodiments without departing from the spirit of the disclosure or
from the scope of the appended claims. For example, elements and/or features of
different illustrative embodiments may be combined with each other and/or substituted

for each other within the scope of this disclosure and appended claims.

13
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What is claimed is:

1. A method for configuring a product, comprising;

locating one or more desired nodes from one or more configuration hierarchies of
configuration nodes; and

determining a configuration based on the one or more desired nodes from the one

or more configuration hierarchies of configuration nodes.
2. The method of claim 1, wherein the product is a distributed product.
3. The method of claim 1, wherein the pfoducf is a software product.

4. The method of claim 1, wherein the one or more configuration hierarchies are

arranged according to one or more groupings.

5. The method of claim 1, wherein one of the one or more configuration

hierarchies is arranged according to type.

6. The method of claim 1, wherein one of the one or more configuration

hierarchies is arranged according to location.

7. The method of claim 1, wherein one of the one or more confi guration

hierarchies is a node of one or more default configurations.

8. The method of claim 1, wherein the locating of the one or more desired nodes
from one or more configuration hierarchies comprises considering one or more search

attributes that are associated with one or more of the configuration nodes.

9. The method of claim 1, wherein the determining of the configuration based on

the one or more desired nodes comprises collecting one or more configuration attributes

that are associated with one or more of the confi guration nodes.

14
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10. The method of claim 1, wherein the determining a configuration based on the
one or more desired nodes from the one or more configuration hierarchies of
conﬁguretion nodes comprises:

considering a root node of a first hierarchy of the one or more eonﬁgtiration
hierarchies;

considering one or more subsequent nodes that are descendants of the root node
and ancestors of the desired node; and

considering the desired node.

11. The method of claim 10, wherein the considering of the one or more
subsequent nodes comprising considering the one or more subsequent nodes according to

a hierarchical order, from highest to lowest, as defined by the one or more hierarchies.

12. The method of claim 10, wherein considering a node comprises adding
configuration attributes and corresponding configuration attribute values to a
configuration iist of configuration attributes and corresponding attribute values such that
the most recently added configuration attribute value for a corresponding configuration
attribute supersedes previously added conﬁgura’uon attribute values for the corresponding

configuration attribute.

13. The method of claim 12, further comprising configuring the product based on

the list of configuration attributes and corresponding attribute values.

14, The method of claim 1, wherem the one or more conﬁguratlon hiérarchies are
1mplemented ona d1reetory and the locatmg of the one or more desired nodes from one or
more configuration hierarchies comprises conducting a directory search for the one" or

more desired nodes.

15. The method according to claim 14, wherein the directory is accessed using i
LDAP.

15



10

15

.20 -

25

‘30

WO 2006/060138 PCT/US2005/040925

16. The method according to claim 14, wherein the directory is an X.500

directory.

17. The method according to claim 14, wherein the directory is a distributed

directory comprising a plurality of directory servers.

18. The method according to claim 14, wherein each node of the one or more

hierarchies is a directory entry.

19. The method of claim 1, wherein the locating of the one or more desired nodes
from the one or more configuration hierarchies comprises conducting a search of the one
or more configuration hierarchies based on one or more search attributes associated with

one or more nodes of the one or more configuration hierarchies.

20. The method of claim 1, further comprising configuring the product based on

the determined configuration.

21. A system for configuring a product, comprising;
a locating unit for locating one or more desired nodes from one or more
configuration hierarchies of configuration nodes; and

a deétermining unit for determining a configuration based on the one or more

desired nodes from the one or more configuration hierarchies of configuration nodes.

22. The system of claim 21, wherein the product is a distributed prbduct.
23. The system of claim 21, wherein the product 1s a software product.

24. The system of claim 21, wherein the one or more configuration hierarchies

are arranged according to one or more groupings.
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25. The system of claim 21, wherein one of the one or more configuration

hierarchies is arranged according to type.

26. The system of claim 21, wherein one of the one or more configuration

hierarchies is arranged according to location.

27. The system of claim 21, wherein one of the one or more configuration

hierarchies is a node of one or more default configurations.

28. The system of claim 21, wherein the locating unit comprises a considering
unit for considering one or more search attributes that are associated with one or more of

the configuration nodes.

29: The system of claim 21, wherein the determining unit comprises a collecting
unit for collecting one or more configuration attributes that are associated with one or

more of the configuration nodes.

30. The system of claim 21, wherem the determmlng unit comprises:
a root—node considering unit for considering a root node ofa first hierarchy of the
one or more confi guration hlerarchles, ‘
. a subsequent-node considering unit for considering one or more subsequent nodes
that are descendants of the root node and ancestors of the desired node; and

' 4 desired-node considering unit for considering the desired node.

31. Thé system of claim 30, wherein the subsequent-node con'sidering unit.

compnsmg a hlerarchlcal-conmdermg unit for considering the one or more subsequent -

- nodes according to a hlerarchlcal order, from highest to lowest as defined by the one or

more hierarchies.

32. The system of claim 30, wherein considering a node comprises addiﬁg

configuration attributes and corresponding configuration attribute values to a
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configuration list of configuration attributes and corresponding attribute values such that
the most recently added configuration attribute value for a corresponding conﬁguratibn
attribute supersedes previously added configuration attribute values for the corresponding

configuration attribute.

33. The system of claim 32, further comprising a configuring unit for configuring
the product based on the list of configuration attributes and corresponding attribute

values.

- 34. The system of .Claim 21, wherein the one or more configuration hierarchies are
implemented on a directory and the locating of the one or more desired nodes from one or
more configuration hierarchies comprises conducting a directory search for the one or
more desired nodes.

’ 35. The system according to ciaim 34, wherein the directory is accessed using
LDAP. ’

36. The system according to claim 34, wherein the directory is an X.500

 directory.

37. The system according to claim 34, wherein the directory is a distributed

. directory comprising a plurality of directory servers.

38. The system accordiﬁg to claim 34, wherein each node of the one or more

hierarchies is a directory entry.

39. The system of claim 21, wherein the locating umt éomprises a searching unit

for conducting a search of the one or more configuration hierarchies based on one or -

‘more search attributes associated with oné or more nodes-of the one or more

configuration hierarchies.
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40. The system of claim 21, further comprising a configuring unit for configuring

the product based on the determined configuration.

41. A computer system comprising:

a processor; and

a program storage device readable by the computer system, embodying a program
of instructions executable by the processor to perform method steps for configuring a
product, the method comprising:

locating one or more desiped nodes from one or more configuration hierarchies of
configuration nodes; and '

determining a configuration based on the one or more desired nodes from the one

or more configuration hierarchies of configuration nodes.

42. The computer system of claim 41, wherein the product is a distributed

product.
* 43. The computer system of claim 41, wherein the product is a software product.

-44. The computer system of claim 41, wherein the one or more configuration

hierarchies are arranged according to one or more groupings.

45. The computer system of claim 41, wherein one of the one or more

configuration hierarchies is arranged according to type.

46. The computer system of claim 41, wherein one of the one or more |

configuration hierarchies is arranged according to location.

" 47. The computer system of claim 41, wherein one of the one or more

configuration hierarchies is a node of one or' more default configurations.

48. The computer system of claim 41, wherein the locating of the one or more .
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desired nodes from one or more configuration hierarchies comprises considering one or

more search attributes that are associated with one or more of the configuration nodes.

49. The computer system of claim 41, wherein the determining of the
configuration based on the one or more desired nodes comprises collecting one or more

configuration attributes that are associated with one or more of the configuration nodes.

50. The computer system of claim 41, wherein the determining a configuration
based on the one or more desired nodes from the one or more configuration hierarchies of
configuration nodes comprises: |

considering a root node of a first hierarchy of the one or more configuration
hierarchies;

considering one or more subsequent nodes that are descendants of the root node
and ancestors of the desired node; and

considering the desired node. .

51. The computer system of claim 50, wherein the considering of the one or more
subsequent nodes comprising considering the one or more subsequent nodes according to

a hierarchical order, from highest to lowest, as defined by the one or more hierarchies. -

52. The computer system of claim 50, wherein considering anode comprises
adding configuration attributes and cdrresponding configuration attribute values to a
configuration list of configuration attributes and corresponding attribute values such that
the most recently added conﬁguratioh attribute value for a cqrresponding configuration
attribute supersedes previously added configuration attribute values for thé cOr‘riesponding

configuration attribute. |

53. The computer system of claim 52, further comprising configuring the product

based on the list of configuration attributes and corresponding attribute values.

54. The computer system of claim 41, wherein the one or more configuration

20
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hierarchies are implemented on a directory and the locating of the one or more desired
nodes from one or more configuration hierarchies comprises conducting a directory

search for the one or more desired nodes.

55. The computer system according to claim 54, wherein the directory is accessed

‘using LDAP.

56. The computer system according to claim 54, wherein the directory is an X.500

directory.

57. The computer system according to claim 54, wherein the directory isa

distributed directory comprising a plurality of directory servers.

58. The computer system according to claim 54, wherein each node of the one or

more hierarchies is a directory entry.

59. The computer system of claim 41, wherein the locating of the one or more

desired nodes from the one or more configuration hierarchies comprises -conducting a

~ search of the one or more conﬁguratlon hierarchies baséd on one or more search
20

attrlbutes associated w1th one or more nodes of the one or more configuration hlerarch1es

60. The computer system of claim 41, further comprising configuring the product

based on the determined configuration.
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