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(57) Abstract: An ingestion controller, system, and method for managing ingestion of electronic content in a Content Distribution
Network (CDN) (11). The content is received from one or more content sources (CSs) (12-15) through an inbound content pipe (19)
having a maximum bandwidth capacity. A database stores bandwidth weightings assigned to each CS by a network Policy Manage -
ment System (PMS) (46). The bandwidth weighting assigned to each CS corresponds to a fraction of the maximum bandwidth capa-
city of the inbound content pipe. An input buffer (41) receives the content from the CSs in one or more input buffer queues (51-54)
associated with the CSs. A content retrieval mechanism retrieves the content from the input queues at an upload rate for each CS
based at least on each CS's assigned bandwidth weighting, thereby causing a flow control mechanism (55) to control the upload
bitrate of each CS in proportion to the bandwidth weightings.
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WEIGHTED INGEST POLICY MANAGEMENT IN A
CONTENT DISTRIBUTION NETWORK

TECHNICAL FIELD
This disclosure relates to a method and an apparatus for weighted policy
nranagement for ingesting video or audio confent i a Content Distibution Netwark

(CDN).

BACKGROUND

Network bandwidth 1 often congested with multiple download or upload
sesstons competing for network resowrces. In exasting file distribution systems (such as
CDNsj, files are gploaded from content sources to a “watch folder™ for further
distribution over operator nctworks that are not owned or controlled by euther the
content sources of the CDN owner. In such systems, content sploads from opposing
content soarces compete, often resuliing in suboptinl bandwidth distribution {(for
cxamaple, one contont sowce iy utilize a disproportionste share of the bandwidih,
starving the other content sources). Duc to the lack of control, the CDN owner cannot
suarantes quality levels to content sources on different tiers of service.

FIG. 1 is a simplified block diagram of an existing network architecture {10 for
uploading content to a CDN 11 Content sources C5-1 through C5-4 12-13 may
contend to upload content through the Internet 16 1o a watch folder disk farms 17 m a
datacenter 18 commondy accessible by the content sources and the CON. In the
tlustrated example, CS-1 through CS-3 cach utilizes an Internet connection having a
manem banidwidth of 100 Mbs 1o upload associated content. US4 unlizes an
Internet connection having 8 maximun bandwidth of 30 Mbs.  An inbound content
virtual pipe 1Y from the Internet o the watch folder disk farm has o maximuam
handwidth capacity i the iHlestrated exaniple of 200 Mbs, The inbound content is fust
recerved in the datacenter 18 1 an input buffer 20, and is then retrieved and written to
the watch folder disk fwm 17, From the watch foldey disk farm, a CDN distribution
svstem 21 distribuges the ngested content to the CDN 11, which may include m origin

server 22 and muliiple regional servers 23,
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Each of the content sources 12-15 is progranmmed to grabas much bandwidth as
s cugrently available, wp to the maxinuen bandwidth of s Intomet connection, when
the content source has content to upload. Therefore, when more than two of the content
sources i this example desire 1o simulfancously upload content, the maxmum
bandwidth capacity of the inbound content pipe 19 15 exceeded.  Any other content
source that then attempts to upload content to the waich folder will be blocked. Thus,
the system iy essentially first-come-first-served.  For example, if C5-1 and CS-2 are
aploading content, C8-3 and CS-4 have to wait until CS-1 or €S-2 finishes its upload
or paases in s upload long esough for €83 or C5-4 {0 junp i and taks: #s place. Of
cowrse, this can oreate additional problems if a comtent sowrce partially uploads a
content file and then cannot repam access 1o the watch folder disk farm 17 due w©

network bandwidth being grabbed by another content source.

SUMMARY

The present disclosure provides a systom that manages the uploading of thirds
party content to a CDN's waich folder, for further distnbution. Based on weighied pre-
cstablished policies, an ingestion cootroller in the CUDN controls the speed for
uploading content from cach content sowrce. When mutltiple content sources contend
for network bandwidth and the fotal required bandwidth is more than a maxinam
bandwidth capacity of an mbound content pipe, the ingestion controller may Himit the
upload speed of cach content sowree so that the tolal ingestion bandwidth withized by the
content sources equals the maximum bandwidth capacity of the inbousnd content pipe.
When demand for nctwork bandwidth decreases to a fevel equal to or less than the
mgninam bandwidth capacity of the inbound content pipe, the ingestion condrolier may
allow the requesting condent sources to upload their confent at normal specds.

It 15 an objective of the present disclosure to mnimize or avoid making any
modifications o the content sowces. Therefore, m one exemplary embodiment, the
ingestion controlier may linut the upload speed of sach content source by, for example,
bmiting the speed at which content is rotnieved from associated wyrut buffer queues
assaciated with cach of the content sowrces. The retrieval rate from each buffer gueus
15 based at least on cach associated content sowree’s assigned bandwidth weighting. In

one embodiment, the mpestion confrotler fimius the disk write speed at wiuch an
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operating system (OS) for the wateh folder is allowed to retrieve cach source’s content
from s associated nput buffer queue and winile the content to memory i the watch
folder. This causes the mput buffer queucs associated with the content sources to fill,
further causing a flow control mechanism i 3 transport network such as the Internet o
control the flow of packets from cach content source. When demand for network
bandwidth deercases to a level equal to or less than the maximam bandwidih capacity
of the inbound content pipe. the ingestion controller may allow the OF fo wrike to
memory at nornal speeds, thereby allowing the contont sources o send their content at
their fudl rates. Promam asers yay be allocated faster disk write speeds compared ©
nog~-prepuam users during thnes of nctwork contention. Al users on a particudar
service tier may be allocated equal disk write speeds.

In one embodiment, a method for managing ingestion of clectronic content n a
CDN 15 disclosed. The content is recetved from one or more content sources through
an inbound contont pipe baving a maxinwm bandwidth capacity. The method includes
obtaining by an ingestion controller, 3 bandwidth woighting asstgned o cach of the one
of more content sowrces, wherein the bandwidth weighting assigned o each content
souree corresponds to a fraction of the maximunt bandwidth capacity of the inbouad
content pipe; and contrelling by the mgostion controllor, an upload rate from cach
content source based at feast on cach content souwrce’s assigned bandwidth weighting,

The mpestion controlier may include an fnpt buffer connected o a memory,
wherein the input buffer is configired to receive the content from the one of mors
content sources w one or more mput buffer queues associated with the content sources,
and the memory s configwred o store the recotved content wpon retneval from the
mput buffer. The controller may contrad the upload vate by controlling a speed at which
conteni s retrioved fromm cach gueuc of the wput buffer based at least on each
associated content source’s assigned bandwidth weighting. Slowing the retrieval speed
for a given fuput quene caoses the given fput quene to Bl thereby npgening a
network flow control mechanism that causes the content source assoctated with the
given wnput quene 1o slow s transpuission rate m accordance with mstructions from the
flow control mechamism.

In another embodinent, an ingestion controller for managing ingestion of

clectronic content tn a2 CDN is disclosed. The comtent iz recetved from one or nuwe
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content sources through an bound content pipe having a maxionon bandwidih
capacity.  The ingestion controller includes a database of bandwidth weightings
assigned to cach of the one or more content sources, wherein the bandwidth weighting
assigned (o each content source vorresponds o 8 fraction of the mmumum bandwidth
capacity of the inbound content pipe.  The controller also inchudes an input buffer
configured to receive the content from the one or BIOre CONENt SOWCSS 11 ONE OF IMOTE
mpat buffer queues associated with the content sowrees; and a content refricval
mechanism configared to receive the bandwidth weightings from the database, and w0
retrisve content from the epwt quesss & an wplead rate for cach content source based at
lcast on cach content sowee’s assigned bandwidth weighting,

In another embodiment, a system for managing ingestion of electronic content
i a UDN s disclosed. The content 18 recetved from one or more content sources
through an inbound content pipe having a maximam bandwidth capacity. The system
wcludes an operator Policy Managoment System {(PMS) configured o assign
bandwidth woightings to the one or more contenf sowrces, whorein the bandwadth
weighting assigned o each content source corresponds to a fraction of the maximum
bandwidth capacity of the mbound content pipe. The system also includes an ingestion
controlier configured to contred the wpload bifrate of cach of the one or more content
souvces. The mgestion controlier includes a database configured {o store the bandwidth
weightings assigned to cach of the one or more content sources; an nput buffer
configured to recetve the content from the one oFf Bore CONENT SORTLCSS 1 ONK OF IBOLS
mput queues associated with the content sources; and a content retricval mechanism
configured 1o receive the bandwidth weightings from the database, and o retrigve
content from the input queees at an upload rate for cach content sowrce based at Ivast on
cach comtent source’s asstgned bandwidth weaighting,

The system cnables the CDN owner o offer prenuoam services 1o content
sources by providing them with priovity upload speeds. Additonally, the system
proverds a content source from utilizing a disproportionate share of the bandwidth at
the expense of other content sources at the same tier. Further features and benefits of
embodimients of the wvention will become appmrent from the detmled deseription

below,
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BRIEF DESCRIPTION OF THE DRAWINGS

In the following section, the wnventon will be described with reforence w0
cxsmplary cmbodiments ilfostrated i the figures, in wihich:

FIG. 1 (Prior Art) 15 a smplified block diagram of an existing network
archutecture for uploading content to a CDN

FIG 2 s a stmplified block disgram of an exempdary embodinent of a network
architecture, including an ingestion controller for controfling the uploading of content
to the CDN;

FIG. 3 is a flow chart of an exemplary tmbodiment of an overall method for
controtiing the upleading of vontent fo the CDN;

FIG. 4 is a sinmplified block diagram of an excmplary embodiment of the
ingestion controller of FIG. 2;

FIG. 5 18 a simplified block diagram of an exermplary embodiment of the input
buffor 31 of FIG. 3;

FIG. 6 35 an exemplary embodiment of a table of Waghted Fawr Queuing
{WFQ) weights;

FIG. 7 1s a flow chart iftustrating in more detadl, an exenplary emmbodiment of a
method for comrolling the uploading of congtent from. fwo o wors content Sources ©
the CDN;

FIG. 8 15 a block diagram of an exemplary embodiment of nested data struchares
in an approval famework utilized for seeiting the reccived contont to the watch folder,
thereby limiting the retrieval rate from the mput buffer; and

FIG. 9 15 a flow chart schomatically Hlustrating an embodiment of a sicthod of

writing threads (light-weight procosses) to the watch folder,

DETAILED DESCRIPTION

The present mvention will now be descritbed more filly heremafter with
refersncs to the accompanyig drawings, n which preforred eadbodiments of the
mvention wre shown,  This invention may, however, be cmbodied i many difforent
forms and should not be construed as limited to the cmbodiments set forth herein;
rather, these smbodimients are provided so that this discloswre will be thorough and

complete, and will fully convey the scope of the tavention o those skilled n the art. In
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the drawings, ke reference signs refer o hike cloments,  Additionally, it should be
understood that the invention can be implemented in hardware o a combination of
hardware and soffware stored on a nop-transttory memory and executed by a general
PUFPOSE COMpPULer Of DUCTOPTOCESSOT.

FIG. 2 16 2 sumplified block diagrom of a nevwork srchitecture 253 foruploading
content (o the CDN 11 in accordance with certain smbodiments.  Content sowrees €08-1
through CS-4 12-15 may contend to upload content through a packet data network such
as the Intornet 16 to a warch folder disk farm 17 in a datacontor 18 commonly
accesstble by the content sources and the CON. It should be understoed that i the
context of the present disclosare, the torns “disk farm™ is not intended to Tamit the watch
folder functionality to a particular bardware implementation. The wateh folder may be
any switable memory device having safficient memory capacity and response time to
store content from a plorality of content sources prior to forwarding the content to the
CDN. For example, the memory device may be one of more of CPU registers, on-(CPU
cache, rmdom aceess memory (RAM), on~disk cache, compact disks (CDs), solid state
disks {SSDs), in-network (cloud) storage, tapes, and other backup wedia.  In the
remaining description herein, the waich folder functionality will be refored to sioply
as “the wateh folder™

In the dhstrated oxample, CS-1 through €S-3 cach utihzes an Intemnet
connection having a maxpmum bandwidth of 100 Mbs to upload associated content.
C5-4 utilizes an Intermed connection having a maxioman bandwidth of 30 Mbs, The
mbound content virtual pipe 19 from the Internet to the wateh folder 17 bas a maximum
bandwidth capacity, which in the Hustrated example is 200 Mbs, From the watch
folder, a CDN distribution system 2} distributes the ingested content o the CDN 1,
which may inchuide an ovigan server 22 and multipie regional servers 23

When mudtiple content sources contend for network bandwidth and the total
required bandwidth 18 more than a naximom bandwadth capacity of the inbowd
content pips 19, an ingestion controller 26 is configured to control the upload speed of
cach content source so that the total ingestion bandwidth utilized by the content sources
s equal to or less than the maxunnum bandwidth capacity of the inbound content pipe.
Whon demand for network bandwadth decrcases to a level equal to or less than the

maxinum bandwidth capacity of the inbound comtent pipe, the ingestion controller may
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allow the requesting confont sowrces to upload their content at normal speeds.
Operation of the ingestion controlier 18 deseribed s wmore detadl in connecnon with FIG.
4 below.

FIG. 3 s a flow chart of an exemplary embodimient of an overall method for
controlling the uploading of content from two or more content sources 12-15 to the
CON B At step 31, the ingestion controller 26 obtains a bandwidth seighting 42
assigned to each of the two or more content sowrees, wherein the bandwidth weighting
assigned to cach content source comresponds to a fraction of the maximum bandwidth
caparity of the imbound content pipe 19, Alstep 32, the ingestion controlier 26 controls
an upload bitrate from cach content source based at least on cach confont sowee’s
assipned bandwidth weighting 42,

FIG. 4 s a simplified block diagram of an oxemplary embodiment of the
ingestion controller 26 of FIG 2. In the illostrated ombodiment, the ingestion
comtrolier 26 inchudes an input butfer 41, which includes a flow conwrol mechanism 53;
a set of predefined Weighted Faw Queutng {(WFQ) weights 42 associated with the
content sources 12-15; and a disk writer 43 of an operating system (O3%) of the watch
folder 17, Operation of the ngestion controlier may be controlled, for example, by a
processor 44 executing conputer program mstructions stored on a memory 435,

The WFQ weights 42 include bandwidth weightings assigned by an operator
Policy Management System (PMS} 46 to cach of the content sowrces 12-13 depending
upo network policies and the service tior of cach content sowrce.  Each WFQ woight
corresponds 1o a fraction of the maximom bandwidth capacity of the inbound content
pipe 19 allecated o the asseciated content source. The PMS mav dynamically assign
the WFQ weights 1o the content sources as the level of contention for metwork
bandhwidth increases and decreases. As described in more detail below, each content
souree may also assign weights to individual streams of content within the content
source’s alocated bandwidth.

FIG. 5 s g singplified block diagram of an exemplary embodinent of the input
buffer 41 of FIG. 4. The mpat buffer 41 may be configured to receive the content from
the content sources in a phuoality of mput queues 51-54, wherein cach inpud quene is
associated with a different onc of the costent sources, C81-C84 12415, Each queue

may be sized n proportion to the allocated bandwidth of the associated content source.
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A flow control mechanism 53 interacts with the content sources o conwol each
sowree’s apload bitrate wilizing flow contrel mstructions 36, as described m more
detadt below.

FIG. 615 a functional block diagram of an exemplary embodiment of a table of
WFQ weights 42 applied to the input buffer 41 for controtling bandwidth utilization by
cach content source. The left colunm shows WFQ weights, which may be applied by
the PMS 46 to cach of the content sources depending upon network policies and the
service tier of cach content source.  Without the woights, cach contont source would
attempt {0 ransout at ifs maxtmom rsle, reguiring an inbound content pipe with a
bandwidth of 330 Mbs., However, the maximum capacity of the inbound content pipe
is 200 Mbs, so the weights must reduce the maximum transauission fates to allowed
transmisston rates, the sum of which does not exceed 200 Mbs, In the iHustated
example, US8-1 and C8-2 are assigned the level "3 Weight”™ (66,667 Mbs), C8-3 is
assigned the lfovel "2 Weight™ (44,444 Mbs}, and CS-4 is assigned the level 1 Weight”
(22222 Mbs). H a content scanrce stops transinitting, or if another coitient sowrce staris
ransmitiing, the WFQ weights may be adiusied up or down to maintain the sum of the
fransimission ratos within the 200 Mbs capacity,

A content source may upload muliiple streanss of comtent within the contont
source’s allocated bandwidth. Such a multi-stream content source may further aliocate
bandwidth to individeal streams of content according to priositics assigned by the
multi-sfremn content source, For example, C5-1 12 mav have three sfremmns of content
61-63 to upload to the CDN and may divide fis 66.667 Mbs among the thwee streams.
As shown in this example, CS-1 assigns to the three streams of content, priovity levels
1, 2, anid 3, relatmg to bandwidths of 33334 Mbs, 22.222 Mbs, and 11111 Mbs,
respectively. Multi-stream content sowees C8-2 anid £8-3 also assign varving priority
fevels o thetr multiple streams of content.

FIG. 715 a How chart iHostrating in more detat], an exemplary embodiment of a
mcthod for controlling the uploading of contert from two or more content sources 12-
15 to the CDN 11, At step 71, the PMS 46, for example, assigns bandwidth weights to
the USs having content to upload to the CDN 11, The weights may be pre-configured
angd assigned © the CSs" notwork coancctions and the content flowing through the

connectionts before the content s actually twansiottted. The waights nay also be
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changed during a transfor. At siep 72, the CSs begin uploading their content. At step
73, the QSidisk writer 43 retrioves content from the nput quenes 31-34 of the nput
buffer 41 and writes the comtent to the watch folder 17 in accordance with the assigned
bandwidth weightings. The ingestion controller causes the OSsdisk writer to reduce the
spead at which 1t retrieves content from the buffer queue for each content sowrce m
proportion to the WEQ weight 42 assigned to each content soarce and sach individual
stream, if applicable. The bandwidéh weights do not affect the upload bitrates unless
there are competing content transfors that exceed, or are caleulated to execed, the
rmaximum bandwidih capacity of the wbound content virwal pipe 12, Only then dogs
the ingestion controller 26 begin to contvol the ingestion speed.

Even thousl cach content source desies 1o fansmit content af the maximum
bitrate of its comnection to the Internet 16, the present disclosure wtilizes the speed at
which the OS/disk writer 43 retrioves the content from the buffer queses 51-54 and
writes the content to the wateh folder 17 to control the average wpload hitrate of cach
content source 50 that the maximmun bandwidth capacity of fhe imbound confont pipe 19
s not exceeded. When the OSddisk writer 43 dlows the retvieval speed for a particudar
content source, the queue in the mpwt buffor 41 associated with that particular content
source soon fills up. At siep 77, the flow control mechanism 33 associaied with the
mput buffer is friggered to slow the upload bitrate of the associated content soarce. The
flow control mechanism may be, for example, the normal flow control mechanism of
the Transaction Control Protocol {TCPY wiilized for signaling over the Infernet and
other Internct Protocol (IP)-based networks. Flow control instructions 36 may be
mohuded i Acknowledgment messages sent from the inpig baffer 41 1o cach content
soaree. The flow control instructions may tirdicate, for example, that the addressed
conteni source is authorized o fransmit a given mumber of data packets, but vust then
watt for further mghonzation before tansmitting additional packets. At step 78, when
a content sowrce completes its upload or a new content source is added, the method
returns o step 71 where the sum is recalculated and then reevaluated ot step 72,

In this way, by controlling the buffer retrieval speed for each of the content
sourees 12~13, the mgestion controller 26 controly the amount of notwork bandwidth
ntitized by cach content sowres.  As the budfer retrieval speed for a particalar content

soyrce 15 further linuted, network bandwiadth utilization by that coment source is
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reduced since the source’s input queue remans full for longer periods of dme, and the
flow control mechanism 35 further limits the number of packets the particalar content
sowres s permitied 1o transmit. Premiom users mav be allocated faster butfer retrieval
and dhsk writing speeds compared o nop-premuiwm users duripg tmes of network
contention. All users on a parteular service fier may be allocated equal buffer retrieval
and disk writing specds.

FIG. 8 is a block diagram of an exemplary embodintent of nested data structures
i an approval frumework anlized for writing the received content to the watch folder,
thereby hmiting the vetrieval rate from the nput buffer.

FIG. 9 15 a flow chart schomatically Hlustrating an embodiment of a sicthod of
writing threads {light~weight processes) to the watch folder 17 {e.g., RAM, disk, stc.).

Together, FIGS. § and 9 illustrate an oxemplary method of nesting data
stryctures for determining which data streams 1o service and when to service themu
Referming to FIG. 8, file writer theeads 81 load twokens 82 mio leaf sequencers 83, The
leaf sequencers hold the iokens that come from the weaie threads.  Ia various
embodiments, the leaf sequencers may represent individual devices in a sabscriber's
houschedd, or on-depand video assets from conient sources. Weighted fair quowmng
{WFQ) sequencers 84 pull tokens from the leaf sequencers and apply a weighted write
quening algorithm 584 to the weighted file write queues 51-53. In varous embodiments,
the WFQ sequencers may be utilized to divide bandwidth between the vanous devices
mside the subseriber’s houschold or to divide bandwidth between the on-demand video
assets from content sowrces. The weighted write quening algonthm s deseribed in
move detail below,

A set of rate hnuters 8BS conirol the tnput rate o a weighted file wiite pipe
queue 86. In varions embodiments, the rvate limiters 85 may represent bouscholds or
content providers. A conumon WFQ sequencer 86, denoted as a weighted file write
pipe quene, also applies the weighted write quening algorithm to the data. The WPQ
sequencer 86 has mternal logic to seloct one of the rate Hmiters 85 to pull tokens from,
A final rate hmiter 87 with a different value than the rate Bmiters ¥5, gets tokens from
the WFQ sequencer 86 and delays the tokens to keep the data rate below #ts configured
fumit, An approval loop pulls tokens out of the rate luntter 87 and approves them, The

rate limiter 87 cssentially caleulates when the content packets should be transnutted by
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the USs. When there 1s no congestion in the nbound content vivtual pipe 19, the rate
Hmiter calenlates a time of transmission  the past, approving inmmediate ransnyssion.
When thers 13 network congestion in the virtual pipe, the rate Hmiter calculates a time
of ransnussion i the foture, thus delaying transnussion approval,

It should be noted that the rate Hiniters, WFQ sequencers, and leaf sequencers
can be arvapged into a number of different configurations o model different business
needs.

Referring 1o FIG. €, a wniing process for a single thread is shown, with pwltiple
threads betog handled by the hetrated loop, At step 91, the disk wrter 43 of the
watch folder OF5 generates a list of bytes for a single thread to be wrilten to memory.
At step 92, the OS generates a token 82 for N byvies, where N equals the byvte chuck
size. Atstep 93, the token for the thread is {oaded into the approval framework, namely
one of the leaf sequencers €3, At step 94, the thread wailts for s tokea to be approved.
Qnee the token is approved, the N bytes are written o memory at step 95, At step 96,
the OF determines whether any payload remans to be transmitted. 1 not, the method
moves (o step 97 where the file descriptor is closed. I pavicad remains, the method
foops back to step 92 and repeats the process for another thread.

In one embodinent, the weighted write queuing algorithims may be expressed by
the equation:

%= AT ThiY  w
where:

¥ 18 an ntermediate value representing the estimated completion tme of the
transmission for accounting gucue 1 in an imaginary hitwise round-robin model;

A = sundQag ), where Qay is a quantily of bvies for a proviously approved token, &,
from a write queue

Thy = the munber of bytes for the current token from the wiite quege Qg and

wy = the weight factor for the write gueue (3

Thus, A; 18 the sum of the bytes already transmitted for quewe 1 within an
"accounting window”. Aq+Th adds e the number of bydes for a candidate token, The
wetght wy cotresponds to a "speed” fv the transpussion quoue relattve to other

weighted streams.
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By comparing the xg values for the vanous queues, it can be deternuned which
packet will fimsh transmitting first in the imaginary bitwise round-robin scheme. That
packet is chosen for transasission. The token from the queue () is approved where i =
mindx;}, Tokens are reconciled according to weight.

In the drawings and specification, there have been disclosed typical preferred
cmbodinents of the rvention and, although specific forms are emploved, they arg used
in a generie and descriptive sense ondy and not for purposes of limitation, the scope of

the invention being set forth in the following claims.
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WHATIS CLAIMED TS
1. A method for managing igestion of electronic content in @ Content Distribution

Network (CON {1 1), wherein the content is recoived from ong o more conend souces
{12~15) through an inbound content pipe (19) having a maximan bandwidth capacity,
the method comprising:

obtaining by an ingestion controlier {26}, a bandwidth weighting (42) assigned
1o cach of the one or more content sources, wherein the bandwidth weighting assigned
to each content source corresponds to a fraction of the maxinnnm bandwidth capacity of
{he inbound content pipe (19); and

controlling by the ingestion controller (26), an upload rate from cach content

souree based at least on cach content source’s assigned bandwidth weighting (42).

2 The method as recited in clatm 1, wherein the ingestion controfier (26} includes
an input buffer (41) connected to a memory (17), wherein the mput buffer is configured
to receive the content from the one or more content sowrces (12-13) m one or more
mpad buffer quenes (51-54) associated with the content sowrces, and the memory i
configured o store the received confont upon refricval from the mput butler, wherem
the controtling inchades:

controlling a speed at which content s retrieved from cach gqueae {31-84) of the
pat buffor (41) based at least on cach associated content source’s assigned bandwidth
weighting (42), whercin slowing the setrieval speed for a given inpat gueue causes the
given mput queue to fill, thereby riggering a network flow control mechanism (35) that
causes the comdent sowree associated with the given inpg gueus to slow iis ransngssion
rate i accordance with Wnstructions from the fow control mechanism,
3. The method as reoited n clam 2, wherein when two or more content sources
are on the same service tier, the controlling includes:

asstgning by an operator Policy Management Systers (PMS) (46}, the same
bandwidth weighting (423 to cach of the two or more content sources {12~15); and

atlocating by the ingestion controller {26), an equal fracton of the maximum
bandwidth capacity of the inbound content pipe fo cach of the two or more content

SOUTCCS.



WO 2014/188328 PCT/IB2014/061544

1
4, The method as veoited in ¢laim 3, wherein when the ope. or more- contont

sowrees are on different service Diers, the controlling inclodes:

assigning by the operator PMS (46), a different, higher bandwidth weighting
{42} to a given confent source on a ligher service tier than a remainder of the one or
more content sourees; and

aflocating by the ingestion controller (26}, a larger fraction of the maximum
bandwidth capacity of the inbound content pipe to the given content source on the

higher service tier.

5. The method as recited in claim 4, Auther comprising obtaiming by the ingestion
controlier (26), a catesory weighting £61-63} for mndividual streanss of content connng
from & multi-stream content source {12), wherein the controlling mcludes controlling
the apload rate for each individual stream of content coming fom the nwilti-stream
content sowrce based on the nmlti-strems contont somec’s assigned  bandwidth

weighting and the assigned category weighting for the individual stream of content,

& The method as recited i clmint 5, wheremn the category welghting (61-63) 15
assigned by the multi-streany content source {12) based ta one or more of

subject matter of each streamm of content;

release date of cach stream of content;

frequency of release of mnstallmenis of cach stream of conieni; and

expected demaand for cach stream of content.

7. An ingestion controller {263 for managing ingestion of clectronic vontent i 3
Content Distribution Network (CONY H), wherehr the content 1s received fronvone or
more content souwrces (12-15) throagh an inbound content pipe (19) having a maximuam
bandwidth capacity, the ingestion controller (26} comprising:

a database of bandwidth weightings {42} assigned to cach of the one or more
content sources {12-15), wherein the bandwidth weighting assigned to ecach content
source corresponds to a fracton of the maximum bandwidth capacity of the mbound

content pipe (19
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an input buffer (1) configured to receive the content from the one or more
content sources (12-133 in one or more input budfer queues {81-34) associated with the
content sowrces; and

a content retrieval mechanism (43) configwred to reewive the bandwidth
weightings (42) from the database, and to retriove content from the input queunes (81~
543 at an upload rate for cach content source based at least on cach content source™s

assigned bandwidth weighting (42).

& The mgestion controller €263 ay rectwed n whaiem 7, whedrain the nput buflfer (41}
mchides 8 network fhew coatrol piechanem £33}, whorsdn when the content retrieval
mechanism {43) slows the retrieval speed for a given input gqueus, the given mput
quene fills, and the network flow control mechamisn (35) is triggered to send an
mstruction to the content source associated with the given mput quese to sfow s

fransuussion vate in accordance with lnstructions from the flow control mechaniso

9, The ingeshion controlier (26) as recited i claim 8, wheremn the database is
configured o recetve the bandwidth weightings from an operator Policy Management
Svstem {PMI} (40), wherein when fwo or niore comtond sowrces are on the same service
tier, the PMS assigns the same bandwidth weighting {(42) to each of the two or more
confent sources; and

wheren when the same bandwidth weighting (42) is assigned 1o cach of the two
or more content sources, the content retricval mechamsm (43) is configured o retrieve
content from the inpud queaes (31-343 for cach of the two or more content sources at

the same upload rate.

i The ngestion controtler (26} as recited n claim 9, wherein when there are two
or more content sources and a given content source s on a higher service tier than a
rermpginder of the content sources, the PMS (46) assigns g different, hugher bandwidth
weighting (42} to the given content source on the higher service tier; and

whoeremn the content retrieval mechamsm (43) 18 configured to retricve content

from the nput guene of the given content sowree at a higher upload rate.
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1. The ingestion controller (36) as recited 1 clatm 10, whorein the database 1
further configured o recoive from a muli-stream content sowree (12) that is sending
more than one oot stream, a calegory weighting (61-63) for cach individual stream
of content, whoereinn the contont retrieval mechmusm (43} is configured o retrieve
content from the input quene for cach individual stremn based on the multi-stream
content source’s assigned bandwidth weighting and the asstgned category weighting for

the mdividual stream of content.

12, The angestion controller (26 av wated i cldioy T whiran the category
wetghting (61-63) 18 assigned by the mudti-stream content sowrce (12} based on one or
more of!

subject matter of cach stream of content;

release date of each stream of content:

frequency of release of installments of each streany of content; and

expected domand for each stream of content.

13, A system (25) fir rmoanaging mgestion of clectronic content w a Content
Drstribution Neotwork (CDNY (U, whorem the content is recenved from dne or more
content sources (12-15) twough an wnbound content pipe (19) having a maximum
bandwidth capacity, the system comprising:
an operator Policy Management Svstem (PMS) {(46) configwed to assign
bandwidih weightings (42) to the one or more content sources {12-15), wheremn the
bandwidth weighting assigned to each content sowrce comresponds to a fraction of the
maxmum bandwidih capacity of the inbound content pipe (19}; and
an ingestion confroller (26) configured to control the upload bitrate of cach of
the one or more content souwrces, the ingestion controler comprising:
a database contigured to store the bandwidth weightings (42) assigned to
cach of the one or more content sources (12-15)
an input buffer (41) configured to recerve the content from the one or
more content sources (12-15) i one or more mput queues (51-34) associated

with the confent sources; and
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a content retrieval mechanism (43) confipured o receive the bandwidth
weightings (42} from the database, and w retrieve content from the nput queucs
{31-54} at an upload rate for cach content sowce based at least on each contont

source’s assigned bandwidth weighting (42}

14, The svstens {237 as recited in claim 13, wherein the inpat baffer (41) includes a
network flow control mechanism (33}, wherein when the content retrioval mechanism
(43) slows the retrieval speed for a given input guene, the given inpat queue fills, and
thee network. Bovw control mechanisin (33} s triggered 1o send an nstruction o the
content seurcs associated with the given input gueue to slow iy ransmission rate in

accordance with mstructions frons the flow controd mechamism.

18, The system (25) as recited i claim 14, wherem the database is configured to
receive the bandwidth weightings from an operator Policy Management Systent (PMS})
{46), wherein when two or more content sourees are on the same sorvice tier, the PMS
assigns the same bandwidth weighting €423 to sach of the twoe or more content sources;
and

wherein when the saree bandwidth weighting (42) 15 assigned to each of the two
or move content sources, the content retrieval mechanism (437 15 configured to retrieve
content from the inpot queues {31-34) for cach of the two or more content sources at

the same upload rate.

16, The svstem (23) as recited in claim 15, wherein when there are two or more
content sources and a3 given content source is on a higher service tier than a remainder
of the two or more costent sowrces, the PMS (46) assigns a different, lngher handwidth
weighting (42) to the given content sowrce on the higher service tier; and

wherein the content retricval mechanism (43} 1 confipured o retrieve content

from the input queue of the given content source at & higher upload rate.

17 The svstem {25} as recited in clum 16, wherein fhe datsbsse s huther
configared 1o receive from a mudt-stream content sourcs (12} that s sending more than

onc confent stream, a catogory weighting (61-63} for cach individual stecam of content,
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wherein the content retricval mechamism (43} 1s configured fo retrieve content from the
mput quoge for cach individual stream based on the multi-stream content sowree’s
assigned bandwidth wetghting and the assigned category weighting for the individual

stream of content,

I8, The svstem {25} as reaited in claim 17, wherein the category weighting {(61-63)
is assigned by the nulti-stream content source (12 based on one or more of!

subject matter of cach stream of content;

release date of cach stroam of content;

frequency of refease of instaliments of sach stream of content; and

expeeted demand for cach stream of content,



WO 2014/188328 PCT/IB2014/061544

1/8
10\ 7<
¢ o5 .
CS-2 A
CONTENT CS-4
PUSH TO
12 CONTENT OPERATOR
\ PUSH TO CON | | 100 |
OPERATOR. | MBS 30 CONTENT
CS-1 | MBS/ / /PUSHTO
| // OPERATOR
| CDN
e .
HTO-
OPERATOR ™~ -
CDN
INTERNET
_~
IN
19-"| FROM
PROVIDERS
21 20 200 MBS 18
\ | INBOUND PIPE \
CDN N et
DISTRIBUTION BUFFER
11 SYSTEM CDN OPERATOR

A

DMZ NETWORK

WATCH FOLDER

OPERATOR DISK FARM

CDN

N
y

OPERATOR NETWORK -
DATACENTER

23 FIG. 1
(Prior Art)

SUBSTITUTE SHEET (RULE 26)



WO 2014/188328 PCT/IB2014/061544

2/8
25 14
\ \
13
\ CS-4 15
CS-2 N
CONTENT CS-5
PUSH TO
12 CONTENT OPERATOR
\ PUSH TO CON | |100

OPERATOR MBS| 30

CONTENT

//PUSH TO

// OPERATOR
CON

CS-1

|
|
|
!
!
|
!
|
\

CONTENT
PUSH TO._
OPERATOR "~ —
CDN
INTERNET
o~
ey
[
19”1 FROM
PROVIDERS
26 200 MBS 18
2\7 | INBOUND PIPE - \
\ -
CDN INGESTION
DISTRIBUTION CONTROLLER
11 SYSTEM BUFFERED
T WEIGHTED
= FILE QUTPUT
22 WATCH FOLDER
OPERATOR DISK FARM
CON (V¥ 17
CDN OPERATOR
DMZ NETWORK
OPERATOR NETWORK -
DATACENTER
23 FIG. 2

SUBSTITUTE SHEET (RULE 26)



WO 2014/188328 PCT/IB2014/061544

37~ INGESTION CONTROLLER OBTAINS BANDWIDTH

3/8

WEIGHTING ASSIGNED TO EACH CONTENT PROVIDER

Y

32~

INGESTION CONTROLLER CONTROLS UPLOAD BITRATE

FROM EACH CONTENT PROVIDER BASED AT LEAST ON EACH

CONTENT PROVIDER'S ASSIGNED BANDWIDTH WEIGHTING

FIG. 3

46~_| OPERATOR I )
PNIS 72\75

CPs

19~-J L 56 2<
i INGESTION CONTROLLER
42 95N v |
\ 1 4 FLOW CONTROL |
FQ INPUT
WEIGHTS | 2 BUFFER
41 } 44 45
43\ L 4 \ \
- OSDISK Y, I"oROCESSOR J=—=] MEMORY |
WRITER
A

17 WATCH FOLDER

DISK FARM

FIG. 4

SUBSTITUTE SHEET (RULE 26)



WO 2014/188328 PCT/IB2014/061544

4/8
FROM FROM FROM  FROM
CP-1 CP-2 CP-3  CP-4
l ' ~56 l ' 56 l f/ssl ' 56
N " FLOW CONTROL MECHANISM |
41
| INPUT
51 52 53 | g
Y Y Y y
43~ 0S/DISK WRITER |

17 WATCH FOLDER

DISK FARM

FIG. 5

SUBSTITUTE SHEET (RULE 26)



PCT/IB2014/061544

WO 2014/188328

5/8

WATCH FOLDER

€91
9
19—

9 9l
SAN 22222
LHOIAM | 3dId
SENZZZee  LHOEME Hw_w_wm_%_m W |3LEM TYnLdIA
HOLYY3d0
-89
. 2 ALIHOId SEN bhb vh
4344Ng LM TVNLYIA H0Lv4H3d0 . L A0
0L G3(1ddY ONININD Wivd aaihgiam  SINEIS  AHOEME yoyyaqoipgm | HOLUIHO
. 2 ALIYOId
SAIN 88991  1HYBIAM ¢ NOLLYHIO ILIHM SdIN 899°89
SAN 66672  LHDIAM € b ALTdOldd wnmm,ﬁ:ﬁ__n\_/
NOLIYH3d0 3Lim | FE WL
434909 3LIYM TYNLYIA HOLVH3d0 . L ALIH0IYd 239
0L G311ddY ONININD Wiv4 a3lHoiam  SanN 666 e LHOEBME v iviad0 3ium
. € ALIHOId .
SONZZZZz  IHDIAMZ . CALldOIdd wﬂwﬁﬁzﬁ_w
L NOLLYH340 3utgm | LA 1L
43334 ILEM TYNLYIA H0LVH3d0 . L ALIYOISd 1-59
1 oL Ganddy oNInanD Yivd aaLHoigm  SSNPEEEE  LHOEME i) 1vnad0' 3] 1um

H344N9 1M TYNIYIA 0L d317ddY ONININD dIv4 GILHOIIM

S9N 00¢
1dld
JLIHM TYNLYIA

SUBSTITUTE SHEET (RULE 26)



WO 2014/188328 PCT/IB2014/061544

6/8

~
-
v/

ASSIGN BANDWIDTH WEIGHTS TO CSs

\i

72 CSs BEGIN UPLOADING CONTENT

Y

73 0S/DISK WRITER RETRIEVES CONTENT FROM INPUT
| BUFFER QUEUES AND WRITES CONTENT TO MEMORY
ACCORDING TO ASSIGNED BANDWIDTH WEIGHTS

A

74 WHEN ASSOCIATED BUFFER QUEUES FILL
N UP, FLOW CONTROL MECHANISM SLOWS

UPLOAD BITRATE OF ASSOCIATED CSs

Y

ERN CS LEAVES OR NEW CS IS ADDED I

FIG. 7

SUBSTITUTE SHEET (RULE 26)



PCT/IB2014/061544

WO 2014/188328

7/8

8 ‘0l4

WHLIH09 TV
ONINANO
A114M
(31H9YIIM

98

WHLIH0DTY
gNinano |78
LM
[ u3oN3ND3s it YILIAIT
- NavoL — - 3nano .
_ IELEY MY Es T L EEEE
N N Q3LHIIIM N
8 &8 g8
18
WALIH0D Y
 avor | eaonanoas|_§ 5
SAYIYHL | E\EL Q3LHDIIM
waLm | 28~ ool 3 L. LA
XY aema |
v“ NIMOL v“mmo“__,/_wm__.__omw . EIERIENT /
g8
28~ \-£9 \-pg
_ 43ONIND3S WHLIH0D 1Y
b, < ILI9M
c8 €81 qatHoEm |
w_ naioL ] E3onanoas | 5n3ng v_ H3LINM
| IELEL e L EELL
mm\_ r €8 | aaLHoEIM N
_ _Juzonanoas] o
g Raced e BETES 18
28~ -9

\J

an3no
idld
LM 3171
d31H91IIM

N R:EIGN d001

w_ 31vY TVAOdddV

\

L8

SUBSTITUTE SHEET (RULE 26)



WO 2014/188328 PCT/IB2014/061544

8/8

91
™ 0S GENERATES LIST OF
BYTES TO BE WRITTEN

92~ i
.| 0S GENERATES TOKEN FOR N BYTES, I

WHERE N = BYTE CHUCK SIZE

A
93~ 0S LOADS TOKEN INTO LEAF I

SEQUENCER OF APPROVAL FRAMEWGORK

v
94~ THREAD WAITS FOR ITS
TOKEN TO BE APPROVED

Y
95~ 0S WRITES N BYTES TO MEMORY
WHEN TOKEN APPROVED

97

N\

NO | CLOSEFILE
DESCRIPTOR

96

PAYLOAD

REMAINS
?

FIG. 9

SUBSTITUTE SHEET (RULE 26)



INTERNATIONAL SEARCH REPORT Iniernational application No.
PCT/1B2014/061544

A. CLASSIFICATION OF SUBJECT MATTER
HO04L 12/911(2013.01)i, HO4L 12/811(2013.01)i

According to International Patent Classification (IPC) or to both national classification and [PC
B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)
HO4L 12/911; GO6F 15/16; GO6F 17/00; HO4L 12/26; GO6F 13/36; HO4L 12/28; GO6F 13/24; HO4L 12/811

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched
Korean utility models and applications for utility models
Japanese utility models and applications for utility models

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)
cKOMPASS(KIPO internal) & Keywords: content, upload, bandwidth, weight, control

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.
X US 2009-0252033 Al (KADANGODE RAMAKRISHNAN et al.) 08 October 2009 1,7,13
See paragraphs 29, 63-68; claims 1, 9; and figure 6.
A 2-6,8-12,14-18
A US 2011-0016225 A1l (ANTHONY NEAL PARK et al.) 20 January 2011 1-18

See paragraph 35; claims 1, 5-7; and figures 3A-3D.

A US 2007-0288518 Al (JEFF CRIGLER et al.) 13 December 2007 1-18
See paragraphs 75-76; claims 1-2, 4-5; and figures 2-4.

A KR 10-2008-0039499 A (QUALCOMM INCORPORATED) 07 May 2008 1-18
See abstract; claims 1, 15; and figure 5.

A US 2009-0177792 Al (YANG GUO et al.) 09 July 2009 1-18
See abstract; claim 12; and figures 2-4.

|:| Further documents are listed in the continuation of Box C. See patent family annex.
* Special categories of cited documents: "T" later document published after the international filing date or priority
"A" document defining the general state of the art which is not considered date and not in conflict with the application but cited to understand
to be of particular relevance the principle or theory underlying the invention
"E" carlier application or patent but published on or after the international "X" document of particular relevance; the claimed invention cannot be
filing date considered novel or cannot be considered to involve an inventive
"L"  document which may throw doubts on priority claim(s) or which is step when the document is taken alone
cited to establish the publication date of another citation or other "Y" document of particular relevance; the claimed invention cannot be
special reason (as specified) considered to involve an inventive step when the document is
"O" document referring to an oral disclosure, use, exhibition or other combined with one or more other such documents,such combination
means being obvious to a person skilled in the art
"P"  document published prior to the international filing date but later "&" document member of the same patent family
than the priority date claimed
Date of the actual completion of the international search Date of mailing of the international search report
25 August 2014 (25.08.2014) 01 September 2014 (01.09.2014)
Name and mailing address of the [ISA/KR Authorized officer

International Application Division

+ Korean Intellectual Property Office

g

189 Cheongsa-to, Seo-gu, Dagjeon Metropolitan City, 302-701, KIM, Seong Woo
Republic of Korea

Facsimile No. +82-42-472-7140 Telephone No. +82-42-481-3348
Form PCT/ISA/210 (second sheet) (July 2009




INTERNATIONAL SEARCH REPORT

International application No.

Information on patent family members PCT/IB2014/061544

Patent document Publication Patent family Publication

cited in search report date member(s) date

US 2009-0252033 Al 08/10/2009 None

US 2011-0016225 Al 20/01/2011 CA 2768361 Al 20/01/2011
CO 6491079 A2 31/07/2012
EP 2454680 Al 23/05/2012
JP 2012-533938 A 27/12/2012
JP 5298331 B2 25/09/2013
MX 2012000747 A 08/05/2012
US 08433814 B2 30/04/2013
WO 2011-008984 Al 20/01/2011

US 2007-0288518 Al 13/12/2007 WO 2007-131132 A2 15/11/2007
WO 2007-131132 A3 09/10/2008

KR 10-2008-0039499 A 07/05/2008 CN 101288057 B 18/08/2010
EP 1917601 A2 07/05/2008
HK 1122628 Al 15/04/2011
JP 04705171 B2 22/06/2011
JP 2009-505296 A 05/02/2009
KR 10-1012213 Bl 08/02/2011
KR 10-2008-0039499 A 07/05/2008
TW 1309358 B 01/05/2009
US 07395361 B2 01/07/2008
US 2007-0067528 Al 22/03/2007
WO 2007-024677 A2 01/03/2007
WO 2007-024677 A3 31/05/2007

US 2009-0177792 Al 09/07/2009 CN 101480050 A 08/07/2009
CN 101480050 B 20/02/2013
EP 2039158 Al 25/03/2009
EP 2039158 A4 11/11/2009
JP 05140666 B2 06/02/2013
JP 2009-543182 A 03/12/2009
KR 10-1359081 Bl 05/02/2014
PI 0621786 A2 20/12/2011
WO 2008-002295 Al 03/01/2008

Form PCT/ISA/210 (patent family annex) (July 2009)




	Page 1 - front-page
	Page 2 - description
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - claims
	Page 15 - claims
	Page 16 - claims
	Page 17 - claims
	Page 18 - claims
	Page 19 - claims
	Page 20 - drawings
	Page 21 - drawings
	Page 22 - drawings
	Page 23 - drawings
	Page 24 - drawings
	Page 25 - drawings
	Page 26 - drawings
	Page 27 - drawings
	Page 28 - wo-search-report
	Page 29 - wo-search-report

