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(57) ABSTRACT 

A command interpreter is in communication with a wireless 
controller. The command interpreter is configured to identify 
a reference location of the wireless controller, identify a 
second location of the wireless controller, and determine, 
based on the reference location and the second location, a 
sequence of instrument commands configured to adjust 
positioning of the instrument device. 
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TOUCH-FREE CATHETER USER 
INTERFACE CONTROLLER 

CROSS-REFERENCE TO RELATED 
APPLICATION 

0001. This application is a continuation of U.S. patent 
application Ser. No. 13/833,482 filed Mar. 15, 2013 and 
entitled "TOUCH-FREE CATHETER USER INTERFACE 
CONTROLLER.” The entirety of which is herein incorpo 
rated by reference in its entirety for all purposes. 

BACKGROUND 

0002 Minimally invasive surgery (MIS) systems may 
utilize flexible robotic catheters that are navigated in the 
bloodstream of a patient and visualized using X-rays. MIS 
devices and techniques have advanced to the point where an 
elongated catheter instrument is controllable by selectively 
operating tensioning control elements within the catheter 
instrument. In one example, four opposing directional con 
trol elements wend their way to the distal end of the catheter 
which, when selectively placed in and out of tension, cause 
the distal end to steerably maneuver within the patient. 
Control motors are coupled to each of the directional control 
elements so that they may be individually controlled and the 
steering effectuated via the operation of the motors in 
unison. 
0003 MIS systems typically include controller devices 
having an assortment of controls to allow an operator to 
maneuver the catheter instrument as well as a guide wire 
guided by the catheter instrument. Some controller devices 
employ buttons dedicated to control the catheter instrument 
and a second set of buttons to control the guide wire. Other 
controller devices include a joystick type controller to 
control the catheter, often one-handed, and a separate set of 
button controls to control the guide wire. However, control 
systems for Such instruments may be expensive, and may 
take up valuable real estate inside the operating room that 
may be otherwise used to store equipment, Supplies, or 
provide for improved access to the patient. 

SUMMARY 

0004 An exemplary device for controlling a medical 
instrument device may include a command interpreter in 
communication with a wireless controller. The command 
interpreter may be configured to identify a reference location 
of the wireless controller, identify a second location of the 
wireless controller, and determine, based on the reference 
location and the second location, a sequence of instrument 
commands configured to adjust positioning of the instru 
ment device. 
0005. A system may include a wireless controller. The 
wireless controller may include a first body element includ 
ing a location measurement device, a second body element 
including a second location measurement device and con 
nected to the first body element by a flexible connection, and 
a wireless transmitter configured to provide location infor 
mation from location measurement device and the second 
location measurement device. The system may further 
include a command interpreter in communication with the 
wireless controller, the command interpreter configured to 
identify a reference location of the wireless controller 
according to first location information received from the 
wireless controller, identify a second location of the wireless 
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controller according to second location information received 
from the wireless controller, and determine, based on the 
reference location and the second location, a sequence of 
instrument commands configured to adjust positioning of 
the instrument device. 
0006 An exemplary method may include identifying, by 
a command interpreter in communication with a wireless 
controller, a reference location of a wireless controller; 
identifying, by the command interpreter, a second location 
of the wireless controller, and determining, based on the 
reference location and the second location, a sequence of 
instrument commands configured to adjust at least one of 
instrument rotation and instrument articulation angle. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0007 FIG. 1A illustrates an exemplary robotically con 
trolled Surgical system including a workstation; 
0008 FIG. 1B illustrates an exemplary robotically con 
trolled Surgical system including a bedside monitor; 
0009 FIG. 2 illustrates an exemplary wireless controller 
device; 
(0010 FIGS. 3A and 3B illustrate exemplary insertion or 
retraction command input by way of the wireless controller 
device; 
0011 FIG. 4 illustrates exemplary rotation and articula 
tion input by way of the wireless controller device: 
0012 FIG. 5 illustrates exemplary command input by 
way of the wireless controller device; and 
0013 FIG. 6 illustrates an exemplary process for con 
trolling a catheter using a wireless controller device. 

DETAILED DESCRIPTION 

0014 Referring to FIG. 1A, a robotically controlled 
Surgical system 100 is illustrated in which an apparatus, a 
system, and/or method may be implemented according to 
various exemplary illustrations. System 100 may include a 
robotic catheter assembly 102 having a robotic or first or 
outer steerable complement, otherwise referred to as a 
sheath instrument 104 (generally referred to as “sheath' or 
“sheath instrument’) and/or a second or inner steerable 
component, otherwise referred to as a robotic catheter or 
guide or catheter instrument 106 (generally referred to as 
“catheter 106” or “catheter instrument 106'). The catheter 
instrument 106 may further include a guide wire 108 (or 
“guide wire instrument 108) extendable beyond a distal end 
of the catheter instrument 106. Catheter assembly 102 is 
controllable using a robotic instrument driver 110 (generally 
referred to as “instrument driver'). During use, a patient is 
positioned on an operating table or Surgical bed 112 (gen 
erally referred to as “operating table') to which robotic 
instrument driver 110 is coupled or mounted. In the illus 
trated example, system 100 includes an operator workstation 
114, an electronics rack 116 and associated bedside elec 
tronics box (not shown), a setup joint mounting brace 118, 
and instrument driver 110. A Surgeon is seated at operator 
workstation 114 and can monitor the Surgical procedure, 
patient vitals, and control one or more catheter devices. 
0015 System components may be coupled together via a 
plurality of cables or other suitable connectors 120 to 
provide for data communication, or one or more components 
may be equipped with wireless communication components 
to reduce or eliminate cables 120. Communication between 
components may also be implemented over a network or 
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over the interne. In this manner, a Surgeon or other operator 
may control a Surgical instrument while being located away 
from or remotely from radiation sources, thereby decreasing 
radiation exposure. Because of the option for wireless or 
networked operation, the Surgeon may even be located 
remotely from the patient in a different room or building. 
0016. The operator workstation 114 may include one or 
more display monitors 122 configured to display a three 
dimensional object. Such as a representation of the catheter 
instrument 106 and guide wire 108. The catheter instrument 
106 and guide wire 108 may be displayed on the display 
monitors 122 within or relative to a three dimensional space, 
Such as a body cavity or organ, e.g., a chamber of a patients 
heart. 
0017. The operator workstation 114 may further provide 
various mechanisms for control of the catheter 106, guide 
wire 108, and display monitors 122. These mechanisms for 
control may provide input to a command interpreter 124. 
which may determine a sequence of commands to be pro 
vided to the catheter instrument 106 based on received input. 
In some cases, the command interpreter 124 may be imple 
mented at least in part by one or more of the operator 
workstation 114, and electronics rack 116, while in other 
cases the command interpreter 124 may be implemented as 
a standalone component of the system. 
0018 Control of the medical instruments 109 (e.g., cath 
eter 106 and/or guide wire 108) may be performed by way 
of an operator workstation 114 including a set of physical 
stationary controls, such as a joystick type controller 126 
and a keyboard type input device 128. As one example, the 
catheter 106 may be controlled using the joystick type 
controller 126 allowing for steering of the distal tip of the 
guide catheter 106, while the guide wire 108 may be 
controlled using the keyboard type input device 128. Posi 
tioning of the catheter 106 may be viewable to an operator 
on the display monitor 122 according to X-ray fluoroscopy. 
0019. However, use of the stationary operator worksta 
tion 114 controls may cause the operator to be tied to a 
particular location in the operating room. Moreover, the 
operator workstation 114 may take up valuable real estate 
inside the operating room that may be otherwise used to 
store equipment, Supplies, or provide better patient access. 
0020 FIG. 1B illustrates an alternate robotically con 
trolled surgical system 100 including a bedside monitor 123 
instead of an operator workstation 114. Similar to the 
operator workstation 114, the bedside monitor 123 may 
include one or more display monitors 122 configured to 
display a three dimensional object, such as a representation 
of the catheter instrument 106 and guide wire 108. The 
bedside monitor 123 may take up significantly less space in 
the operating room due to its smaller size, in part a function 
of its reduced set of user interface controls. Thus, rather than 
being situated by the operator workstation 114 as illustrated 
in FIG. 1A, the operator instead may stand or otherwise 
work by the patient bedside. 
0021. The command interpreter 124 may be configured to 
use additional types of user interface device to augment or 
replace the physical controls of the operator workstation 114 
or bedside monitor 123. For example, the command inter 
preter 124 may be configured to receive operator input from 
one or more of: a microphone array 130 configured to 
receive voice input such as spoken words, motion tracking 
sensors 132 configured to perform gesture recognition of 
operator movements, and wireless controllers 134 in wire 
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less communication with the command interpreter 124. 
These additional types of user interface may be used by the 
command interpreter 124 to control the display monitor 122 
of the operator workstation 114, as well as for controlling 
instrument 109 driving and instrument 109 shaping func 
tionally of the robotically controlled catheter system 100. 
0022. The command interpreter 124 may be configured to 
perform Voice recognition in order to implement a spoken 
user interface. The spoken user interface may be provided 
Such that commands that may be performed using a physical 
user interface operator workstation 114 controls (e.g., touch 
screen, joystick type controller 126, keyboard type input 
device 128) may be replicated by way of voice commands. 
Use of voice commands accordingly allows an operator to 
control the system 100 without breaking sterility or with 
drawing attention from the task at hand. As some exemplary 
Voice commands, a voice command of "3D may switch a 
main view on a display monitor 122 to a 3D view, a voice 
command of "Pan-Right may pan a main image displayed 
by the display monitor 122 to the right (e.g., to center the 
view for the operator); a voice command of "Snapshot may 
take a snapshot of the current view of the display monitor 
122 for future reference; and a voice command of “use 035 
wire' may select a wire type for use by the robotic catheter 
assembly 102. 
0023. In some examples, use of voice commands may be 
limited to non-driving functionality of the system 100. 
Moreover, due to the relatively inaccurate nature of voice 
control, in some examples voice commands may be limited 
to use for reversible configuration items with positive feed 
back when configuration is changed, typically on bedside 
monitor 123. Voice commands may also be used to facilitate 
confirmation of other actions, such as confirming that a 
particular instrument 109 movement should take place. In 
Some examples, the command interpreter 124 may use 
speaker independent voice recognition in which Voice com 
mands may be accepted from any persons heard in the 
operating room, while in other examples the command 
interpreter 124 may be tuned to accept Voice commands only 
from particular individuals (e.g., only from a physician). For 
robustness and due to the relative noise level in many 
operating rooms, an array of microphones 130 rather than a 
single microphone 130 may be used to reject noise Sources 
and thereby increase voice recognition reliability. 
0024. The command interpreter 124 may be further con 
figured to perform movement or gesture recognition in order 
to implement a non-verbal body-action user interface. Ges 
ture recognition may include recognition of motions and 
positions of arms or other aspects of an operator. To distin 
guish between gesture input and other operator movements, 
in Some cases gesture recognition may be performed on 
operator arms when positioned over the head of the operator. 
As an example of a gesture, the command interpreter 124 
may use the motion tracking sensors 132 to identify an 
operator raising his or her hands and moving them from side 
to side to change a layout or rotate a 3D view on the display 
monitor 122. As another example, the command interpreter 
124 may use the motion tracking sensors 132 to identify the 
locations or locations of the hands of an operator (e.g., hand 
orientation and hand position). This may be done to allow 
the command interpreter 124 to identify the positioning or 
movement of the hands intending to mimic a desired shape 
of the instrument 109, or to identify a desired motion to be 
performed on the instrument 109 by the robotic catheter 
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assembly 102. Further, the command interpreter 124 may 
use the motion tracking sensors 132 to identify specific 
gestures, such as a waving of a hand from side to side, to 
facilitate entry into a gesture-based configuration mode that 
mimics properties of a currently displayed touch screen or 
display monitor 122 of the operator workstation 114. 
0025. The command interpreter 124 may be configured to 
use the motion tracking sensors 132 to identify operator 
gestures configured to set an instrument 109 to a particular 
desired shape or to drive the instrument 109. Different 
gestures may be associated with each of the three degrees of 
freedom, similar to the use of controls on a button or joystick 
126 user interface device. Identifying an acted out gesture of 
the operator may accordingly cause the command interpreter 
124 to perform an action on the instrument 109 in particular 
degree of freedom Such as insert, roll, or articulate. As a 
further example, the command interpreter 124 may use the 
motion tracking sensors 132 to identify an arm of an 
operator as being used as an indication of an articulation 
angle and roll plane in order to perform relative or position 
based driving of an instrument 109. 
0026. Similar to with voice commands, due to the inac 
curate nature of gestures, actions without a reversible con 
figuration may be confirmed by the command interpreter 
124 to prevent undesired instrument 109 motion. In some 
cases, the command interpreter 124 may provide audible 
confirmation prompts combined with Voice recognition to 
receive spoken confirmation of gesture actions identified by 
the command interpreter 124. 
0027. In some cases, simple gestures representing basic 
actions may be added together in a combinatory scheme to 
build more complicated sequences for controlling an instru 
ment 109. Such a combinatory approach may be used to 
minimize the precision of motions required to provide for a 
given action. For example, a Jenkin’s left shape may be 
input using a 180-degree articulation gesture, followed by a 
straight gesture, followed by a 45 degree articulation ges 
ture. 

0028. In yet another scheme, a pair of 3D projection 
glasses may be worn by an operator. The projection glasses 
may be configured to overlay an image of the internals of a 
patient onto the patient. The glasses may also include a pair 
of cameras configured to track the hands or tools of the 
operator wearing the glasses. By pointing the hand or tool, 
the command interpreter 124 may be configured to recog 
nize operator-provided commands to guide or pull the tip of 
the instrument 109 along in the patient. 
0029. The command interpreter 124 may be configured to 
use input received from a wireless controller 134 to provide 
another input mechanism for fine grain instrument 109 
control. The input received from the wireless controller 134 
may be used by the command interpreter 124 to control 
instrument 109 positioning or to control other aspects of the 
system 100. In some cases, the command interpreter 124 and 
wireless controller 134 may support bi-directional commu 
nications, such that the wireless controller 134 may be 
further configured to receive data sent from the command 
interpreter 124. As an example, the command interpreter 124 
may be configured to provide confirmations to the wireless 
controller 134. As another example, the command inter 
preter 124 may be configured to provide haptic feedback 
commands to the wireless controller 134 to be performed by 
a haptic feedback module of the wireless controller 134. 
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0030 FIG. 2 illustrates an exemplary wireless controller 
134. In some examples, to facilitate use by an operator, the 
wireless controller 134 may be shaped in a manner similar 
to that of an instrument 109. For instance, the wireless 
controller 134 may include two or more body elements 202 
connected to one another according to a connection 204 to 
facilitate their controlled operation, Such as in the manner 
that “nunchuks’ may be connected to one another by a rope 
or chain connection 204. In other examples, the body 
elements 202 of the wireless controller 134 may be separate 
or separable without being fixed together by a connection 
204. 
0031. In some examples, the multiple body elements 202 
of the wireless controller 134 may communicate with one 
another according to a wired connection 204 between the 
body elements 202, while on other cases the multiple body 
elements 202 may communicate with one another wire 
lessly, separate from the connection 204. In further 
examples, the multiple body elements 202 of the wireless 
controller 134 may each be in communication with the 
command interpreter 124 directly. 
0032 To facilitate identifying positioning of the wireless 
controller 134, one or more of the body elements 202 of the 
wireless controller 134 may include location measurement 
devices configured to provide location information about the 
location of the body elements 202. The location information 
may include various types of information, such as one or 
more of positional information, location information, accel 
eration information, and Velocity information, as some 
examples. Exemplary devices to provide location informa 
tion may include a three-axis gyroscope or a two-axis 
accelerometer. The devices may accordingly provide that a 
full range of motion may be distinguished and send on to the 
command interpreter 124 for interpretation into commands, 
e.g., to control medical instruments 109 such as the catheter 
106 and/or guide wire 108. 
0033. In some examples, the wireless controller 134 may 
be draped in Sterile packaging such that the wireless con 
troller 134 may be set down within in the sterile field, while 
maintaining sterility. As another example, the wireless con 
troller 134 may be implemented as a disposable controller, 
and may be opened from a sterile package and used a single 
time before being replaced. 
0034. The wireless controller 134 may also include a 
button 206 or other type of activation control configured to 
ensure that commands are only sent to the instrument 109 
when explicitly desired by the user. For example, to provide 
for safe operation of the wireless controller 134 and to 
ensure clear movement beginnings and ends, the operator 
may indicate by way of a control 206 of the wireless 
controller 134 when a command action begins and/or ends. 
For example, the operator may press a button 206 on one or 
more of the body elements 202 of the wireless controller 134 
to communicate to the command interpreter 124 that the 
operator is initiating a command sequence. The operator 
may also release the button 206 or press another button 206 
to communicate to the command interpreter 124 that the 
operator is concluding the command sequence. 
0035. In other examples, rather than receiving explicit 
indications of when to capture location information related 
to the wireless controller 134 (e.g., according to receiving a 
button 206 press or other indication of when to capture the 
first or second location), the command interpreter 124 may 
instead continuously (or periodically) update with the loca 
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tion information of the wireless controller 134. For instance, 
the command interpreter 124 may identify the second loca 
tion of the wireless controller 134 due to receiving an 
indication of operator movement of the wireless controller 
134, or based on periodically polling the wireless controller 
134 for location information. 
0036 FIGS. 3A and 3B illustrate exemplary insertion or 
retraction command input by way of the wireless controller 
134. As illustrated in FIG. 3A, two body elements 202 of a 
wireless controller 134 may be held a distance away from 
one another. Then as illustrated in FIG. 3B, the two body 
elements 202 of the wireless controller 134 may be moved 
toward one another. The body elements 202 may be con 
figured to detect their motion toward or away from one 
another by way of included measurement functionality, Such 
as by way of included location measurement devices. The 
command interpreter 124 may accordingly receive the loca 
tion information from the two body elements 202 at the time 
as illustrated FIG. 3A and also at the time as illustrated in 
FIG. 3B, and may interpret the motion of the two body 
elements 202 toward one another as being indicative of an 
operator requesting an insert command. The command inter 
preter 124 may further identify a speed with which the two 
body elements 202 are moved together as being proportional 
to a speed of insertion requested by the operator. 
0037. As another example, an operator may indicate a 
retraction action using the wireless controller 134. For 
instance, the operator may first position the two body 
elements 202 of the wireless controller 134 near one another 
as illustrated in FIG. 3B, and may then move the two body 
elements 202 away from one another as illustrated in FIG. 
3A. The command interpreter 124 may similarly receive 
location information from the two body elements 202 at the 
time as illustrated FIG. 3B and also at the time as illustrated 
in FIG. 3A, and may interpret the motion of the two body 
elements 202 away from one another as being indicative of 
an operator requesting a retract command. 
0038. As yet a further example, the reverse motions may 
be used to control the insert and retract. For example, the 
command interpreter 124 may interpret the two body ele 
ments 202 of the wireless controller 134 being moved 
toward one another as indicative of a retract action, and the 
two body elements 202 being moved away from one another 
as indicative of an insert action. 

0039 FIG. 4 illustrates exemplary rotation and articula 
tion command input by way of the wireless controller 134. 
For instance, an angle as defined between the two body 
elements 202 of the wireless controller 134 may be used to 
define an articulation angle of the instrument 109. Moreover, 
a plane defined by the orientation of the two body elements 
202 of the wireless controller 134 may be used to define an 
angle of rotation of the instrument 109. 
0040 FIG. 5 illustrates exemplary command input by 
way of the wireless controller 134. As illustrated, an opera 
tor may align the wireless controller 134 in a position 
consistent with the positioning of an instrument 109 dis 
played on a display monitor 122. For example, the wireless 
controller 134 may be held by an operator at an articulation 
angle and at an angle of rotation consistent with the illus 
trated positioning of the instrument 109. Once the wireless 
controller 134 is oriented consistent with the instrument 109 
positioning, the operator may engage a button 206 on the 
wireless controller 134 to indicate a start of an input action. 
The command interpreter 124 may accordingly identify a 
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reference articulation angle and a reference angle of rotation 
according to the orientation of the wireless controller 134. 
One benefit to this approach is that the operator may gain 
Some instinctiveness (the orientation of the user interface 
correctly matching what is displayed) with respect to the 
properties of the instrument 109 by holding the wireless 
controller 134 in the orientation of the instrument 109. 
0041. The operator may further move the wireless con 
troller 134 to a new desired orientation for the instrument 
109. Once the desired location for the instrument 109 is 
reached, the operator may disengage the button 206 or press 
a button 206 to indicate the conclusion of the proposed 
movement. The command interpreter 124 may according 
identify a second articulation angle and second angle of 
rotation according to the new orientation of the wireless 
controller 134. In other examples, the command interpreter 
124 may receive updated location information from the 
wireless controller 134 to determine the new desired orien 
tation by polling or reception of messages indicative of 
location changes, without requiring an explicit additional 
action from the operator indicating when to capture the new 
location (e.g., by way of a button 206 press). 
0042 Based on the reference input and the second input, 
the command interpreter 124 may determine a sequence of 
one or more commands to be performed by the system 100 
to move the instrument 109 to the desired position. For 
example, the command interpreter 124 may determine to 
perform an articulation command based on a change in 
articulation angle between the reference location and the 
second location. As another example, the command inter 
preter 124 may determine to perform a rotation command 
based on a change in rotation between the reference location 
and the second location. As yet a further example, the 
command interpreter 124 may determine to perform both an 
articulation command and also a rotation command. 
0043 FIG. 6 illustrates an exemplary process 600 for 
controlling an instrument 109 using a wireless controller 
134. The process 600 may be performed by various devices, 
Such as by a system 100 including a command interpreter 
124 in communication with a wireless controller 134. 

0044. In block 602, the command interpreter 124 identi 
fies a reference location of the wireless controller 134. For 
example, an operator may align the wireless controller 134 
in a position consistent with that of a catheter 106 or other 
instrument 109 displayed on a display monitor 122. Once the 
wireless controller 134 is oriented consistent with the instru 
ment 109 positioning, the operator may engage a button 206 
on the wireless controller 134. The command interpreter 124 
may accordingly receive location information from the two 
body elements 202, and may identify a reference rotation 
and articulation input according an angle defined between 
the two body elements 202 of the wireless controller 134 and 
a plane defined by the orientation of the two body elements 
202 of the wireless controller 134. 

0045. In block 604, the command interpreter 124 identi 
fies a second location of the wireless controller 134. For 
example, the operator may further move the wireless con 
troller 134 to a new desired orientation for the instrument 
109, and may disengage the button 206 or press a button 206 
to indicate the conclusion of the proposed movement. The 
command interpreter 124 may according identify a second 
reference rotation and articulation input from the wireless 
controller 134. As another example, rather than requiring a 
button 206 press or other indication of when to capture the 
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section location, the command interpreter 124 may instead 
continuously (or periodically) update with the location infor 
mation of the wireless controller 134. For instance, the 
command interpreter 124 may identify the second location 
of the wireless controller 134 due to receiving an indication 
of operator movement of the wireless controller 134, or 
based on periodically polling the wireless controller 134 for 
location information. 
0046. In block 606, the command interpreter 124 deter 
mines a sequence of catheter commands to use to adjust a 
current catheter position. As an example, the command 
interpreter 124 may determine to perform an insert or retract 
command based on a change in distance between the two 
body elements 202 of the wireless controller 134. As another 
example, the command interpreter 124 may determine to 
perform an articulation command based on a change in 
articulation angle between the reference location and the 
second location, and/or to rotation command based on a 
change in rotation between the reference location and the 
second location. 
0047. In block 608, the command interpreter 124 receives 
verification of the sequence of catheter commands. For 
example, the command interpreter 124 may provide an 
audible prompt to the operator, and may receive voice 
confirmation to perform the sequence of catheter commands 
using voice recognition functionality of the command inter 
preter 124. As another example, the operator may accept the 
sequence of catheter commands according to gesture input 
or further input using the wireless controller 134, such as 
pressing a button 206. 
0048. In block 610, the command interpreter 124 pro 
vides the sequence of catheter commands to the instrument 
109. Thus, the command interpreter 124 may cause the 
system 100 to perform the requested catheter 106 move 
ments. After block 610, the process 600 ends. 
0049. Thus, by way of the command interpreter 124, the 
system 100 may provide for instrument 109 control using 
additional input sources, such as voice, gesture, and wireless 
controllers 134. As a result, an operator may no longer be 
tied to a particular location in the operating room. Moreover, 
the operator workstation 114 may be reduced in size or in 
Some cases eliminated (e.g., in favor of a more space 
efficient bedside monitor 123), thereby freeing up valuable 
real estate inside the operating room for use to store equip 
ment, Supplies, or provide better patient access. 
0050. In some examples, system elements may be imple 
mented as computer-readable instructions (e.g., Software) on 
one or more computing devices (e.g., servers, personal 
computers, etc.), stored on computer readable media asso 
ciated therewith (e.g., disks, memories, etc.). A computer 
program product may comprise Such instructions stored on 
computer readable media for carrying out the functions 
described herein. The software executed by the operator 
workstation 114 or command interpreter 124 may be one 
Such computer program product. In some example, the 
operator workstation 114 or command interpreter 124 soft 
ware when executed by one or more processors may provide 
the operations described herein. Alternatively, the software 
may be provided as hardware or firmware, or combinations 
of software, hardware and/or firmware. 
0051. With regard to the processes, systems, methods, 
heuristics, etc. described herein, it should be understood 
that, although the steps of Such processes, etc. have been 
described as occurring according to a certain ordered 
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sequence, such processes could be practiced with the 
described steps performed in an order other than the order 
described herein. It further should be understood that certain 
steps could be performed simultaneously, that other steps 
could be added, or that certain steps described herein could 
be omitted. In other words, the descriptions of processes 
herein are provided for the purpose of illustrating certain 
embodiments, and should in no way be construed so as to 
limit the claims. 

0.052 Accordingly, it is to be understood that the above 
description is intended to be illustrative and not restrictive. 
Many embodiments and applications other than the 
examples provided would be apparent upon reading the 
above description. The scope should be determined, not with 
reference to the above description, but should instead be 
determined with reference to the appended claims, along 
with the full scope of equivalents to which such claims are 
entitled. It is anticipated and intended that future develop 
ments will occur in the technologies discussed herein, and 
that the disclosed systems and methods will be incorporated 
into such future embodiments. In sum, it should be under 
stood that the application is capable of modification and 
variation. 

0053 All terms used in the claims are intended to be 
given their broadest reasonable constructions and their ordi 
nary meanings as understood by those knowledgeable in the 
technologies described herein unless an explicit indication to 
the contrary in made herein. In particular, use of the singular 
articles such as “a,” “the “said,' etc. should be read to 
recite one or more of the indicated elements unless a claim 
recites an explicit limitation to the contrary. 
0054 The Abstract of the Disclosure is provided to allow 
the reader to quickly ascertain the nature of the technical 
disclosure. It is submitted with the understanding that it will 
not be used to interpret or limit the scope or meaning of the 
claims. In addition, in the foregoing Detailed Description, it 
can be seen that various features are grouped together in 
various embodiments for the purpose of streamlining the 
disclosure. This method of disclosure is not to be interpreted 
as reflecting an intention that the claimed embodiments 
require more features than are expressly recited in each 
claim. Rather, as the following claims reflect, inventive 
Subject matter lies in less than all features of a single 
disclosed embodiment. Thus the following claims are 
hereby incorporated into the Detailed Description, with each 
claim standing on its own as a separately claimed subject 
matter. 

What is claimed is: 

1. A system configured to receive a user input and control 
an instrument based on the user input, the system compris 
ing: 

a wireless controller for receiving a user input, the wire 
less controller comprising: 
a first body element including a first location measure 
ment device, and 

a second body element including a second location 
measurement device, wherein the first body element 
is movable relative to the second body element in six 
degrees of freedom; and 

a command interpreter configured to: 
receive first location information from the first and 

second location measurement devices, 
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identify a first location of the first body element relative 
to the second body element from the first location 
information, 

receive second location information from the first and 
second location measurement devices, 

identify a second location of the first body element 
relative to the second body element from the second 
location information, 

detect the user input based on the first location and the 
second location, the user input comprising motion of 
the first body element relative to the second body 
element, and 

determine a sequence of instrument commands for 
adjusting, in accordance with the user input, a posi 
tion or orientation of an instrument coupled to an 
instrument driver. 

2. The system of claim 1, wherein the wireless controller 
further comprises a flexible connection physically connect 
ing the first body element to the second body element while 
providing for movement of the first body element relative to 
the second body element. 

3. The system of claim 1, wherein the wireless controller 
further comprises a wireless transmitter configured to trans 
mit the first location information and the second location 
information. 

4. The system of claim 1, wherein the command inter 
preter is in wireless communication with the wireless con 
troller. 

5. The system of claim 1, wherein the first body element 
and the second body element are communicatively coupled 
via a wireless connection. 

6. The system of claim 1, further comprising an instru 
ment driver configured to receive the sequence of instrument 
commands from the command interpreter and execute the 
sequence of instrument commands to adjust the position or 
orientation of the instrument coupled to the instrument 
driver. 

7. The system of claim 1, wherein the sequence of 
instrument commands is configured to adjust at least one of 
instrument rotation, instrument articulation angle, instru 
ment insertion amount, and instrument insertion speed. 

8. The system of claim 1, wherein the sequence of 
instrument commands comprises an articulation command 
determined based on a change in articulation angle between 
the first location and the second location. 

9. The system of claim 1, wherein the first location 
comprises an initial articulation angle defined by an angle 
between the first body element and the second body element. 

10. The system of claim 1, wherein the sequence of 
instrument commands comprises a rotation command deter 
mined based on a change in rotation between the first 
location and the second location. 

11. The system of claim 1, wherein the first location 
comprises an initial angle of rotation defined by an orien 
tation of a plane shared by the first body element and the 
second body element. 

12. The system of claim 1, wherein the sequence of 
instrument commands comprises an insertion or retraction 
command determined based on a change in distance between 
the first and second body elements in the first location and 
the first and second body elements in the second location. 
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13. The system of claim 1, wherein the command inter 
preter is further configured to: 

receive a user interface action configured to cause the 
command interpreter to identify the first location; and 

receive a second user interface action configured to cause 
the command interpreter to identify the second loca 
tion. 

14. The system of claim 1, wherein the command inter 
preter is further configured to receive an operator confirma 
tion of the determined sequence of instrument commands. 

15. A method of translating a user input into a command 
for a robotic instrument driver, the method comprising: 

receiving a user input at a wireless controller, the wireless 
controller comprising a first body element and a second 
body element, wherein the first body element is mov 
able relative to the second body element in six degrees 
of freedom; 

identifying, by a command interpreter, a first location of 
the first body element relative to the second body 
element; 

identifying, by the command interpreter, a second loca 
tion of the first body element relative to the second 
body element, 

detecting the user input based on the first location and the 
second location, the user input comprising motion of 
the first body element relative to the second body 
element, and 

determining a sequence of instrument commands for 
adjusting, in accordance with the user input, a position 
or orientation of an instrument coupled to an instrument 
driver. 

16. The method of claim 15, wherein adjusting the posi 
tion or orientation of the instrument comprises adjusting at 
least one of instrument rotation, instrument articulation 
angle, instrument insertion amount, and instrument insertion 
speed. 

17. The method of claim 15, wherein detecting the user 
input comprises detecting at least one of a: change in a 
rotation angle, a change in an articulation angle, and a 
change in distance between the first and second body 
elements of the wireless controller. 

18. The method of claim 15, wherein identifying a first 
location comprises identifying at least one of an initial 
articulation angle defined by an angle between the first body 
element and the second body element, and an initial angle of 
rotation defined by an orientation of a plane shared by the 
first body element and the second body element. 

19. The method of claim 15, further comprising: 
receiving a user interface action configured to cause the 
command interpreter to identify the first location; and 

receiving a second user interface action configured to 
cause the command interpreter to identify the second 
location. 

20. The method of claim 15, further comprising: 
receiving operator confirmation of the determined 

sequence of instrument commands; and 
providing the determined sequence of instrument com 
mands to the instrument driver to perform the sequence 
of commanded instrument adjustments. 
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