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(57) Abstract: Methods and apparatus are provided to monitor
items on a storage unit (12). Some embodiments provide a sys-
tem for monitoring items held on a storage unit (12), comprising:
a scanner device (111) configured to capture a 3D model of the
storage unit (12); a memory (130) contigured to store a baseline
3D model of the storage unit (12) in a predetermined stocked
state and a plurality of 3D item models, each 3D item model cor-
responding to an item intended to be held on the storage unit
(12); a difference extraction unit (140) configured to compare
the captured 3D model to the baseline 3D model and generate
3D difference data corresponding to a difference between the
captured and baseline 3D models, and a product identification
unit (150) configured to identity items present in the 3D ditfer-
ence data based on the stored plurality of 3D item models.
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ITEM MONITORING SYSTEM AND METHOD
FIELD OF THE INVENTION
This invention relates to item monitoring systems and methods.
BACKGROUND OF THE INVENTION

Modern retail stores sell a wide variety of items, including foodstuffs, home and kitchen goods,
electronic goods, clothing, sporting goods and so on. Typically, the items are displayed on
storage units with other similar products. Often the storage units are shelving units, though of
course other forms of storage unit are often employed. The items are removed from the
display units by customers, and taken to a point of sale or checkout to be purchased, and the

units are replenished with items by retail store staff on a periodic basis.

In one example, the items on the units are replenished periodically. For example, the units
may be replenished after the store closes each day. In such an example, if a particular item
on the unit is exhausted during the day, it may not be replaced until several hours later,
potentially resulting in lost sales. Equally, if instead retail store staff attempt to replenish the
items on a more frequent basis, it may be the case that not enough of the items have been
sold to warrant replenishment.

Increasingly, retail stores stay open for longer hours to provide greater customer convenience,
with some stores opening 24 hours a day. In such stores, the replenishment of items must
take place during the opening hours of the store. Consequently, there is a desire to replenish
the units in such a way that customers are minimally inconvenienced by the presence of

containers of stock on the shop floor.

In other examples, the items on the units may be replenished on an ad hoc basis, for example
on the basis of a staff member inspecting the retail units and noting which items require
replenishment. Whilst this may be manageable in a small store and in quiet periods, in large
retail stores, such a system is error prone and difficult to manage in today’s very large retail
stores, which can occupy areas well in excess of 10,000m2 and stock hundreds of thousands

of different products.

A further difficulty arises in that items may be removed from the storage units by customers or
staff and later incorrectly replaced thereon, leading to untidy and visually unappealing storage

units. Also, the storage units may not be correctly stocked when the items are replenished by
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store staff. These erroneously displayed items may inconvenience other shoppers and may

result in fewer sales of the items displayed on the untidy units.

SUMMARY OF THE INVENTION

Some embodiments of the present invention address at least some of the above difficulties, or
other difficulties which will be appreciated from the description below. Further some
embodiments provide convenient, accurate and cost effective systems and methods for

monitoring the items on a storage unit.

According to some embodiments, there is provided a system for monitoring items held on a

storage unit, comprising:

a scanner device configured to capture a 3D model of the storage unit;

a memory configured to store a baseline 3D model of the storage unit in a
predetermined stocked state and a plurality of 3D item models, each 3D item model

corresponding to an item intended to be held on the storage unit;

a difference extraction unit configured to compare the captured 3D model to the
baseline 3D model and generate 3D difference data corresponding to a difference between the

captured and baseline 3D models, and

a product identification unit configured to identify items present in the 3D difference data

based on the stored plurality of 3D item models.

In one embodiment, the product identification unit is further configured to determine a stock

level based on the identified items.

In one embodiment, the product identification unit is configured to identify items by determining
whether a plurality of dimensions of the 3D difference data are within a tolerance of a plurality
of dimensions of each 3D item model.

In one embodiment, the memory is further configured to store a location database comprising
an intended location on the storage unit of each of the plurality of 3D item models, and the
product identification unit is configured identify items by comparing the intended location and

actual location.
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In one embodiment, the product identification unit is configured to identify an incorrectly placed

item based on the comparison of intended and actual locations.

In one embodiment, the system further comprises an alert generation unit configured to
generate an alert if the determined stock level is less than a predetermined stock level, and

transmit the alert to a user device coupled to the system by a communication network.
In one embodiment, the scanner device is configured to periodically capture the 3D model at a
predetermined time interval, and the memory is configured to store the determined stock level

associated with each captured 3D model.

In one embodiment, the scanner device comprises a portable laser scanner adapted to be

operated by a user.

In one embodiment, the system further comprises a baseline generation unit configured to

generate the baseline 3D model by combining a plurality of smaller models.

In one embodiment, the baseline 3D model of the storage unit is a part of a larger 3D model of

a retail store.

According to some embodiments, there is provided a method of monitoring items held on a

storage unit, the method comprising:

capturing a 3D model of the storage unit;

comparing the captured 3D model to a baseline 3D model;

generating 3D difference data corresponding to a difference between the captured and

baseline 3D models, and

identifying items present in the 3D difference data based on a stored plurality of 3D item

models, each 3D item model corresponding to an item intended to be held on the storage unit.

BRIEF DESCRIPTION OF THE DRAWINGS

For a better understanding of the invention, and to show how embodiments of the same may

be carried into effect, reference will now be made, by way of example, to the accompanying

diagrammatic drawings in which:
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Figure 1 is a schematic plan view of an exemplary retail store in which an exemplary system

for monitoring items operates;

Figure 2 is a schematic perspective view of exemplary storage units on which an exemplary

system for monitoring items operates;

Figure 3 is a block diagram of an exemplary system for monitoring items;

Figure 4A is a cross-sectional view of an exemplary storage unit in a fully stocked state and

the resulting 3D model generated by an exemplary system for monitoring items;

Figure 4B is a cross-sectional view of an exemplary storage unit in a partially stocked state

and the resulting 3D model generated by an exemplary system for monitoring items;

Figure 4C is a diagram illustrating the operation of an exemplary difference extraction unit of

an exemplary system for monitoring items in use; and

Figure 5 is a flowchart of an exemplary method of monitoring items.

DETAILED DESCRIPTION

Embodiments in accordance with the present invention may be embodied as an apparatus,
method, or computer program product. Accordingly, the present invention may take the form of
an entirely hardware embodiment, an entirely software embodiment (including firmware,
resident software, micro-code, etc.), or an embodiment combining software and hardware
aspects that may all generally be referred to herein as a “module” or “system.” Furthermore,
the present invention may take the form of a computer program product embodied in any
tangible medium of expression having computer-usable program code embodied in the

medium.

Any combination of one or more computer-usable or computer-readable media may be
utilized. For example, a computer-readable medium may include one or more of a portable
computer diskette, a hard disk, a random access memory (RAM) device, a read-only memory
(ROM) device, an erasable programmable read-only memory (EPROM or Flash memory)
device, a portable compact disc read-only memory (CDROM), an optical storage device, and a
magnetic storage device. Computer program code for carrying out operations of the present

invention may be written in any combination of one or more programming languages.
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Embodiments may also be implemented in cloud computing environments. In this description
and the following claims, “cloud computing” may be defined as a model for enabling
ubiquitous, convenient, on-demand network access to a shared pool of configurable computing
resources (e.g., networks, servers, storage, applications, and services) that can be rapidly
provisioned via virtualization and released with minimal management effort or service provider

interaction, and then scaled accordingly.

The flowchart and block diagrams in the flow diagrams illustrate the architecture, functionality,
and operation of possible implementations of systems, methods, and computer program
products according to various embodiments of the present invention. In this regard, each block
in the flowchart or block diagrams may represent a module, segment, or portion of code, which
comprises one or more executable instructions for implementing the specified logical
function(s). It will also be noted that each block of the block diagrams and/or flowchart
illustrations, and combinations of blocks in the block diagrams and/or flowchart illustrations,
may be implemented by special purpose hardware-based systems that perform the specified
functions or acts, or combinations of special purpose hardware and computer instructions.
These computer program instructions may also be stored in a computer-readable medium that
can direct a computer or other programmable data processing apparatus to function in a
particular manner, such that the instructions stored in the computer-readable medium produce
an article of manufacture including instruction means which implement the function/act

specified in the flowchart and/or block diagram block or blocks.

In overview, some embodiments of the present invention take a baseline scan of the
environment of a storage unit, such as a shelf, when it is correctly stocked and subsequently
take periodic scans of the same unit to assess whether there has been any change. In some
embodiments 3D pattern matching can be utilised to identify specific products. As a result of
such monitoring, alerts can be generated at appropriate times to alert members of staff that

restocking is required.

Figure 1 shows a schematic view of a physical environment in which embodiments of the
invention may operate. In one example, the physical environment is a retail store 10. The
retail store 10 comprises a plurality of storage units 12, each of which stores and displays
items available for sale in the retail store.

Typically, the storage units 12 comprise a number of shelves to hold the items, and are
arranged so as to define a plurality of aisles 11. Customers move around the retail store 10,
progressing up and down the aisles 11 and selecting the items that they wish to purchase,

before progressing to a checkout (not shown) to pay for the items.
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In addition to the storage units 12 arranged to define the aisles 11, the retail store 10 may also
comprise storage units 12 of differing configurations. For example, free-standing storage units
12A may be placed around the retail store 10, or additional display units 12B arranged on the
end of the aisles 11. In further examples, the storage units 12 may be freezer storage units
12C for storing frozen goods, comprising several freezer cabinets 12C-1 disposed above chest
freezers 12C-2. It will be understood by those skilled in the art that a variety of further types of
storage units 12 may be employed within the retail 10, and that the embodiments described

below are not dependent upon any particular arrangement or type of storage unit 12.

It will be further understood that the embodiments described below could equally be applied to
other physical environments in which the monitoring of items on storage units 12 is desired.
For example, the physical environment may be a warehouse in which stock is held, such as a

warehouse attached to a retail store 10.

An example storage unit 12 will now be described with reference to Figure 2. Figure 2 shows
a front perspective view of two storage units 12-1 and 12-2. Each of the storage units 12-1
and 12-2 comprise a plurality of shelves 13, on which the stock is held for display. It will be
understood that the humber of shelves 13 may be varied, for example according to the size of

the goods to be displayed thereon.

In the example shown in Figure 2, both shelves 13 of the storage unit 12-1 are arranged to
hold a plurality of items of a first product line 14A. On the other hand, the storage unit 12-2 is
arranged to hold items of a second product line 14B on its upper shelf 13, and items of a third
product line 14C on its lower shelf 13. The storage units 12-1 and 12-2 are shown in a fully-
stocked state. As will be appreciated from Figure 2, the desired level of stock on each shelf 13
may vary according to the nature of the product, the size of the packaging and so on.
Although in this example each shelf 13 holds items from a single product line 14, it will be

understood that each shelf 13 may instead hold a plurality of product lines 14.

Figure 3 shows a schematic diagram of an example system 100 for monitoring items held on

storage units 12.

In one example, the system 100 comprises a scanning apparatus 110, a controller 120, a
memory 130, a difference extraction unit 140, a product identification unit 150 and an alert

generation unit 160.

The scanning apparatus 110 comprises one or mote 3D scanning devices 111. The or each
3D scanning device 111 is configured to scan the interior of the retail store 10, and particularly

the storage units 12 therein and capture scan data representing the scanned area. In one
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example, the 3D scanning device 111 is a laser range finding device, configured to emit a
pulse of light, receive the reflection of the emitted pulse from the surface of an object (e.g. a
storage unit 12), and calculate the distance from the 3D scanning device 111 to the object
based on the round-trip time of the pulse. The 3D scanning device 111 may calculate the
distance of a large number of points (for example, millions or billions of points), thereby

forming a point cloud which represents the scanned area.

In one example, the 3D scanning device 111 is a stationary 3D scanning device, placed in a
fixed position within the retail store 10 so as to capture a scan. For example, the device 111
may be mounted to the ceiling of the store 10, or some other convenient vantage point which
allows the device 111 to scan the portion of the retail store 10 which is of interest. In one
example, the 3D scanning device 111 may be configured to be movable within the retail store
10. For example, the 3D scanning device 111 may be mounted on rails (not shown) in the
ceiling of the store 10, so as to be conveyed along a predetermined path whilst scanning. In
one example, the 3D scanning device 111 is a portable scanner, which may be held by a user
whilst in use. It will be understood that the scanning apparatus 110 may comprise a mixture of
the above-mentioned types of scanning device 111. For example, a stationary or rail-mounted
scanning device 111 may be used to capture models of the whole store 10, or may be
configured so as to capture models on a periodic basis, and a portable scanner may be used

by a member of staff to scan a particular storage unit 12 of interest on an ad hoc basis.

The scanning apparatus 110 further comprises a model generation unit 112 configured to
generate a 3D model from the scan data. In one example, the model generation unit 112
creates a polygonal mesh, in which the points of the point cloud are filled with polygons, such
as triangles. In one example, the model generation unit 112 is configured to apply a 3D model
simplification algorithm, which reduces the humber of surfaces present in the model in order to
reduce processing overheads, whilst still retaining sufficient detail in the model to accurately

capture the dimensions of the items on the storage units 12.

In one example, the system 100 further comprises a baseline generation unit (not shown)
configured to combine a plurality of smaller 3D models so as to create a single 3D model. For
example, if scans are taken of several regions of the store, respective 3D models of each
region result. The baseline generation unit is configured to identify areas of overlap between
the respective models and “stitch” together the respective models, resulting in the single 3D
model. In one example, the baseline generation unit may be part of the model generation unit
112.

In one example, the scanning apparatus 110 is configured to capture a baseline model of the

retail store 10. The baseline model corresponds to the retail store 10 in a predetermined state,
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such as a state in which all of the storage units 12 are fully and correctly stocked with items.
The scanning apparatus is further configured to capture further models of the retail store 10

during normal operation.

The controller 120 is configured to control the operations of the system 100 and manage

access to the memory 130. The controller 120 may comptrise a processor.

The memory 130 comprises a scan storage 131, a product database 132 and a product

location database 133.

The scan storage 131 is configured to store the 3D models generated by the scanning
apparatus 110, including a captured baseline 3D model of the retail store 10 in a

predetermined state.

The product database 132 is configured to store 3D models of items of each product line 14
stocked by the retail store 10. These models may be routinely captured by the retailer as new
product lines 14 are stocked by the retail store 10. In one example, the product database 132
is updated periodically with models of new product lines 14. In one example, the product
database 132 is also configured to store the desired quantity of each product line 14. In one
example, the product database 132 is configured to store the actual determined quantity of

each product line 14, at a given point in time.

The product location database 133 is configured to store the intended location of each product
line 14 within the store 10. In one example, the intended location is expressed in terms of a
reference to the storage unit 12 and shelf 13 thereof on which the product line 14 should be
displayed. In one example, the intended location is expressed in terms of spatial coordinates

within a 3D model of the retail store 10.

The difference extraction unit 140 is configured to identify and extract the differences between
3D models of the same region or area of the store 10. Particularly, the difference extraction
unit 140 is operable to perform a comparison of two 3D models, identify the regions in the 3D
model which differ, and generate difference data corresponding to the differing regions. In one
example, the difference data comprises a 3D model of the differing region. Particularly, the
difference extraction unit 140 is configured to extract the differences between the baseline
model and subsequent models of the retail store 10 in operation. In examples where the
subsequent models relate to only a part of the retail store 10, the difference extraction unit 140
is configured to compare the subsequent model to only the corresponding portion of the

baseline model, rather than the whole baseline model.
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The product identification unit 150 is configured to identify the items present within the
difference data, based on the 3D models of items stored in the product database 132. The
difference data is compared to each of the 3D models stored in the product database 132. A
portion of the difference data which has physical dimensions matching that of a 3D model of
an item may be determined to be that item. In the case where the difference data refers to a
plurality of items, the product identification unit 150 is configured to identify each item present
in the difference data. The product identification unit 150 is configured to generate product
difference data, which represents which product items, and the quantity thereof, and which are
present in one scan but not another scan. Accordingly, the product identification unit 150 may
identify and quantify the items which are present in the baseline model, but missing from a

subsequently captured model.

In one example, the product identification unit 150 is further configured to identify items which
are not placed in their intended location within the retail store 10, for example, items which
have been placed on the wrong storage unit 12 or shelf 13. The product identification unit
examines the product difference data, and identifies any products which are not present in the
baseline model, but which are present in the subsequent scan. The identified products are
then compared with their intended location, as stored in the product location database 133.
Based on the comparison, the product identification unit generates misplaced item data,
detailing the current position of each misplaced item. The misplaced item data may further

comprise the correct location of the misplaced item.

In one example, the product identification unit 150 determines a stock level of each product
line 14 based on the product difference data. The stock level is determined by retrieving the
desired quantity of items of the product line 14 from the product database 132, and subtracting
therefrom the quantity of that product line 14 which is determined to be missing based on the

product difference data.

The alert generation unit 160 is configured to generate an alert based on the determinations
made by the product identification unit 150, and transmit the generated alert to a user terminal
170. In one example, the alert generation unit 160 is coupled to a user terminal 170 by means
of a suitable communication network. The user terminal 170 may be any suitable electronic
device, including, but not limited to, a personal computer, a tablet computer, a smart phone, or

a wearable device.

The alert generation unit 160 is configured to generate and transmit an alert when the product
difference data and the misplaced item data meet certain criteria. In one example, if the
determined stock level of a product line 14 is lower than a predetermined threshold, the alert

generation unit 160 generates an alert indicating that the items should be replenished.
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An example of the system 100 in use will now be described with reference to Figures 4A-C.

Figure 4A shows a cross-sectional view of the storage unit 12-2 in a fully stocked state. The
storage unit 12-2 comprises two shelves 13. The upper shelf 13 holds a plurality of product

items 14B and the lower shelf 13 holds a plurality of product items 14C.

Firstly, the scanning apparatus 110 captures a baseline 3D model 201 of the storage unit 12-2
in the fully stocked state. In one example, the 3D scanning device 111 is directed towards the
storage 12-2 and a point cloud based on a large number of distance measurements. The
model generation unit 112 subsequently generates a 3D model 201 from the point cloud, for

example by transforming the point cloud into a polygonal mesh.

In one example, the capture of the baseline model 201 of the storage unit 12-2 may form part
of a larger process of capturing a baseline model of the entire retail store 10. The baseline
model may be composed by the baseline generation unit combining a plurality of captured
models. For example several models may be captured of areas of the store 10, and combined

to create one baseline model.

Optionally, the model generation unit 112 applies a 3D model simplification algorithm, so as to
reduce the number of polygons present therein. A cross-sectional representation of the

captured 3D baseline model 201 is shown in Figure 4A.

Next, the controller 120 stores the captured baseline in the scan storage 131 of the memory
130. The product database 132 and product location database 133 are pre-populated with
details of the product items 14 and their intended location.

Next, the scanning apparatus 110 captures a subsequent 3D model 202 of the storage unit 12-
2. Figure 4B shows the storage unit 12-2 in a partially stocked state, wherein several of the
product items 14B and 14C have been removed. The 3D model 202 is then generated in the

same way or a similar way as the baseline 3D model 202.

Next, as shown in Figure 4C, the difference extraction unit 140 compares the baseline 3D
model 201 and the subsequent 3D model 202. The comparison results in difference data 203,

which represents the difference between the two models 201 and 202.

Next, the product identification unit 150 determines the product items present in the difference
data 203, based on the 3D models stored in the product database 132. In the example shown

in Figure 4C, the product identification unit determines that a first region 203A of the difference
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data corresponds to three items of product 14B and a second region 203B of the difference

data corresponds to two items of product 14C.

Optionally, the product identification unit 150 determines if the difference data 203 comprises
any misplaced items, based on the product location database 133. In one example, the
product identification unit 150 generates misplaced item data detailing the current position of
any misplaced items. In one example, the misplaced item data also includes the correct,

intended position of the misplaced items.

Next, the product identification unit 150 determines the stock level of the product lines 14B and
14C present on the storage unit 12-2. The product identification unit 150 queries the product
database 132 to establish the intended stock level of each item. For example, the product
identification unit 150 may establish that the storage unit 12-2 is intended to hold 6 items of
product 14B. Subsequently, the product identification unit 150 determines the stock level by
subtracting the number of items 14B present in the difference data 203 (i.e. 3) from the
intended stock level. In the example of Figure 4C, the product identification unit 150
determines that the stock level of product 14B is 3. The system 100 stores the determined
stock level in the product database 132.

In the event that the determined stock level of a particular product line 14 falls below a given
threshold, the alert generation unit 160 generates an alert and transmits the alert to the user
terminal 170. In one example, the alert indicates that the product line 14 needs replenishment.
In one example, each product line 14 is delivered to the retail store in a plurality of packages,
each package comprising a fixed number of items. For example, a given product may be
supplied in a box comprising 25 items. In such an example, the threshold may be set based
on the number of items in each package, such that an alert is only triggered when there is

enough room on the storage unit 12 to add a whole package of stock.

In the event that the product identification unit 150 determines that items have been misplaced
on the storage unit 12, the alert generation unit 160 generates an alert based on the misplaced
item data and transmits the alert to the user terminal 170. In one example, the alert details the

current position of the misplaced items and the correct position of the misplaced items.
Accordingly, members of retail store staff operating the user terminal 170 can be conveniently
informed of product lines 14 in need of replenishment, or product items which have been

incorrectly placed on their respective storage units 12.

Figure 5 is a flowchart of an exemplary method of monitoring items on a storage unit.
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The method includes the step S51 comprises capturing a 3D model of the storage unit 12,
using the scanning apparatus 110. The method includes the step S52 of comparing the
captured 3D model to a stored baseline 3D model, using the difference extraction unit 140.
The method includes the step S53 of generating 3D difference data corresponding to a
difference between the captured and baseline 3D models, using the difference extraction unit
140. The method includes the step S54 of identifying items present in the 3D difference data
based on a stored plurality of 3D item models, each 3D item model corresponding to an item
intended to be held on the storage unit 12, using the product identification unit 150. Further

steps may be included in the method, as have been described herein.

The above-described systems and methods may advantageously allow a retail store to
conveniently monitor the level of stock held on storage units in the retail store. The systems
and methods may ensure that store staff are alerted to any relevant changes in stock level, so
that appropriate replenishment can take place. Consequently, the storage units may be more
easily maintained in a well stocked state, thereby avoiding customer inconvenience associated
with items being out-of-stock. In addition, staff time spent examining the state of storage units
and manually determining the stock level of items held thereon is saved. Furthermore, staff
time spent needlessly attempting to refill storage units which have not been sufficiently

depleted to warrant replenishment is saved.

The above-described systems and methods may also advantageously allow a retail store to
conveniently identify and correct misplaced items on storage units. Consequently, customer
confusion regarding the misplaced items is avoided, and the general appearance of the retail

store may be improved, thereby increasing shopper convenience and sales of goods.

Attention is directed to all papers and documents which are filed concurrently with or previous
to this specification in connection with this application and which are open to public inspection
with this specification, and the contents of all such papers and documents are incorporated

herein by reference.

All of the features disclosed in this specification (including any accompanying claims, abstract
and drawings), and/or all of the steps of any method or process so disclosed, may be
combined in any combination, except combinations where at least some of such features

and/or steps are mutually exclusive.

Each feature disclosed in this specification (including any accompanying claims, abstract and
drawings) may be replaced by alternative features serving the same, equivalent or similar
purpose, unless expressly stated otherwise. Thus, unless expressly stated otherwise, each

feature disclosed is one example only of a generic series of equivalent or similar features.
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The invention is not restricted to the details of the foregoing embodiment(s). The invention
extends to any novel one, or any novel combination, of the features disclosed in this
specification (including any accompanying claims, abstract and drawings), or to any novel one,

or any novel combination, of the steps of any method or process so disclosed.
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CLAIMS:

1. A system for monitoring items held on a storage unit, comprising:

a scanner device configured to capture a 3D model of the storage unit;

a memory configured to store a baseline 3D model of the storage unit in a
predetermined stocked state and a plurality of 3D item models, each 3D item model

corresponding to an item intended to be held on the storage unit;

a difference extraction unit configured to compare the captured 3D model to the
baseline 3D model and generate 3D difference data corresponding to a difference between the

captured and baseline 3D models, and

a product identification unit configured to identify items present in the 3D

difference data based on the stored plurality of 3D item models.

2. The system of claim 1, wherein the product identification unit is further configured

to determine a stock level based on the identified items.

3. The system of claim 1 or claim 2, wherein the product identification unit is
configured to identify items by determining whether a plurality of dimensions of the 3D

difference data are within a tolerance of a plurality of dimensions of each 3D item model.

4. The system of any of claims 1 to 3, wherein:
the memory is further configured to store a location database comprising an intended
location on the storage unit of each of the plurality of 3D item models, and
the product identification unit is configured identify items by comparing the

intended location and actual location.

5. The system of claim 4, wherein the product identification unit is configured to

identify an incorrectly placed item based on the comparison of intended and actual locations.

6. The system of claim 2, wherein the system further comprises an alert generation
unit configured to generate an alert if the determined stock level is less than a predetermined
stock level, and transmit the alert to a user device coupled to the system by a communication

network.
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7. The system of claim 2, wherein the scanner device is configured to periodically
capture the 3D model at a predetermined time interval, and the memory is configured to store

the determined stock level associated with each captured 3D model.

8. The system of any preceding claim, wherein the scanner device comprises a

portable laser scanner adapted to be operated by a user.
9. The system of any preceding claim, wherein the system further comprises a
baseline generation unit configured to generate the baseline 3D model by combining a plurality

of smaller models.

10. The system of any preceding claim, wherein the baseline 3D model of the storage

unit is a part of a larger 3D model of a retail store

11. A method of monitoring items held on a storage unit, the method comprising:

capturing a 3D model of the storage unit;

comparing the captured 3D model to a baseline 3D model;

generating 3D difference data corresponding to a difference between the captured and

baseline 3D models, and

identifying items present in the 3D difference data based on a stored plurality of 3D item

models, each 3D item model corresponding to an item intended to be held on the storage unit.
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