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(57) ABSTRACT 

A signal processor which acquires a first signal, including a 
first desired Signal portion and a first undesired signal 
portion, and a Second Signal, including a Second desired 
Signal portion and a Second undesired signal portion, 
wherein the first and Second desired signal portions are 
correlated. The Signals may be acquired by propagating 
energy through a medium and measuring an attenuated 
Signal after transmission or reflection. Alternatively, the 
Signals may be acquired by measuring energy generated by 
the medium. A processor of the present invention generates 
a noise reference Signal that is a combination of the undes 
ired Signal portions and is correlated to both the first and 
Second undesired signal portions. The noise reference Signal 
is then used to remove the undesired portion of each of the 
first and Second measured signals. The processor of the 
present invention may be employed in physiological moni 
tors wherein the known properties of energy attenuation 
through a medium are used to determine physiological 
characteristics of the medium. Many physiological condi 
tions, such as the pulse of a patient or the concentration of 
a constituent in a medium, can be determined from the 
desired portion of the Signal after undesired Signal portions, 
Such as those caused by erratic motion, are removed. 
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SIGNAL PROCESSINGAPPARATUS AND 
METHOD 

FIELD OF THE INVENTION 

0001. The present invention relates to the field of signal 
processing. More Specifically, the present invention relates 
to the processing of measured signals to remove undesired 
portions when little is known about the undesired signal 
portion. 

BACKGROUND OF THE INVENTION 

0002 Signal processors are typically employed to 
remove undesired portions from a composite measured 
Signal including a desired Signal portion and an undesired 
Signal portion. If the undesired signal portion occupies a 
different frequency Spectrum than the desired signal, then 
conventional filtering techniqueS Such as low pass, band 
pass, and high pass filtering could be used to Separate the 
desired portion from the total Signal. Fixed single or multiple 
notch filters could also be employed if the undesired signal 
portions(s) exist at a fixed frequency(s). 
0003. However, it is often the case that an overlap in 
frequency Spectrum between the desired and undesired 
Signal portions does exist and the Statistical properties of 
both Signal portions change with time. In Such cases, con 
ventional filtering techniques are totally ineffective in 
extracting the desired Signal. If, however, a description of 
the undesired portion can be made available, adaptive noise 
canceling can be employed to remove the undesired portion 
of the Signal leaving the desired portion available for mea 
Surement. Adaptive noise cancelers dynamically change 
their transfer function to adapt to and remove the undesired 
Signal portions of a composite Signal. Adaptive noise can 
celers require a noise reference Signal which is correlated to 
the undesired signal portion. The noise reference signal is 
not necessarily a representation of the undesired signal 
portion, but has a frequency Spectrum which is Similar to 
that of the undesired Signal. In many cases, it requires 
considerable ingenuity to determine a noise reference Signal 
Since nothing is a priori known about the undesired signal 
portion. 
0004 One area where composite measured signals com 
prise a desired Signal portion and an undesired Signal portion 
about which no information can easily be determined is 
physiological monitoring. Physiological monitoring appara 
tuses generally measure Signals derived from a physiological 
System, Such as the human body. Measurements which are 
typically taken with physiological monitoring Systems 
include electron cardiographs, blood pressure, blood gas 
Saturation (Such as Oxygen Saturation), capnographs, heart 
rate, respiration rate, and depth of anesthesia, for example. 
Other types of measurements include those which measure 
the preSSure and quantity of a Substance within the body 
Such as breathalizer testing, drug testing, cholesterol testing, 
glucose testing, arterial carbon dioxide testing, protein test 
ing, and carbon monoxide testing, for example. The Source 
of the undesired signal portion in these measurements is 
often due to motion of the patient, both external and internal 
(muscle movement, for example), during the measurement 
proceSS. 

0005 Knowledge of physiological systems, such as the 
amount of oxygen in a patient's blood, can be critical, for 
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example during Surgery. Data can be determined by a 
lengthy invasive procedure of extracting and testing matter, 
Such as blood, from a patient, or by more expedient, non 
invasive measures. Many types of non-invasive measure 
ments can be made by using the known properties of energy 
attenuation as a Selected form of energy passes through a 
medium. 

0006 Energy is caused to be incident on a medium either 
derived from or contained within a patient and the amplitude 
of transmitted or reflected energy is then measured. The 
amount of attenuation of the incident energy caused by the 
medium is Strongly dependent on the thickness and compo 
Sition of the medium through which the energy must pass as 
well as the Specific form of energy Selected. Information 
about a physiological System can be derived from data taken 
from the attenuated Signal of the incident energy transmitted 
through the medium if the noise can be removed. However, 
non-invasive measurements often do not afford the oppor 
tunity to Selectively observe the interference causing the 
undesired signal portion, making it difficult to remove. 
0007. These undesired signal portions often originate 
from both AC and DC sources. The first undesired portion is 
an easily removed DC component caused by transmission of 
the energy through differing media which are of relatively 
constant thickness within the body, Such as bone, tissue, 
skin, blood, etc. Second, is an erratic AC component caused 
when differing media being measured are perturbed and 
thus, change in thickneSS While the measurement is being 
made. Since most materials in and derived from the body are 
easily compressed, the thickness of Such matter changes if 
the patient moves during a non-invasive physiological mea 
Surement. Patient movement can cause the properties of 
energy attenuation to vary erratically. Traditional Signal 
filtering techniques are frequently totally ineffective and 
grossly deficient in removing these motion induced effects 
from a signal. The erratic or unpredictable nature of motion 
induced undesired signal components is the major obstacle 
in removing them. Thus, presently available physiological 
monitors generally become totally inoperative during time 
periods when the patient moves. 

0008. A blood gas monitor is one example of a physi 
ological monitoring System which is based upon the mea 
Surement of energy attenuated by biological tissueS or Sub 
stances. Blood gas monitors transmit light into the tissue and 
measure the attenuation of the light as a function of time. 
The output signal of a blood gas monitor which is Sensitive 
to the arterial blood flow contains a component which is a 
waveform representative of the patient's arterial pulse. This 
type of Signal, which contains a component related to the 
patient's pulse, is called a plethysmographic wave, and is 
shown in FIG. 1 as curve Y. Plethysmographic waveforms 
are used in blood preSSure or blood gas Saturation measure 
ments, for example. AS the heartbeats the amount of blood 
in the arteries increases and decreases, causing increases and 
decreases in energy attenuation, illustrated, by the cyclic 
wave Y in FIG. 1. 

0009 Typically, a digit such as a finger, an ear lobe, or 
other portion of the body where blood flows close to the 
skin, is employed as the medium through which light energy 
is transmitted for blood gas attenuation measurements. The 
finger comprises Skin, fat, bone, muscle, etc., shown Sche 
matically in FIG. 2, each of which attenuates energy inci 
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dent on the finger in a generally predictable and constant 
manner. However, when fleshy portions of the finger are 
compressed erratically, for example by motion of the finger, 
energy attenuation becomes erratic. 
0010. An example of a more realistic measured wave 
form S is shown in FIG. 3, illustrating the, effect of motion. 
The desired portion of the signal Y is the waveform repre 
Sentative of the pulse, corresponding to the Sawtooth-like 
pattern wave in FIG. 1. The large, motion-induced excur 
Sions in Signal amplitude hide the desired Signal Y. It is easy 
to See how even Small variations in amplitude make it 
difficult to distinguish the desired Signal Y in the presence of 
a noise component n. 
0.011) A specific example of a blood gas monitoring 
apparatus is a pulse Oximeter which measures the Saturation 
of oxygen in the blood. The pumping of the heart forces 
freshly oxygenated blood into the arteries causing greater 
energy attenuation. The Saturation of oxygenated blood may 
be determined from the depth of the valleys relative to the 
peaks of two plethysmographic waveforms measured at 
Separate wavelengths. However, motion induced undesired 
Signal portions, or motion artifacts, must be removed from 
the measured signal for the Oximeter to continue the mea 
Surement during periods when the patient moves. 

SUMMARY OF THE INVENTION 

0012. The present invention is a signal processor which 
acquires a first signal and a Second Signal that is correlated 
to the first signal. The first Signal comprises a first desired 
Signal portion and a first undesired signal portion. The 
Second Signal comprises a Second desired Signal portion and 
a Second undesired signal portion. The Signals may be 
acquired by propagating energy through a medium and 
measuring an attenuated Signal after transmission or reflec 
tion. Alternatively, the Signal may be acquired by measuring 
energy generated by the medium. 
0013 The first and second measured signals are pro 
cessed to generate a noise reference Signal which does not 
contain the desired signal portions from either of the first or 
Second measured Signals. The remaining undesired signal 
portions from the first and Second measured signals are 
combined to form a noise reference Signal. This noise 
reference Signal is correlated to the undesired signal portion 
of each of the first and Second measured signals. 
0.014. The noise reference signal is then used to remove 
the undesired portion of each of the first and Second mea 
Sured signals via an adaptive noise canceler. An adaptive 
noise canceler can be described by analogy to a dynamic 
multiple notch filter which dynamically changes its transfer 
function in response to the noise reference Signal and the 
measured Signals to remove frequencies from the measured 
Signals that are also present in the noise reference Signal. 
Thus, a typical adaptive noise canceler receives the Signal 
from which it is desired to remove noise and a noise 
reference Signal. The output of the adaptive noise canceler is 
a good approximation to the desired Signal with the noise 
removed. 

0.015 Physiological monitors can often advantageously 
employ signal processors of the present invention. Often in 
physiological measurements a first Signal comprising a first 
desired portion and a first undesired portion and a Second 
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Signal comprising a Second desired portion and a Second 
undesired portion are acquired. The Signals may be acquired 
by propagating energy through a patient's body (or a mate 
rial which is derived from the body, such as breath, blood, 
or tissue, for example) and measuring an attenuated signal 
after transmission or reflection. Alternatively, the Signal may 
be acquired by measuring energy generated by a patient's 
body, Such as in electrocardiography. The Signals are pro 
cessed via the Signal processor of the present invention to 
acquire a noise reference Signal which is input to an adaptive 
noise canceler. 

0016 One physiological monitoring apparatus which can 
advantageously incorporate the features of the present 
invention is a monitoring System which determines a signal 
which is representative of the arterial pulse, called a plethyS 
mographic wave. This signal can be used in blood preSSure 
calculations, blood gas Saturation measurements, etc. A 
Specific example of Such a use is in pulse OXimetry which 
determines the Saturation of oxygen in the blood. In this 
configuration, the desired portion of the Signal is the arterial 
blood contribution to attenuation of energy as it passes 
through a portion of the body where blood flows close to the 
skin. The pumping of the heart causes blood flow to increase 
and decrease in the arteries in a periodic fashion, causing 
periodic attenuation wherein the periodic waveform is the 
plethysmographic waveform representative of the pulse. 

0017. A physiological monitor particularly adapted to 
pulse Oximetry OXygen Saturation measurement comprises 
two light emitting diodes (LED's) which emit light at 
different wavelengths to produce first and Second Signals. A 
detector registers the attenuation of the two different energy 
Signals after each passes through an absorptive media, for 
example a digit Such as a finger, or an earlobe. The attenu 
ated Signals generally comprise both desired and undesired 
Signal portions. A Static filtering System, Such as a band pass 
filter, removes a portion of the undesired signal which is 
Static, or constant, or outside of a known bandwidth of 
interest, leaving an erratic or random undesired Signal por 
tion, often caused by motion and often difficult to remove, 
along with the desired signal portion. 

0018 Next, a processor of the present invention removes 
the desired signal portions from the measured Signals yield 
ing a noise reference Signal which is a combination of the 
remaining undesired Signal portions. The noise reference 
Signal is correlated to both of the undesired signal portions. 
The noise reference Signal and at least one of the measured 
Signals are input to an adaptive noise canceler which 
removes the random or erratic portion of the undesired 
Signal. This yields a good approximation to the desired 
plethysmographic Signal as measured at one of the measured 
Signal wavelengths. AS is known in the art, quantitative 
measurements of the amount of oxygenated blood in the 
body can be determined from the plethysmographic Signal in 
a variety of ways. 

0019. One aspect of the present invention is a signal 
processor comprising a detector for receiving a first signal 
which travels along a first propagation path and a Second 
Signal which travels along a Second propagation path 
wherein a portion of the first and Second propagation paths 
are located in a propagation medium. The first signal has a 
first desired Signal portion and a first undesired signal 
portion and the Second Signal has a Second desired signal 
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portion and a Second undesired Signal portion. The first and 
Second undesired signal portions are a result of a perturba 
tion of the propagation medium. This aspect of the invention 
additionally comprises a reference processor having an input 
for receiving the first and Second Signals. The processor is 
adapted to combine the first and Second Signals to generate 
a reference Signal having a primary component which is a 
function of the first and Said Second undesired Signal por 
tions. 

0020. The above described aspect of the present inven 
tion may further comprise an adaptive signal processor for 
receiving the reference Signal and the first Signal and for 
deriving therefrom an output signal having a primary com 
ponent which is a function of the first desired signal portion 
of the first Signal. Alternatively, the above described aspect 
of the present invention my further comprise an adaptive 
Signal processor for receiving the reference Signal and the 
Second Signal and for deriving therefrom an output Signal 
having a primary component which is a function of the 
Second desired Signal portion of the Second Signal. The 
adaptive Signal processor may comprise an adaptive noise 
canceler. The adaptive noise canceler may be comprise a 
joint proceSS estimator having a least-Squares-lattice predic 
tor and a regression filter. 
0021. The detector in the aspect of the signal processor of 
the present invention described above may further comprise 
a Sensor for Sensing a physiological function. The Sensor 
may comprises a light Sensitive device. Additionally, the 
present invention may further comprising a pulse OXimeter 
for measuring oxygen Saturation in a living organism. 
0022. Another aspect of the present invention is a physi 
ological monitoring apparatus comprising a detector for 
receiving a first physiological measurement signal which 
travels along a first propagation path and a Second physi 
ological measurement signal which travels along a Second 
propagation path. A portion of the first and Second propa 
gation paths is located in a propagation medium. The first 
Signal has a first desired signal portion and a first undesired 
Signal portion and the Second signal has a Second desired 
Signal portion and a Second undesired signal portion. The 
physiological monitoring apparatus further comprises a ref 
erence processor having an input for receiving the first and 
Second Signals. The processor is adapted to combine the first 
and Second Signals to generate a reference Signal having a 
primary component which is a function of the first and the 
Second undesired signal portions. 
0023 The physiological monitoring apparatus may fur 
ther comprise an adaptive Signal processor for receiving the 
reference Signal and the first signal and for deriving there 
from an output signal having a primary component which is 
a function of the first desired signal portion of the first signal. 
Alternatively, the physiological monitoring apparatus may 
further comprise an adaptive signal processor for receiving 
the reference Signal and the Second Signal and for deriving 
therefrom an output signal having a primary component 
which is a function of the Second desired signal portion of 
the Second Signal. The physiological monitoring apparatus 
may further comprise a pulse Oximeter. 
0024. A further aspect of the present invention is an 
apparatus for measuring a blood constituent comprising an 
energy Source for directing a plurality of predetermined 
wavelengths of electromagnetic energy upon a Specimen and 
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a detector for receiving the plurality of predetermined wave 
lengths of electromagnetic energy from the Specimen. The 
detector produces electrical Signals corresponding to the 
predetermined wavelengths in response to the electromag 
netic energy. At least two of the electrical Signals each has 
a desired Signal portion and an undesired signal portion. 
Additionally, the apparatus comprises a reference processor 
having an input for receiving the electrical Signals. The 
processor is configured to combine Said electrical signals to 
generate a reference signal having a primary component 
which is derived from the undesired signal portions. 

0025. This aspect of the present invention may further 
comprise an adaptive Signal processor for receiving the 
reference signal and one of the two electrical Signals and for 
deriving therefrom an output signal having a primary com 
ponent which is a function of the desired signal portion of 
the electrical Signal. This may be accomplished by use of an 
adaptive noise canceler in the adaptive signal processor 
which may employ a joint proceSS estimator having a least 
Squares-lattice predictor and a regression filter. 

0026. Yet another aspect of the present invention is a 
blood gas monitor for non-invasively measuring a blood 
constituent in a body comprising a light Source for directing 
at least two predetermined wavelengths of light upon a body 
and a detector for receiving the light from the body. The 
detector, in response to the light from the body, produces at 
least two electrical Signals corresponding to the at least two 
predetermined wavelengths of light. The at least two elec 
trical Signals each has a desired Signal portion and an 
undesired signal portion. The blood oximeter further com 
prises a reference processor having an input for receiving the 
at least two electrical Signals. The processor is adapted to 
combine the at least two electrical Signals to generate a 
reference signal with a primary component which is derived 
from the undesired Signal portions. The blood Oximeter may 
further comprise an adaptive signal processor for receiving 
the reference Signal and the two electrical Signals and for 
deriving therefrom at least two output Signals which are 
Substantially equal, respectively, to the desired signal por 
tions of the electrical Signals. 

0027. The present invention also includes a method of 
determining a noise reference Signal from a first Signal 
comprising a first desired signal portion and a first noise 
portion and a Second Signal comprising a Second desired 
Signal portion and a Second noise portion. The method 
comprises the Steps of Selecting a signal coefficient which is 
proportional to a ratio of predetermined attributes of the first 
desired signal portion and predetermined attributes of the 
Second desired signal portion. The first Signal and the Second 
Signal coefficient are input into a signal multiplier wherein 
the first signal is multiplied by the Signal coefficient thereby 
generating a first intermediate signal. The Second Signal and 
the first intermediate Signal are input into a signal Subtractor 
wherein the first intermediate Signal is Subtracted from the 
Second Signal. This generates a noise reference Signal having 
a primary component which is derived from the first and 
Second noise signal portions. The first and Second Signals in 
this method may be derived from light energy transmitted 
through an absorbing medium. 

0028. The present invention further embodies a physi 
ological monitoring apparatus comprising means for acquir 
ing a first signal comprising a first desired signal portion and 
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a first undesired Signal portion and a Second Signal com 
prising a Second desired signal portion and a Second undes 
ired signal portion. The physiological monitoring apparatus 
of the present invention also comprises means for determin 
ing from the first and Second Signals a noise reference Signal. 
0029. Additionally, the monitoring apparatus comprises 
an adaptive noise canceler having a noise reference input for 
receiving the noise reference Signal and a signal input for 
receiving the first signal wherein the adaptive noise canceler, 
in real or near real time, generates an output signal which 
approximates the first desired Signal portion. The adaptive 
noise canceler may further comprise a joint proceSS estima 
tor. 

0.030. A further aspect of the present invention is an 
apparatus for processing an amplitude modulated Signal 
having a signal amplitude complicating feature, the appara 
tus comprising an energy Source for directing electromag 
netic energy upon a specimen. Additionally, the apparatus 
comprises a detector for acquiring a first amplitude modu 
lated Signal and a Second amplitude modulated Signal. Each 
of the first and Second Signals has a component containing 
information about the attenuation of electromagnetic energy 
by the Specimen and a signal amplitude complicating fea 
ture. The apparatus includes a reference processor for 
receiving the first and Second amplitude modulated Signals 
and deriving therefrom a noise reference Signal which is 
correlated with the Signal amplitude complicating feature. 
Further, the apparatus incorporates an adaptive noise can 
celer having a signal input for receiving the first amplitude 
modulated Signal, a noise reference input for receiving the 
noise reference Signal, wherein the adaptive noise canceler 
produces an output signal having a primary component 
which is derived from the component containing informa 
tion about the attenuation of electromagnetic energy by the 
Specimen. 
0.031) Still another aspect of the present invention is an 
apparatus for extracting a plethysmographic waveform from 
an amplitude modulated Signal having a Signal amplitude 
complicating feature, the apparatus comprising a light 
Source for transmitting light into an organism and a detector 
for monitoring light from the organism. The detector pro 
duces a first light attenuation Signal and a Second light 
attenuation signal, wherein each of the first and Second light 
attenuation signals has a component which is representative 
of a plethysmographic waveform and a component which is 
representative of the Signal amplitude complicating feature. 
The apparatus also includes a reference processor for receiv 
ing the first and Second light attenuation Signals and deriving 
therefrom a noise reference Signal. The noise reference 
Signal and the Signal amplitude complicating feature each 
has a frequency spectrum. The frequency Spectrum of the 
noise reference Signal is correlated with the frequency 
Spectrum of the Signal amplitude complicating feature. 
Additionally incorporated into this embodiment of the 
present invention is an adaptive noise canceler having a 
Signal input for receiving the first attenuation Signal and a 
noise reference input for receiving the noise reference 
Signal. The adaptive noise canceler produces an output 
Signal having a primary component which is derived from 
the component which is representative of a plethysmo 
graphic waveform. 
0.032 The present invention also comprises a method of 
removing a motion artifact signal from a signal derived from 
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a physiological measurement wherein a first Signal having a 
physiological measurement component and a motion artifact 
component and a Second Signal having a physiological 
measurement component and a motion artifact component 
are acquired. From the first and Second Signals a motion 
artifact noise reference Signal which is a primary function of 
the first and Second Signals motion artifact components is 
derived. This method of removing a motion artifact Signal 
from a signal derived from a physiological measurement 
may also comprise the Step of inputting the motion artifact 
noise reference Signal into an adaptive noise canceler to 
produce an output signal which is a primary function of the 
first Signal physiological measurement component. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0033 FIG. 1 illustrates an ideal plethysmographic wave 
form. 

0034 FIG. 2 schematically illustrates the cross-sectional 
Structure of a typical finger. 

0035 FIG. 3 illustrates a plethysmographic waveform 
which includes a motion-induced undesired erratic Signal 
portion. 

0036 FIG. 4 illustrates a schematic diagram of a physi 
ological monitor incorporating a processor of the present 
invention and an adaptive noise canceler. 

0037 FIG. 4a illustrates the transfer function of a mul 
tiple notch filter. 
0038 FIG. 5 illustrates an example of an adaptive noise 
canceler which could be employed in a physiological moni 
tor which also incorporates the processor of the present 
invention. 

0039 FIG. 6a illustrates a schematic absorbing material 
comprising N constituents within an absorbing material. 
0040 FIG. 6b illustrates another schematic absorbing 
material comprising N constituents within an absorbing 
material. 

0041 FIG. 7 is a schematic model of a joint process 
estimator comprising a least-Squares lattice predictor and a 
regression filter. 

0042 FIG. 8 is a flowchart representing a subroutine 
capable of implementing a joint process estimator as mod 
eled in FIG. 7. 

0043 FIG. 9 is a schematic model of a joint process 
estimator with a least-Squares lattice predictor and two 
regression filters. 
0044 FIG. 10 is an example of a physiological monitor 
incorporating a processor of the present invention and an 
adaptive noise canceler within a microprocessor. This physi 
ological monitor is Specifically designed to measure a 
plethysmographic waveform and perform pulse Oximetry 
measurementS. 

004.5 FIG. 11 is a graph of oxygenated and deoxygen 
ated absorption coefficients VS. Wavelength. 

0046 FIG. 12 is a graph of the ratio of the absorption 
coefficients of deoxygenated hemoglobin divided by Oxy 
genated hemoglobin VS. Wavelength. 
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0047 FIG. 13 is an expanded view of a portion of FIG. 
11 marked by a circle labelled 13. 
0.048 FIG. 14 illustrates a signal measured at a first red 
wavelength wa-ared1 =650 nm for use in a processor of the 
present invention employing the rationetric method for 
determining the noise reference signal n'(t) and for use in a 
joint process estimator. The measured signal comprises a 
desired portion Y(t) and an undesired portion na(t). 
0049 FIG. 15 illustrates a signal measured at a second 
red wavelength ab= red2=685 nm for use in a processor of 
the present invention employing the rationetric method for 
determining the noise reference signal n'(t). The measured 
Signal comprises a desired portion Y, (t) and an undesired 
portion ni(t). 
0050 FIG. 16 illustrates a signal measured at an infrared 
wavelength ac=WIR=940 nm for use in a joint process 
estimator. The measured signal comprises a desired portion 
Y(t) and an undesired portion n(t). 
0051 FIG. 17 illustrates the noise reference signal n'(t) 
determined by a processor of the present invention using the 
rationetric method. 

0.052 FIG. 18 illustrates a good approximation Y, (t) to 
the desired portion Y(t) of the Signal S(t) measured at 
wa-Wred1 =650 nm estimated with a noise reference Signal 
n'(t) determined by the rationetric method. 
0053 FIG. 19 illustrates a good approximation Y, (t) to 
the desired portion Y(t) of the Signal S(t) measured at 
c= IR=940 nm estimated with a noise reference signal n'(t) 

determined by the rationmetric method. 
0.054 FIG. 20 illustrates a signal measured at a red 
wavelength wa-Wred=660 nm for use in a processor of the 
present invention employing the constant Saturation method 
for determining the noise reference signal n'(t) and for use in 
a joint proceSS estimator. The measured Signal comprises a 
desired portion Y, (t) and an undesired portion na(t). 
0.055 FIG. 21 illustrates a signal measured at an infrared 
wavelength ab= IR=940 nm for use in a processor of the 
present invention employing the constant Saturation method 
for determining the noise reference signal n'(t) and for use in 
a joint proceSS estimator. The measured Signal comprises a 
desired portion Y(t) and an undesired portion ni(t). 
0056 FIG. 22 illustrates the noise reference signal n'(t) 
determined by a processor of the present invention using the 
constant Saturation method. 

0057 FIG. 23 illustrates a good approximation Y, (t) to 
the desired portion Y(t) of the Signal S(t) measured at 
wa-Wred=660 nm estimated with a noise reference Signal 
n'(t) determined by the constant Saturation method. 
0.058 FIG. 24 illustrates a good approximation Y*(t) to 
the desired portion Y(t) of the Signal S(t) measured at 
b= IR=940 nm estimated with a noise reference signal n'(t) 

determined by the constant Saturation method. 

DETAILED DESCRIPTION OF THE 
INVENTION 

0059. The present invention is a processor which deter 
mines a noise reference signal n'(t) for use in an adaptive 
noise canceler. An adaptive noise canceler estimates a good 
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approximation Y'(t) to a desired signal Y(t) from a compos 
ite signal S(t)=Y(t)+n(t) which, in addition to the desired 
portion Y(t) comprises an undesired portion n(t). The undes 
ired portion n(t) may contain one or more of a constant 
portion, a predictable portion, an erratic portion, a random 
portion, etc. The approximation to the desired signal. Y'(t) is 
derived by removing as many of the undesired portions n(t) 
from the composite signal S(t) as possible. The constant 
portion and predictable portion are easily removed with 
traditional filtering techniques, Such as Simple Subtraction, 
low pass, band pass, and high pass filtering. The erratic 
portion is more difficult to remove due to its unpredictable 
nature. If Something is known about the erratic Signal, even 
Statistically, it could be removed from the measured signal 
via traditional filtering techniques. However, it is often the 
case that no information is known about the erratic portion 
of the noise. In this case, traditional filtering techniques are 
usually insufficient. Often no information about the erratic 
portion of the measured Signal is known. Thus, an adaptive 
noise canceler is utilized in the present invention to remove 
the erratic portion. 
0060 Generally, an adaptive noise canceler has two sig 
nal inputs and one output. One of the inputs is the noise 
reference Signal n'(t) which is correlated to the erratic 
undesired signal portions n(t) present in the composite signal 
S(t). The other input is for the composite signal S(t). Ideally, 
the output of the adaptive noise canceler Y'(t) corresponds to 
the desired signal portion Y(t) only. Often, the most difficult 
task in the application of adaptive noise cancelers is deter 
mining the noise reference signal n'(t) which is correlated to 
the erratic undesired portion n(t) of the measured signal S(t) 
Since, as discussed above, unpredictable signal portions are 
usually quite difficult to isolate from the measured signal 
S(t). In the Signal processor of the present invention, a noise 
reference signal n'(t) is determined from two composite 
Signals measured simultaneously, or nearly Simultaneously, 
at two different wavelengths, wa and wb. The Signal proces 
Sor of the present invention can be advantageously used in 
a monitoring device, Such a monitor being well Suited for 
physiological monitoring. 
0061 Ablock diagram of a generic monitor incorporating 
a signal processor, or reference processor, according to the 
present invention and an adaptive noise canceler is shown in 
FIG. 4. Two measured signals, S(t) and S(t), are 
acquired by a detector 20. One skilled in the art will realize 
that for Some physiological measurements, more than one 
detector may be advantageous. Each Signal is conditioned by 
a signal conditioner 22a and 22b. Conditioning includes, but 
is not limited to, Such procedures as filtering the Signals to 
remove constant portions and amplifying the Signals for ease 
of manipulation. The Signals are then converted to digital 
data by an analog-to-digital converter 24a and 24b. The first 
measured signal S(t) comprises a first desired signal 
portion, labelled herein Y(t), and a first undesired signal 
portion, labelled herein n(t). The Second measured signal 
S(t) is at least partially correlated to the first measured 
Signal S(t) and comprises a second desired signal portion, 
labelled herein Y(t), and a Second undesired signal por 
tion, labelled herein n(t). Typically the first and Second 
undesired signal portions, n(t) and n(t), are uncorrelated 
and/or erratic with respect to the desired Signal portions 
Y(t) and Y(t). The undesired signal portions n(t) and 
n(t) are often caused by motion of a patient. The signals 
S(t) and S(t) are input to a reference processor 26. The 
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reference processor 26 multiplies the Second measured Sig 
nal S(t) by a factor S2 and then Subtracts the Second 
measured signal S(t) from the first measured signal S(t). 
The factor S2 is determined to cause the desired signal 
portions Y(t) and Y(t) to cancel when the two signals 
S(t) and S(t) are Subtracted. Thus, the output of the 
reference processor 26 is a noise reference signal n'(t)= 
na(t)-G2n(t) which is correlated to both of the erratic 
undesired signal portions n(t) and n(t). The noise refer 
ence signal n'(t) is input, along with one of the measured 
Signals S(t), to an adaptive noise canceler 27 which uses 
the noise reference signal n'(t) to remove the undesired 
Signal portion na(t) or n(t) from the measured signal 
S(t). It will be understood that S(t) could have been input 
to the adaptive noise canceler 27 along with the noise 
reference signal n'(t) instead of S(t). The output of the 
adaptive noise canceler 27 is a good approximation Y"(t) 
to the desired signal Y(t). The approximation Y(t) is 
displayed on the display 28. 

0.062 An adaptive noise canceler 30, an example of 
which is shown in block diagram in FIG. 5, is employed to 
remove the erratic, undesired signal portions n(t) and 
n(t) from the measured signals S(t) and S(t). The 
adaptive noise canceler 30 in FIG. 5 has as one input a 
Sample of the noise reference Signal n'(t) which is correlated 
to the undesired signal portions n(t) and n(t). The noise 
reference signal n'(t) is determined from the two measured 
Signals S(t) and S(t) by the processor 26 of the present 
invention as described herein. A second input to the adaptive 
noise canceler is a Sample of either the first or Second 
measured signal S(t)=Y(t)+n;(t) or S(t)=Y,t(t)+ 
n, (t). 
0.063. The adaptive noise canceler 30 functions to remove 
frequencies common to both the noise reference signal n'(t) 
and the measured signal S(t) or S(t). Since the noise 
reference Signal n'(t) is correlated to the erratic undesired 
Signal portions na(t) and n(t), the noise reference signal 
n'(t) is also erratic. The adaptive noise canceler acts in a 
manner which may be analogized to a dynamic multiple 
notch filter based on the spectral distribution of the noise 
reference signal n'(t). 
0.064 Referring to FIG. 4a, the transfer function of a 
multiple notch filter is shown. The notches, or dips in the 
amplitude of the transfer function, indicate frequencies 
which are attenuated or removed when a composite mea 
Sured Signal passes through the notch filter. The output of the 
notch filter is the composite signal having frequencies at 
which a notch was present removed. In the analogy to an 
adaptive noise canceler, the frequencies at which notches are 
present change continuously based upon the inputs to the 
adaptive noise canceler. 

0065. The adaptive noise canceler 30 shown in FIG. 5 
produces an output signal, labelled herein Y"(t) or Y'(t), 
which is fed back to an internal processor 32 within the 
adaptive noise canceler 30. The internal processor 32 auto 
matically adjusts its own transfer function according to a 
predetermined algorithm Such that the output of the internal 
processor 32, labelled b(t), closely resembles the undesired 
Signal portion n (t) or n(t). The output b(t) of the internal 
processor 32 is Subtracted from the measured signal, S(t) 
or S(t), yielding a signal Y, (t)=S(t)+n;(t)-b(t) or 
Y'(t)sS(t)+n.(t)-bis(t). The internal processor opti 
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mizes Y(t) or Y(t) Such that Y(t) or Y'(t) is approxi 
mately equal to the desired signal Y(t) or Y(t), respec 
tively. 
0066 One algorithm which may be used for the adjust 
ment of the transfer function of the internal processor 32 is 
a least-Squares algorithm, as described in Chapter 6 and 
Chapter 12 of the book Adaptive Signal Processing by 
Bernard Widrow and Samuel Stearns, published by Prentice 
Hall, copyright 1985. This entire book, including Chapters 6 
and 12, is hereby incorporated herein by reference. 
0067 Adaptive processors 30, have been successfully 
applied to a number of problems including antenna Sidelobe 
canceling, pattern recognition, the elimination of periodic 
interference in general, and the elimination of echoes on 
long distance telephone transmission lines. However, con 
siderable ingenuity is often required to find a Suitable noise 
reference Signal n'(t) for a given application since the 
random or erratic portions n(t) or n(t) cannot easily be 
Separated from the measured signal S(t) or S(t). If the 
actual undesired signal portion na(t) or n(t) were a priori 
available, techniques Such as adaptive noise canceling 
would not be necessary. The unique determination of a 
Suitable noise reference Signal n'(t) from measurements 
taken by a monitor incorporating a reference processor of 
the present invention is one aspect of the present invention. 

Generalized Determination of Noise Reference 
Signal 

0068 An explanation which describes how the noise 
reference signal n'(t) may be determined as follows. A first 
Signal is measured at, for example, a wavelength Wa, by a 
detector yielding a signal S(t): 

Sa(t)=Ya(t)+na(t); (1) 
0069 where Y(t) is the desired signal and n(t) is the 
noise component. 
0070 A similar measurement is taken simultaneously, or 
nearly simultaneously, at a different wavelength, wb, yield 
ing: 

S(t)=Yb(t)+n, b. (2) 
0071 Note that as long as the measurements, S(t) and 
S(t), are taken Substantially simultaneously, the undesired 
Signal components, n(t) and n(t), will be correlated 
because any random or erratic functions will affect each 
measurement in nearly the same fashion. 
0072 To obtain the noise reference signal n'(t), the mea 
Sured signals S(t) and S(t) are transformed to eliminate 
the desired signal components. One way of doing this is to 
find a proportionality constant, (), between the desired 
Signals Y(t) and Y(t) Such that: 

Ya(t) (), Yb(t). (3) 
0073. This proportionality relationship can be satisfied in 
many measurements, including but not limited to absorption 
measurements and physiological measurements. Addition 
ally, in most measurements, the proportionality constant () 
can be determined Such that: 

na(t)sG) in, b(t). (4) 
0074) Multiplying equation (2) by () and then subtract 
ing equation (2) from equation (1) results in a single 
equation wherein the desired signal terms Y(t) and S(t) 
cancel, leaving: 



US 2004/0204638 A1 

0075 a non-zero signal which is correlated to each 
undesired signal portion n(t) and n(t) and can be used as 
the noise reference Signal n'(t) in an adaptive noise canceler. 

Example of Determination of Noise Reference 
Signal in an Absorptive System 

0.076 Adaptive noise canceling is particularly useful in a 
large number of measurements generally described as 
absorption measurements. An example of an absorption type 
monitor which can advantageously employ adaptive noise 
canceling based upon a noise reference signal n'(t) deter 
mined by a processor of the present invention is one which 
determines the concentration of an energy absorbing con 
Stituent within an absorbing material when the material is 
Subject to perturbation. Such perturbations can be caused by 
forces about which information is desired, or alternatively, 
by random or erratic forces Such as a mechanical force on 
the material. Random or erratic interference, Such as motion, 
generates undesired noise components in the measured 
Signal. These undesired components can be removed by the 
adaptive noise canceler if a Suitable noise reference signal 
n'(t) is known. 
0.077 Aschematic N constituent absorbing material com 
prising a container 42 having N different absorbing con 
Stituents, labelled A, A, A, ... AN, is shown Schematically 
in FIG. 6a. The constituents A through AN in FIG. 6a are 
arranged in a generally orderly, layered fashion within the 
container 42. An example of a particular type of absorptive 
System is one in which light energy passes through the 
container 42 and is absorbed according to the generalized 
Beer-Lambert Law of light absorption. For light of wave 
length wa, this attenuation may be approximated by: 

0078 Initially transforming the signal by taking the natu 
ral log of both Sides and manipulating terms, the Signal is 
transformed Such that the Signal components are combined 
by addition rather than multiplication, i.e.: 

N=oi, aii (6) 

0079 where Io is the incident light energy intensity; I is 
the transmitted light energy intensity; e, is the absorption 
coefficient of the i' constituent at the wavelength wa; x(t) 
is the optical path length of it" layer, i.e., the thickness of 
material of the i' layer through which optical energy passes; 
and c;(t) is the concentration of the i" constituent in the 
Volume associated with the thickness X(t). The absorption 
coefficients e through en are known values which are 
constant at each wavelength. Most concentrations c(t) 
through c(t) are typically unknown, as are most of the 
optical path lengths X(t) of each layer. The total optical path 
length is the Sum of each of the individual optical path 
lengths X(t) of each layer. 
0080 When the material is not subject to any forces 
which cause perturbation in the thicknesses of the layers, the 
optical path length of each layer, X(t), is generally constant. 
This results in generally constant attenuation of the optical 
energy and thus, a generally constant offset in the measured 
Signal. Typically, this portion of the Signal is of little interest 
Since knowledge about a force which perturbs the material 
is usually desired. Any Signal portion outside of a known 
bandwidth of interest, including the constant undesired 
Signal portion resulting from the generally constant absorp 
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tion of the constituents when not Subject to perturbation, 
should be removed. This is easily accomplished by tradi 
tional band pass filtering techniques. However, when the 
material is Subject to forces, each layer of constituents may 
be affected by the perturbation differently than each other 
layer. Some perturbations of the optical path lengths of each 
layer Xi(t) may result in excursions in the measured signal 
which represent desired information. Other perturbations of 
the optical path length of each layer X(t) cause undesired 
excursions which mask desired information in the measured 
Signal. Undesired signal components associated with undes 
ired excursions must also be removed to obtain desired 
information from the measured signal. 
0081. The adaptive noise canceler removes from the 
composite Signal, measured after being transmitted through 
or reflected from the absorbing material, the undesired 
Signal components caused by forces which perturb the 
material differently from the forces which perturbed the 
material to cause the desired Signal component. For the 
purposes of illustration, it will be assumed that the portion 
of the measured signal which is deemed the desired signal 
Y(t) is the attenuation term escsx(t) associated with a 
constituent of interest, namely As, and that the layer of 
constituent As is affected by perturbations differently than 
each of the layers of other constituents A through A and As 
through AN. An example of Such a situation is when layer n 
is Subject to forces about which information is desired and, 
additionally, the entire material is Subject to forces which 
affect each of the layers. In this case, since the total force 
affecting the layer of constituents As is different than the 
total forces affecting each of the other layerS and information 
is desired about the forces and resultant perturbation of the 
layer of constituents As, attenuation terms due to constitu 
ents A through A and A through AN make up the undesired 
Signal n(t). Even if the additional forces which affect the 
entire material cause the same perturbation in each layer, 
including the layer of As, the total forces on the layer of 
constituent As cause it to have different total perturbation 
than each of the other layers of constituents A through A 
and As through AN, 
0082 It is often the case that the total perturbation 
affecting the layers associated with the undesired signal 
components is caused by random or erratic forces. This 
causes the thickness of layers to change erratically and the 
optical path length of each layer, X(t), to change erratically, 
thereby producing a random or erratic undesired signal 
component na(t). However, regardless of whether or not the 
undesired signal portion na(t) is erratic, the undesired signal 
component n(t) can be removed via an adaptive noise 
canceler having as one input a noise reference signal n'(t) 
determined by a processor of the present invention as long 
as the perturbation on layers other than the layer of con 
Stituent As is different than the perturbation on the layer of 
constituent As. The adaptive noise canceler yields a good 
approximation to the desired signal Y'(t). From this 
approximation, the concentration of the constituent of inter 
est, C(t), can often be determined since in Some physiologi 
cal measurements, the thickness of the desired signal com 
ponent, Xs(t) in this example, is known or can be determined. 
0083. The adaptive noise canceler utilizes a sample of a 
noise reference signal n'(t) determined from two Substan 
tially simultaneously measured signals S(t) and S(t). 
S(t) is determined as above in equation (7). S(t) is 
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determined similarly at a different wavelength b. To find 
the noise reference Signal n'(t), attenuated transmitted 
energy is measured at the two different wavelengths wa and 
wb and transformed via logarithmic conversion. The Signals 
S(t) and S(t) can then be written (logarithm converted) 
S. 

4. W (8) 

0084. A further transformation of the signals is the pro 
portionality relationship defining (), Similarly to equation 
(3), which allows determination of a noise reference signal 
n"(t), is: 
0085) es=coles; where (12) 
0.086 inz (on. (13) 
0087. It is often the case that both equations (12) and (13) 
can be simultaneously Satisfied. Multiplying equation (11) 
by w and subtracting the result from equation (9) yields a 
non-Zero noise reference Signal which is a linear Sum of 
undesired signal components: 

n'(t) = Sa(t) - (02Sb, (t) = na(t) - (02nt, (t). (14) 

4. W (15) 

X. &AaciX;(t) + X. &kaack VR(t) - 
i=1 ik=6 

4. 

0088 Asample of this noise reference signal n'(t); and a 
Sample of either measured signal S(t) or S(t), are input 
to an adaptive noise canceler, one model of which is shown 
in FIG. 5 and a preferred model of which is discussed herein 
under the heading PREFERRED ADAPTIVE NOISE CAN 
CELER USING A JOINT PROCESS ESTIMATOR 
IMPLEMENTATION. The adaptive noise canceler removes 
the undesired portion of the measured signal n(t) or n(t), 
yielding a good approximation to the desired portion of 
signal Y, (t)ses acsxs(t) or Y', (t)sessesXs(t) The con 
centration Cs(t) may then be determined from the approxi 
mation to the desired signal Y'(t) or Y'(t) according to: 

0089. As discussed previously, the absorption coefficients 
are constant at each wavelength wa and b and the thickneSS 
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of the desired signal component, X(t) in this example, is 
often known or can be determined as a function of time, 
thereby allowing calculation of the concentration cs(t) of 
constituent As. 

Determination of Concentration or Saturation in a 
Volume Containing More Than One Constituent 

0090 Referring to FIG. 6b, another material having N 
different constituents arranged in layerS is shown. In this 
material, two constituents. As and A are found within one 
layer having thickness Xsc(t)=Xs(t)+Xe(t), located generally 
randomly within the layer. This is analogous to combining 
the layers of constituents. As and A in FIG. 6a. 
0091. A combination of layers, such as the combination 
of layers of constituents As and A, is feasible when the two 
layers are under the same total forces which result in the 
same perturbation of the optical path lengths X(t) and X(t) 
of the layers. 

0092. Often it is desirable to find the concentration or the 
Saturation, i.e., a percent concentration, of one constituent 
within a given thickness which contains more than one 
constituent and is Subject to unique forces. A determination 
of the concentration or the Saturation of a constituent within 
a given volume may be made with any number of constitu 
ents in the Volume Subject to the same total forces and 
therefore under the same perturbation. To determine the 
Saturation of one constituent in a Volume comprising many 
constituents, as many measured signals as there are con 
Stituents which absorb incident light energy are necessary. It 
will be understood that constituents which do not absorb 
light energy are not consequential in the determination of 
Saturation. To determine the concentration, as many signals 
as there are constituents which absorb incident light energy 
are necessary as well as information about the Sum of 
concentrations. 

0093. It is often the case that a thickness under unique 
motion contains only two constituents. For example, it may 
be desirable to know the concentration or Saturation of As 
within a given volume which contains As and A. In this 
case, the desired signals Y(t) and Y(t) comprise terms 
related to both As and A. So that a determination of the 
concentration or Saturation of As or A in the Volume may be 
made. A determination of Saturation is discussed herein. It 
will be understood that the concentration of As in Volume 
containing both As and A could also be determined if it is 
known that As+A=1, i.e., that there are no constituents in 
the Volume which do not absorb incident light energy at the 
particular measurement wavelengths chosen. The measured 
Signals S(t) and S(t) can be written (logarithm con 
verted) as: 

Saa(t) = &saac 5.X5.6(t) + 86.a C6-X5.6(t) + na(t) (18) 

= Y, (t) + n, (t); (19) 

Sab(t) = &5.abcs-X5.6(t) + 86.AbC6X5.6(t) + n ab(t) (20) 

= Yb(t)+ in Ab(t). (21) 

0094) Any signal portions outside of a known bandwidth 
of interest, including the constant undesired signal portion 
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resulting from the generally constant absorption of the 
constituents when not under perturbation, should be 
removed to determine an approximation to the desired 
Signal. This is easily accomplished by traditional band pass 
filtering techniques. AS in the previous example, it is often 
the case that the total perturbation affecting the layers 
asSociated with the undesired signal components is caused 
by random or erratic forces, causing the thickness of each 
layer, or the optical path length of each layer, X(t), to change 
erratically, producing a random or erratic undesired signal 
component n(t). Regardless of whether or not the undes 
ired signal portion na(t) is erratic, the undesired signal 
component n(t) can be removed via an adaptive noise 
canceler having as one input a noise reference signal n'(t) 
determined by a processor of the present invention as long 
as the perturbation in layers other than the layer of constitu 
ents As and A is different than the perturbation in the layer 
of constituents. As and A. The erratic undesired signal 
components na(t) and n(t) may advantageously be 
removed from equations (18) and (20), or alternatively 
equations (19) and (21), by an adaptive noise canceler. The 
adaptive noise canceler, again, requires a Sample of a noise 
reference signal n'(t). 

Determination of Noise Reference Signal for 
Saturation Measurement 

0.095 Two methods which may be used by a processor of 
the present invention to determine the noise reference signal 
n'(t) are a rationetric method and a constant Saturation 
method. The preferred embodiment of a physiological moni 
tor incorporating a processor of the present invention utilizes 
the rationetric method wherein the two wavelengths wa and 
wb, at which the Signals S(t) and S(t) are measured, are 
Specifically chosen Such that a relationship between the 
absorption coefficients esta, ess, e.g., and ess exists, i.e.: 

0096. The measured signals S(t) and S(t) can be 
factored and written as: 

0097. The wavelengths wa and b, chosen to satisfy 
equation (22), cause the terms within the Square brackets to 
be equal, thereby causing the desired signal portions Y(t) 
and Y'(t) to be linearly dependent. Then, a proportionality 
constant co, which causes the desired signal portions Y'(t) 
and Y'(t) to be equal and allows determination of a 
non-zero noise reference Signal n'(t) is: 

where (25) €6.a.036.b. 

flas(O3fix. (26) 

0098. It is often the case that both equations (25) and (26) 
can be simultaneously Satisfied. Additionally, Since absorp 
tion coefficients of each constituent are constant with respect 
to wavelength, the proportionality constant co, can be easily 
determined. Furthermore, absorption coefficients of other 
constituents A through A and A, through AN are generally 
unequal to the absorption coefficients of As and A. Thus, the 
undesired noise components in and n are generally not 
made linearly dependent by the relationships of equations 
(22) and (25). 

Oct. 14, 2004 

0099 Multiplying equation (24) by (), and subtracting 
the resulting equation from equation (23), a non-zero noise 
reference Signal is determined by: 

0100. An alternative method for determining the noise 
reference signal from the measured signals S(t) and S(t) 
using a processor of the present invention is the constant 
Saturation approach. In this approach, it is assumed that the 
Saturation of As in the Volume containing As and A remains 
relatively constant, i.e.: 

Saturation (A5 (t)) = C5 (t)f(c.5(t) + c, (t) (28) 

0101 is substantially constant over many samples of the 
measured signals S and S. This assumption is accurate 
over many Samples Since Saturation generally changes rela 
tively slowly in physiological Systems. 

0102) The constant saturation assumption is equivalent to 
assuming that: 

0103 since the only other term in equation (29) is a 
constant, namely the numeral 1. 
0104. Using this assumption, the proportionality constant 
co(t) which allows determination of the noise reference 
Signal n'(t) is: 

cos(t) = 
85. Abcs-v5.6(t) + 86.abC6-v5.6(t) 

85, a C5 + £6, a C6 (33) 
&5. Ah C5 - 86.AbC6 

c5 (t) (34) 

sy"(t)/Y'(t)=constant; where (35) 

0105. It is often the case that both equations (35) and (36) 
can be simultaneously Satisfied to determine the proportion 
ality constant cos(t). Additionally, the absorption coeffi 
cients at each Wavelength esta, e.g., ess, and es, are 
constant and the central assumption of the constant Satura 
tion method is that c(t)/ce (t) is constant over many sample 
periods. Thus, a new proportionality constant cos(t) may be 
determined every few Samples from new approximations to 
the desired Signal as output from the adaptive noise canceler. 
Thus, the approximations to the desired signals Y(t) and 
Y'(t) found by the adaptive noise canceler for a Substan 
tially immediately preceding Set of Samples of the measured 
Signals S(t) and S(t) are used in a processor of the 
present: invention for calculating the proportionality con 
Stant, cos(t), for the next set of Samples of the measured 
Signals S(t) and S(t). 
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0106 Multiplying equation (20) by w(t) and subtracting 
the resulting equation from equation (18) yields a non-zero 
noise reference signal: 

n"(t)=Sa(t)-cos(t)S(t)=na(t)-(1) 
0107. It will be understood that equation (21) could be 
multiplied by cos(t) and the resulting equation could be 
Subtracted from equation (19) to yield the same noise 
reference signal n'(t) as given in equation (37). 
0108. When using the constant saturation method, it is 
necessary for the patient to remain motionless for a short 
period of time Such that an accurate initial Saturation value 
can be determined by known methods other than adaptive 
noise canceling on which all other calculations will be 
based. With no erratic, motion-induced undesired signal 
portions, a physiological monitor can very quickly produce 
an initial value of the Saturation of As in the Volume 
containing As and A. An example of a Saturation calculation 
is given in the article “SPECTROPHOTOMETRIC 
DETERMINATION OF OXYGEN SATURATION OF 
BLOOD INDEPENDENT OF THE PRESENT OF 
INDOCYANINE GREEN" by G. A. Mook, et al., wherein 
determination of oxygen Saturation in arterial blood is 
discussed. Another article discussing the calculation of 
oxygen saturation is “PULSE OXIMETRY: PHYSICAL 
PRINCIPLES, TECHNICAL REALIZATION AND 
PRESENT LIMITATIONS” by Michael R. Neuman. Then, 
with values for Y' (t) and Y'(t) determined, an adaptive 
noise canceler may be utilized with a noise reference signal 
n'(t) determined by the constant Saturation method. 

Preferred Adaptive Noise Canceler Using a Joint 
Process Estimator Implementation 

0109. Once the noise reference signal n'(t) is determined 
by the processor of the present invention using either the 
above described ratio metric or constant Saturation methods, 
the adaptive noise canceler can be implemented in either 
hardware or Software. 

0110. The least mean squares(LMS) implementation of 
the internal processor 32 described above in conjunction 
with the adaptive noise canceler of FIG. 5 is relatively easy 
to implement, but lacks the Speed of adaptation desirable for 
most physiological monitoring applications of the present 
invention. Thus, a faster approach for adaptive noise can 
celing, called a least-Squares lattice joint process estimator 
model, is preferably used. A joint proceSS estimator 60 is 
shown diagrammatically in FIG. 7 and is described in detail 
in Chapter 9 of Adaptive Filter Theory by Simon Haykin, 
published by Prentice-Hall, copyright 1986. This entire 
book, including Chapter 9, is hereby incorporated herein by 
reference. The function of the joint proceSS estimator is to 
remove the undesired signal portions n(t) or n(t) from 
the measured signals, S(t) or S(t), yielding a signal 
Y'(t) or Y(t) which is a good approximation to the 
desired signal Y(t) or Y(t). Thus, the joint process 
estimator estimates the value of, the desired signal Y(t) or 
Y(t). The inputs to the joint process estimator 60 are the 
noise reference signal n'(t) and the composite measured 
Signal S(t) or S(t). The output is a good approximation 
to the signal S(t) or S(t) with the noise removed, i.e. a 
good approximation to Y(t) or Y(t). 
0111. The joint process estimator 60 utilizes, in conjunc 
tion, a least Square lattice predictor 70 and a regression filter 
80. The noise reference signal n'(t) is input to the least Square 
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lattice predictor 70 while the measured signal S(t) or S(t) 
is input to the regression filter 80. For simplicity in the 
following description, S(t) will be the measured signal 
from which the desired portion Y, (t) will be estimated by 
the joint process estimator 60. However, it will be noted that 
S(t) could equally well be input to the regression filter 80 
and the desired portion Y(t) of this signal could equally 
well be estimated. 

0112 The joint process estimator 60 removes all frequen 
cies that are present in both the noise reference signal n'(t) 
and the measured signal S(t). The undesired signal portion 
na(t) usually comprises frequencies unrelated to those of 
the desired signal portion Y(t). It is highly improbable that 
the undesired signal portion na(t) would be of exactly the 
same spectral content as the desired signal portion Y(t) 
However, in the unlikely event that the spectral content of 
S(t) and n'(t) are similar, this approach will not yield 
accurate results. Functionally, the joint proceSS estimator 60 
compares input signal n'(t), which is correlated to the 
undesired signal portion na(t), and input signal S(t) and 
removes all frequencies which are identical. Thus, the joint 
process estimator 60 acts as a dynamic multiple notch filter 
to remove those frequencies in the undesired signal compo 
nent na(t) as they change erratically with the motion of the 
patient. This yields a signal having Substantially the same 
spectral content as the desired signal Y, (t). The output of 
the joint process estimator 60 has Substantially the same 
spectral content and amplitude as the desired signal Y(t). 
0113 Thus, the output Y(t) of the joint process esti 
mator 60 is a very good approximation to the desired signal 
Y(t). 
0114. The joint process estimator 60 can be divided into 
Stages, beginning With a Zero-stage and terminating in an 
m"-stage, as shown in FIG. 7. Each stage, except for the 
Zero-stage, is identical to every other Stage. The Zero-stage 
is an input Stage for the joint proceSS estimator 60. The first 
stage through the m"-stage work on the signal produced in 
the immediately previous stage, i.e., the (m-1)"-stage, Such 
that a good approximation to the desired signal Y'(t) is 
produced as output from thm"-stage. 
0115 The least-squares lattice predictor 70 comprises 
registers 90 and 92, Summing elements 100 and 102, and 
delay elements 110. The registers 90 and 92 contain multi 
plicative values of a forward reflection coefficient T(t) and 
a backward reflection coefficient T(t) which multiply the 
noise reference signal n'(t) and Signals derived from the 
noise reference Signal n'(t). Each stage of the least-squares 
lattice predictor outputs a forward prediction error f(t) and 
a backward prediction error b(t). The Subscript m is 
indicative of the Stage. 
0116 For each set of samples, i.e. one sample of the noise 
reference signal n'(t) derived Substantially simultaneously 
with one sample of the measured signal n'(t), the sample of 
the noise reference signal n'(t) is input to the least-squares 
lattice predictor 70. The Zero-stage forward prediction error 
f(t) and the Zero-stage backward prediction error bo(t) are 
Set equal to the noise reference Signal n'(t). The backward 
prediction error bo(t) is delayed by one sample period by the 
delay element 110 in the first Stage of the least-Squares 
lattice predictor 70. Thus, the immediately previous value of 
the noise reference signal n'(t) is used in calculations involv 
ing the first-stage delay element 110. The Zero-stage forward 
prediction error is added to the negative of the delayed 
Zero-stage backward prediction error bo(t-1) multiplied by 
the forward reflection coefficient value T(t) register 90 
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value, to produce a first-stage forward prediction error f(t). 
Additionally, the Zero-stage forward prediction error f(t) is 
multiplied by the backward reflection coefficient value 
T(t) register 92 value and added to the delayed Zero-stage 
backward prediction error bo(t–1) to produce a first-stage 
backward prediction error b(t). In each-Subsequent stage, 
m, of the least Square lattice predictor 70, the previous 
forward and backward prediction error values, f(t) and 
b(t-1), the backward prediction error being delayed by 
one Sample period, are used to produce values of the forward 
and backward prediction errors for the present stage, f(t) 
and b(t). 
0117 The backward prediction error b(t) is fed to the 
concurrent Stage, m, of the regression filter 80. There it is 
input to a register 96, which contains a multiplicative 
regression coefficient value K, (t). For example, in the 
Zero-stage of the regression filter 80, the Zero-stage back 
ward prediction error bo(t) is multiplied by the Zero-stage 
regression coefficient Ko(t) register 96 value and Sub 
tracted from the measured value of the Signal S(t) at a 
Summing element 106 to produce a first Stage estimation 
error signal e(t). The first-stage estimation error signal 
e(t) is a first approximation to the desired signal. This 
first-stage estimation error signal e(t) is input to the 
first-stage of the regression filter 80. The first-stage back 
ward prediction error b(t), multiplied by the first-stage 
regression coefficient K, register 96 value is Subtracted 
from the first-stage estimation error signal e(t) to produce 
the second-stage estimation error ea(t). The second-stage 
estimation error signal ea(t) is a second, somewhat better 
approximation to the desired signal Y(t). 
0118. The same processes are repeated in the least 
squares lattice predictor 70 and the regression filter 80 for 
each Stage until a good approximation to the desired signal 
Y,...(t)=e, (t) is determined. Each of the signals discussed 
above, including the forward prediction error f(t), the 
backward prediction error b(t), the estimation error Signal 
e...(t), is necessary to calculate the forward reflection 
coefficient T(t), the backward reflection coefficient 
T(t), and the regression coefficient K, (t) register 90, 
92, and 96 values in each stage, m. In addition to the forward 
prediction error f(t) the backward prediction error b(t), 
and the estimation error e(t) signals, a number of inter 
mediate variables, not shown in FIG. 7 but based on the 
values labelled in, FIG. 7, are required to calculate the 
forward reflection coefficient T(t), the backward reflec 
tion coefficient T(t) and the regression coefficient K, (t) 
register 90, 92, and 96 values. 

0119 Intermediate variables include a weighted sum of 
the forward prediction error Squares (t), a weighted Sum of 
the backward prediction error Squares f(t), a Scaler param 
eter A(t), a conversion factor y(t), and another Scaler 
parameter p(t). The weighted Sum of the forward pre 
diction errors (t) is defined as: 

t (38) 

y(t) =X. A 'If...(i); 
i=1 

0120 where w without a wavelength identifier, a or b, is 
a constant multiplicative value unrelated to wavelength and 
is typically less than or equal to one, i.e., ws 1. The weighted 
Sum of the backward prediction errors f.(t) is defined as: 
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0121 where, again, w without a wavelength identifier, a 
or b, is a constant multiplicative value unrelated to wave 
length and is typically less than or equal to one, i.e., WS 1. 
These weighted Sum intermediate error Signals can be 
manipulated Such that they are more easily Solved for, as 
described in Chapter 9, S 9.3 and defined hereinafter in 
equations (53) and (54). 

Description of the Joint Process Estimator 

0.122 The operation of the joint process estimator 60 is as 
follows. When the joint process estimator 60 is turned on, 
the initial values of intermediate variable and Signal includ 
ing the parameter A, (t), the weighted Sum of the forward 
prediction error signals (t), the weighted Sum of the 
backward prediction error signals f, (t), the parameter 
pa(t), and the Zero-stage estimation error eo(t) are 
initialized, Some to Zero and Some to a Small positive 
number 6: 

A-1 (0)=0; (40) 
in 1(0)=ö: (41) 
f3-1(0)=ö; (42) 
pa(0)=0; (43) 
eola(t)S(t) for t20. (44) 

0123. After initialization, a simultaneous sample of the 
measured signal S(t) and the noise reference signal n'(t) 
are input to the joint process estimator 60, as shown in FIG. 
7. The forward and backward prediction error signals f(t) 
and bo(t), and intermediate variables including the weighted 
Sums of the forward and backward error Signals o(t) and 
fo(t), and the conversion factor Yo(t) are calculated for the 
Zero-stage according to: 

0.124 where, again, w without a wavelength identifier, a 
or b, is a constant multiplicative value unrelated to wave 
length. 

0.125 Forward reflection coefficient T(t), backward 
reflection coefficient T(t), and regression coefficient 
K,...(t) register 90,92 and 96 values in each stage thereafter 
are set according to the output of the previous Stage. The 
forward reflection coefficient T(t), backward reflection 
coefficient T(t), and regression coefficient K(t) register 
90, 92 and 96 values in the first stage are thus set according 
to algorithm using values in the Zero-stage of the joint 
process estimator 60. In each Stage, me1, intermediate 
values and register values including the parameter A(t), 
the forward reflection coefficient T(t) register 90 value; 
the backward reflection coefficient T(t) register 92 value; 
the forward and backward error signals f(t) and b(t); the 
weighted Sum of Squared forward prediction errors f(t), as 
manipulated in S 9.3 of the Haykin book; the weighted Sum 
of Squared backward prediction errors f(t), as manipu 
lated in S 9.3 of the Haykin book; the conversion factor 
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Y(t); the parameter pa(t); the regression coefficient 
K(t) register 96 value; and the estimation errore, (t) 
value are Set according to: 

0.126 where a (*) denotes a complex conjugate. 
0127. These equations cause the error signals f(t), b(t), 
e...(t) to be Squared or to be multiplied by one another, in 
effect Squaring the errors, and creating new intermediate 
error values, Such as A(t). The error Signals and the 
intermediate error values are recursively tied together, as 
shown in the above equations (48) through (58). They 
interact to minimize the error Signals in the next stage. 
0128. After a good approximation to the desired signal 
Y'(t) has been determined by the joint process estimator 
60, a next set of Samples, including a Sample of the measured 
signal S(t) and a sample of the noise reference signal n'(t), 
are input to the joint proceSS estimator 60. The re-initializa 
tion process does not re-occur, Such that the forward and 
backward reflection coefficient r(t) and Y(t) register 90, 
92 values and the regression coefficient K, (t) register 96 
value reflect the multiplicative values required to estimate 
the desired portion Y(t) of the sample of S(t) input 
previously. Thus, information from previous Samples is used 
to estimate the desired Signal portion of a present Set of 
Samples in each stage. 

Flowchart of Joint Process Estimator 

0129. In a signal processor, Such as a physiological 
monitor, incorporating a reference processor of the present 
invention to determine a noise reference signal n'(t) for input 
to an adaptive noise canceler, a joint process estimator 60 
type adaptive noise canceler is generally implemented via a 
Software program having an iterative loop. One iteration of 
the loop is analogous to a Single Stage of the joint proceSS 
estimator as shown in FIG. 7. Thus, if a loop is iterated m 
times, it is equivalent to an m Stage joint proceSS estimator 
60. 

0130. A flow chart of a Subroutine to estimate the desired 
Signal portion Y(t) of a sample of a measured signal, S(t) 
is shown in FIG. 8. The flow chart describes how the action 
of a reference processor for determining the noise reference 
Signal and the joint proceSS estimator 60 would be imple 
mented in Software. 

0131) A one-time only initialization is performed when 
the physiological monitor is turned on, as indicated by an 
“INITIALIZE NOISE CANCELER box 120. The initial 
ization sets all registers 90, 92, and 96 and delay element 
variables 110 to the values described above in equations (40) 
through (44). 

12 
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0132) Next, a set of simultaneous samples of the mea 
Sured signals S(t) and S(t) is input to the Subroutine 
represented by the flowchart in FIG.8. Then a time update 
of each of the delay element program variables occurs, as 
indicated in a “TIME UPDATE OFZELEMENTS’ box 
130, wherein the value stored in each of the delay element 
variables 110 is set to the value at the input of the delay 
element variable 110. Thus, the Zero-stage backward pre 
diction error bo(t) is stored in the first-stage delay element 
variable, the first-stage backward prediction error b (t) is 
Stored in the Second-stage delay element variable, and So on. 
0133. Then, using the set of measured signal samples 
S(t) and S(t), the noise reference signal is calculated 
according to the rationmetric or the constant Saturation 
method described above. This is indicated by a “CALCU 
LATE NOISE REFERENCE (n'(t)) FOR TWO MEA 
SURED SIGNAL SAMPLES’ box 140. The rationmetric 
method is generally preferred since no assumptions about 
constant Saturation values need be made. 

0134) A zero-stage order update is performed next as 
indicated in a “ZERO-STAGE UPDATE box 150. The 
Zero-stage backward prediction error b(t), and the Zero 
Stage forward prediction error fo(t) are set equal to the value 
of the noise reference signal n'(t). Additionally, the weighted 
Sum of the forward prediction errors (t) and the weighted 
Sum of backward prediction errors f.(t) are set equal to the 
value defined in equation (46). 
0.135 Next, a loop counter, m, is initialized as indicated 
in a “m=0” box 160. A maximum value of m, defining the 
total number of Stages to be used by the Subroutine corre 
sponding to the flowchart in FIG. 8, is also defined. Typi 
cally, the loop is constructed Such that it stops iterating once 
a criterion for convergence upon a best approximation to the 
desired signal has been met by the joint proceSS estimator 
60. Additionally, a maximum number of loop iterations may 
be chosen at which the loop Stops iteration. In a preferred 
embodiment of a physiological monitor of the present inven 
tion, a maximum number of iterations, m=60 to m=80, is 
advantageously chosen. 

0.136. Within the loop, the forward and backward reflec 
tion coefficient Y(t) and T(t) register 90 and 92 values 
in the least-Squares lattice filter are calculated first, as 
indicated by the “ORDER UPDATE NTH CELL OF LSL 
LATTICE" box 170 in FIG.8. This requires calculation of 
intermediate variable and Signal values used in determining 
register 90, 92, and 96 values in the present stage, the next 
Stage, and in the regression filter 80 
0.137 The calculation of regression filter register 96 value 
K,...(t) is performed next, indicated by the “ORDER 
UPDATE MTH STAGE OF REGRESSION FILTER(S)” 
box 180. The two order update boxes 170 and 180 are 
performed in Sequence m times, until m has reached its 
predetermined maximum (in the preferred embodiment, 
m=60 to m=80) or a Solution has been converged upon, as 
indicated by a YES path from a “DONE" decision box 190. 
In a computer Subroutine, convergence is determined by 
checking if the weighted Sums of the forward and backward 
prediction errors (t) and f(t) are less than a Small positive 
number. An output is calculated next, as indicated by a 
“CALCULATE OUTPUT” box 200. The output is a good 
approximation to the desired signal, as determined by the 
reference processor and joint process estimator 60 Subrou 
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tine corresponding to the flow chart of FIG. 8. This is 
displayed (or used in a calculation in another Subroutine), as 
indicated by a “TO DISPLAY" box 210. 
0138 A new set of samples of the two measured signals 
S(t) and S(t) is input to the processor and joint process 
estimator 60 adaptive noise canceler Subroutine correspond 
ing to the flowchart of FIG. 8 and the process reiterates for 
these Samples. Note, however, that the initialization proceSS 
does not re-occur. New Sets of measured signal Samples 
S(t) and S(t) are continuously input to the reference 
processor and joint proceSS estimator 60 adaptive noise 
canceler Subroutine. The output forms a chain of Samples 
which is representative of a continuous wave. This wave 
form is a good approximation to the desired signal wave 
form Y'(t) at wavelength wa. 

Calculation of Saturation from Adaptive Noise 
Canceler Output 

0139 Physiological monitors typically use the approxi 
mation of the desired signal Y'(t) to calculate another 
quantity, Such as the Saturation of one constituent in a 
Volume containing that constituent plus one or more other 
constituents. Generally, Such calculations require informa 
tion about a desired signal at two wavelengths. In Some 
measurements, this wavelength is wb, the wavelength used 
in the calculation of the noise reference signal n'(t). For 
example, the constant Saturation method of determining the 
noise reference signal requires a good approximation of the 
desired signal portions Y'(t) and Y(t) of both measured 
Signals S and S(t). Then, the Saturation is determined 
from the approximations to both Signals, i.e. Y'(t) and 
Y'(t). 
0140. In other physiological measurements, information 
about a Signal at a third wavelength is necessary. For 
example, to find the Saturation using the rationetric method, 
Signals S(t) and S(t) are used to find the noise reference 
Signal n'(t). But as discussed previously, wa and wb were 
chosen to Satisfy a proportionality relationship like that of 
equation (22). This proportionality relationship forces the 
two desired signal portions Y(t) and Y(t) to be linearly 
dependant. Generally, linearly dependent mathematical 
equations cannot be Solved for the unknowns. Analogously, 
Some desirable information cannot be derived from two 
linearly dependent Signals. Thus, to determine the Saturation 
using the rationmetric method, a third signal is Simulta 
neously measured at wavelength wic. The wavelength wc is 
chosen Such that the desired portion Y(t) of the measured 
Signal S(t) is not linearly dependent with the desired 
portions Y(t) and Y(t) of the measured signals S(t) and 
S(t). Since all measurements are taken Substantially simul 
taneously, the noise reference signal n'(t) is correlated to the 
undesired Signal portions n, n, and n of each of the 
measured signals S(t), S(t) and S(t) and can be used 
to estimate approximations to the desired Signal portions 
Y(t), Y(t), and Y(t) for all three measured signals 
S(t), S(t); and S(t) Using the rationetric method, 
estimation of the desired signal portions Y(t) and Y(t) of 
two measured signals S(t) and S(t), chosen correctly, is 
usually Satisfactory to determine most physiological data. 
0.141. A joint process estimator 60 having two regression 
filters 80a and 80b is shown in FIG. 9. A first regression 
filter 80a accepts a measured signal S(t). A second regres 
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Sion filter 80b accepts a measured signal S(t) or S(t), 
depending whether the constant Saturation method or the 
rationetric method is used to determine the noise reference 
signal n'(t). The first and second regression filters 80a and 
80b are independent. The backward prediction error b(t) is 
input to each regression filter 80a and 80b, the input for the 
Second regression filter 80b bypassing the first regression 
filter 80a. 

0142. The second regression filter 80b comprises regis 
ters 98, and Summing elements 108 arranged similarly to 
those in the first regression filter 80a. The second regression 
filter 80b operates via an additional intermediate variable in 
conjunction with those defined by equations (48) through 
(58), i.e.: 

0143. The second regression filter 80b has an error signal 
value defined Similar to the first regression filter error Signal 
Values, en 1...(t), i.e.: 

emi-1, B(t)-emb(t)-K"mb(t)bm(t); or (63) 
en, 1...(t)=mme(t)-K"mb(t)bn(t); and (64) 
eos(t)=S(t) for t20; or (65) 
eos(t)=S(t) for t20. (66) 

0144. The Second regression filter has a regression coef 
ficient K, (t) register 98 value defined similarly to the first 
regression filter error Signal values, i.e.: 

0145 These values are used in conjunction with those 
intermediate variable values, Signal values, register and 
register values defined in equations (40) through (58). These 
Signals are calculated in an order defined by placing the 
additional signals immediately adjacent a similar Signal for 
the wavelength wa. 
0146 For the rationmetric method, S(t) is input to the 
second regression filter 80b. The output of the, second 
regression filter 80b is then a good approximation to the 
desired signal Y'(t). For the constant Saturation method, 
S(t) is input to the second regression filter 80b. The output 
is then a good approximation to the desired signal Y'(t). 
0147 The addition of the second regression filter 80b 
does not Substantially change the computer program Sub 
routine represented by the flowchart of FIG. 8. Instead of an 
order update of the m" stage of only one regression filter, an 
order update of the m" stage of both regression filters 80a 
and 80b is performed. This is characterized by the plural 
designation in the “ORDER UPDATE OF m'. STAGE OF 
REGRESSION FILTER(S)” box 180 in FIG. 8. Since the 
regression filters 80a and 80b operate independently, inde 
pendent calculations can be performed in the reference 
processor and joint process estimator 60 adaptive noise 
canceler subroutine modeled by the flowchart of FIG. 8. 

Calculation of Saturation 

0.148. Once good approximations to the desired signals, 
Y'(t) and Y'(t) for the rationetric method and Y'(t) and 
Y'(t) for the constant Saturation method, have been deter 
mined by the joint process estimator 60, the Saturation of As 
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in a Volume containing As and A, for example, may be 
calculated according to various known methods. Mathemati 
cally, the approximations to the desired signals can be 
written: 

Y'a(t)sesacs vs. (t); and (69) 
Y'a(t)ses...csso(t). (70) 

0149 for the rationetric method using wavelengths wa 
and wc. For the constant Saturation method, the approxima 
tions to the desired Signals can be written in terms of Wa and 
wb as: 

Y'a(t)ses, acs vs.(t)+coaco vs. (t): and (71) 
Yb(t)ses bcsxs.6(t)+cobCsxss(t). (72) 

0150. This is equivalent to two equations having three 
unknowns, namely cs(t), ca(t) and Xsc(t). In both the ratio 
metric and the constant Saturation cases, the Saturation can 
be determined by acquiring approximations to the desired 
Signal portions at two different, yet proximate times t and t 
over which the Saturation of As in the volume containing As 
and A does not change Substantially. For example, for the 
desired Signals estimated by the rationmetric method, at times 
t1 and t2: 

Y'a (t1)-esaess.6(t)+66.acos. 6(11) (73) 
Ye(t1)-escess.6(t)+cocco vs. 6(11) (74) 
Y'a (2)-esaess.6(t)+66.acos. 6(2) (75) 
Y', (t)ses cess.6(t)+coccos. 6(2) (76) 

0151. Then, difference signals may be determined which 
relate the Signals of equation (73) through (76), i.e.: 

0152 where AX=x s(t)-Xsc(t). The average Saturation 
at time t=(t+t)/2 is: 

Saturation(t) = Cs(t) fos(t) + Co. (t) (79) 

A.) (80) 

A &6,Aa - 85, a - (86.ab - esa). 
i 

0153. It will be understood that the ax term drops out 
from the Saturation calculation because of the division Thus, 
knowledge of the thickness of the desired constituents is not 
required to calculate Saturation. 

Pulse Oximetry Measurements 
0154) A specific example of a physiological monitor 
utilizing a processor of the present invention to determine a 
noise reference signal n'(t) for input to an adaptive noise 
canceler that removes erratic motion-induced undesired Sig 
nal portions is a pulse Oximeter. A pulse Oximeter typically 
causes energy to propagate through a medium where blood 
flows close to the Surface for example, an ear lobe, or a digit 
Such as a finger, or a forehead. An attenuated Signal is 
measured after propagation through or reflection from the 
medium. The pulse Oximeter estimates the Saturation of 
oxygenated blood available to the body for use. 
O155 Freshly oxygenated blood is pumped at high pres 
sure from the heart into the arteries for use by the body. The 
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volume of blood in the arteries varies with the heartbeat, 
giving rise to a variation in absorption of energy at the rate 
of the heartbeat, or the pulse. 
0156. Oxygen depleted, or deoxygenated, blood is 
returned to the heart by the veins along with unused oxy 
genated blood. The volume of blood in the veins varies with 
the rate of breathing, which is typically much slower than 
the heartbeat. Thus, when there is no motion induced varia 
tion in the thickness of the veins, Venous blood causes a low 
frequency variation in absorption of energy. When there is 
motion induced variation in the thickness of the veins, the 
low frequency variation in absorption is coupled with the 
erratic variation in absorption due to motion artifact. 
O157. In absorption measurements using the transmission 
of energy through a medium, two light emitting diodes 
(LEDs) are positioned on one side of a portion of the body 
where blood flows close to the Surface, Such as a finger, and 
a photodetector is positioned on the opposite side of the 
finger. Typically, in pulse Oximetry measurements, one LED 
emits a visible wavelength, preferably red, and the other 
LED emits an infrared wavelength. However, one skilled in 
the art will realize that other wavelength combinations could 
be used. 

0158. The finger comprises skin, tissue, muscle, both 
arterial blood and venous blood, fat, etc., each of which 
absorbs light energy differently due to different absorption 
coefficients, different concentrations, and different thick 
nesses. When the patient is not moving, absorption is 
substantially constant except for the flow of blood. This 
constant attenuation can be determined and Subtracted from 
the Signal via traditional filtering techniques. When the 
patient moves, the absorption becomes erratic. Erratic 
motion induced noise typically cannot be predetermined and 
Subtracted from the measured signal via traditional filtering 
techniques. Thus, determining the Saturation of oxygenated 
arterial blood becomes more difficult. 

0159. A schematic of a physiological monitor for pulse 
oximetry is shown in FIG. 10. Two LED’s 300 and 302, one 
LED 300 emitting red wavelengths and another LED 302 
emitting infrared wavelengths, are placed adjacent a finger 
310. A photodetector 320, which produces an electrical 
Signal corresponding to the attenuated visible and infrared 
light energy signals is located opposite the LED’s 300 and 
302. The photodetector 320 is connected to a single channel 
of common processing circuitry including an amplifier 330 
which is in turn connected to aband pass filter 340. The band 
pass filter 340 passes Signal into a Synchronized demodula 
tor 350 which has a plurality of output channels. One output 
channel is for Signals corresponding to visible wavelengths 
and another output channel is for Signals corresponding to 
infrared wavelengths. 
0160 The output channels of the synchronized demodu 
lator for Signals corresponding to both the visible and 
infrared wavelengths are each connected to Separate paths, 
each path comprising further processing circuitry. Each path 
includes a DC offset removal element 360 and 362, Such as 
a differential amplifier, a programmable gain amplifier 370 
and 372 and a low pass filter 380 and 382.The output of each 
low pass filter 380 and 382 is amplified in a second pro 
grammable gain amplifier 390 and 392 and then input to a 
multiplexer 400. 
0.161 The multiplexer 400 is connected to an analog-to 
digital converter 410 which is in turn connected to a micro 
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processor 420. Control lines between the microprocessor 
420 and the multiplexer 400, the microprocessor 420 and the 
analog-to-digital converter 410, and the microprocessor 420 
and each programmable gain amplifier 370, 372, 390, and 
392 are formed. The microprocessor 420 has additional 
control lines, one of which leads to a display 430 and the 
other of which leads to an LED driver 440 situated in a 
feedback loop with the two LED’s 300 and 302. 
0162 The LED’s 300 and 302 each emits energy which 

is absorbed by the finger 310 and received by the photode 
tector 320. The photodetector 320 produces an electrical 
Signal which corresponds to the intensity of the light energy 
striking the photodetector 320 surface. The amplifier 330 
amplifies this electrical Signal for ease of processing. The 
band pass filter 340 then removes unwanted high and low 
frequencies. The synchronized demodulator 350 separates 
the electrical Signal into electrical signals corresponding to 
the red and infrared light energy components. A predeter 
mined reference voltage, V is subtracted by the DC offset 
removal element 360 and 362 from each of the separate 
Signals to remove Substantially constant absorption which 
corresponds to absorption when there is no motion induced 
undesired signal component. Then the first programmable 
gain amplifiers 370 and 372 amplify each signal for ease of 
manipulation. The low pass filters 380 and 382 integrate 
each Signal to remove unwanted high frequency components 
and the second programmable gain amplifiers 390 and 392 
amplify each Signal for further ease of processing. 
0163 The multiplexer 400 acts as an analog Switch 
between the electrical Signals corresponding to the red and 
the infrared light energy, allowing first a signal correspond 
ing to the red light to enter the analog-to-digital convertor 
410 and then a Signal corresponding to the infrared light to 
enter the analog-to-digital convertor 410. This eliminates the 
need for multiple analog-to-digital convertors 410. The 
analog-to-digital convertor 410 inputs the data into the 
microprocessor 420 for calculation of a noise reference 
Signal via the processing technique of the present invention 
and removal of undesired signal portions via an adaptive 
noise canceler. The microprocessor 420 centrally controls 
the multiplexer 400, the analog-to-digital convertor 410, and 
the first and second programmable gain amplifiers 370 and 
390 for both the red and the infrared channels. Additionally, 
the microprocessor 420 controls the intensity of the LED's 
302 and 304 through the LED driver 440 in a servo loop to 
keep the average intensity received at the photodetector 320 
within an appropriate range. Within the microprocessor 420 
a noise reference signal n'(t) is calculated via either the 
constant Saturation method or the rationmetric method, as 
described above, the rationmetric method being generally 
preferred. This signal is used in an adaptive noise canceler 
of the joint process estimator type 60, described above. 
0164. The multiplexer 400 time multiplexes, or sequen 
tially Switches between, the electrical Signals corresponding 
to the red and the infrared light energy. This allows a single 
channel to be used to detect and begin processing the 
electrical signals. For example, the red LED300 is energized 
first and the attenuated Signal is measured at the photode 
tector 320. An electrical Signal corresponding to the inten 
sity of the attenuated red light energy is passed to the 
common processing circuitry. The infrared LED 302 is 
energized next and the attenuated Signal is measured at the 
photodetector 320. An electrical Signal corresponding to the 
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intensity of the attenuated infrared light energy is passed to 
the common processing circuitry. Then, the red LED 30.0 is 
energized again and the corresponding electrical Signal is 
passed to the common processing circuitry. The Sequential 
energization of LED’s 300 and 302 occurs continuously 
while the pulse oXimeter is operating. 
0.165. The processing circuitry is divided into distinct 
paths after the synchronized demodulator 350 to ease time 
constraints generated by time multiplexing. In the preferred 
embodiment of the pulse oximeter shown in FIG. 10, a 
sample rate, or LED energization rate, of 1000 Hz is 
advantageously employed. Thus, electrical Signals reach the 
synchronized demodulator 350 at a rate of 1000 Hz. Time 
multiplexing is not used in place of the Separate paths due to 
settling time constraints of the low pass filters 380,382, and 
384. 

0166 In FIG. 10, a third LED 304 is shown adjacent the 
finger, located near the LED’s 300 and 302. The third LED 
304 is used to measure a third signal S(t) to be used to 
determine Saturation using the rationetric method. The third 
LED 304 is time multiplexed with the red and infrared 
LED’s 300 and 302. Thus, a third signal is input to the 
common processing circuitry in Sequence with the Signals 
from the red and infrared LED’s 300 and 302. After passing 
through and being processed by the operational amplifier 
330, the band pass filter 340, and the synchronized demodu 
lator 350, the third electrical signal corresponding to light 
energy at wavelength wc is input to a separate path including 
a DC offset removal element 364, a first programmable gain 
amplifier 374, a low pass filter 384, and a second program 
mable gain amplifier 394. The third signal is then input to the 
multiplexer 400. 
0167. The dashed line connection for the third, LED 304 
indicates that this third LED 304 is incorporated into the 
pulse Oximeter when the rationmetric method is used; it is 
unnecessary for the constant Saturation method. When the 
third LED 304 is used, the multiplexer 400 acts as an analog 
switch between all three LED 300, 302, and 304 signals. If 
the third LED 304 is utilized, feedback loops between the 
microprocessor 420 and the first and Second programmable 
gain amplifier 374 and 394 in the ac wavelength path are 
also formed. 

0168 For pulse oximetry measurements using the ratio 
metric method, the signals (logarithm converted) transmitted 
through the finger 310 at each wavelengthwa, wb, and wc are: 

Sc(t)=SIR(t)=CHbo2.cCHbo2 x(t)+c HocCHEx+ 
ne(t). (83) 

0169. In equations (81) through (83), X(t) is the lump 
sum thickness of the arterial blood in the finger, XY(t) is the 
lump-sum thickness of venous blood in the finger; eno, 
€Hbo2.2b, €Hbo2...e. eHba e Hbb, and eHbe are the absorp 
tion coefficients of the Oxygenated and non-oxygenated 
hemoglobin, at each wavelength measured and co(t) and 
c(t) with the SuperScript designations A and V are the 
concentrations of the oxygenated and non-oxygenated arte 
rial blood and venous blood, respectively. 
0170 For the rationetric method, the wavelengths cho 
Sen are typically two in the visible red range, i.e., wa and wb, 



US 2004/0204638 A1 

and one in the infrared range, i.e., wc. AS described above, 
the measurement wavelengths wa and wb are advantageously 
chosen to Satisfy a proportionality relationship which 
removes the desired signal portion Y(t): and Y(t), yield 
ing a noise reference signal n'(t). In the preferred embodi 
ment, the rationetric method is used to determine the noise 
reference signal n'(t) by picking two wavelengths that cause 
the desired portions Y(t) and Y'(t) of the measured 
Signals S(t) and S(t) to become linearly dependent 
Similarly to equation (22); i.e. wavelengths wa and wb which 
Satisfy: 

0171 Typical wavelength values chosen are wa-650 nm 
and Jub=685 nm. Additionally a typical wavelength value for 
wc is WC=940 nm. By picking wavelengths wa and wb to 
Satisfy equation (84) the venous portion of the measured 
Signal is also caused to become linearly dependent even 
though it is not a portion of the desired Signal. Thus, the 
venous portion of the Signal is removed with the desired 
portion. The proportionality relationship between equations 
(81) and (82) which allows determination of a non-zero 
noise reference Signal n'(t), Similarly to equation (25) is: 

0.4-GHba?eHibb where (85) 

na(t)z (), in b(t). (86) 

0172 In pulse oximetry, both equations (85) and (86) can 
typically be Satisfied Simultaneously. 

0173 FIG. 11 is a graph of the absorption coefficients of 
oxygenated and deoxygenated hemoglobin (eito and eit) 
vs. wavelength (0). FIG. 12 is a graph of the ratio of 
absorption coefficients VS. Wavelength, i.e., es?e VS. W 
over the range of wavelength within circle 13 in FIG. 11. 
Anywhere a horizontal line touches the curve of FIG. 12 
twice, a does line 400, the condition of equation (84) is 
satisfied. FIG. 13 shows an exploded view of the area of 
FIG. 11 within the circle 13. Values of ec and e, at the 
wavelengths where a horizontal line touches the curve of 
FIG. 12 twice can then be determined from the data in FIG. 
13 to Solve for the proportionality relationship of equation 
(85). 
0.174. A special case of the rationetric method is when 
the absorption coefficients et and e, are equal at a 
wavelength. Arrow 410 in FIG. 11 indicates one such 
location, called an isobestic point. FIG. 13 shows an 
exploded view of the isobestic point. To use isobeStic points 
with the rationmetric method, two wavelengths at isobeStic 
points are determined to Satisfy equation (84). 
0175 Multiplying equation (82) by (), and then subtract 
ing equation (82) from equation (81), a non-zero noise 
reference signal n'(t) is determined by: 

0176) This noise reference signal n'(t) has spectral con 
tent corresponding to the erratic, motion-induced noise. 
When it is input to an adaptive noise canceler, with either the 
Signals S(t) and S(t) or S(t) and S(t) input to two 
regression filters 80a and 80b, the adaptive noise canceler 
will function much like an adaptive multiple notch filter and 
remove frequency components present in both the noise 
reference signal n'(t) and the measured signals from the 
measured signals S(t) and S(t) or S(t) and S(t). Thus, 
the adaptive noise canceler is able to remove erratic noise 
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caused in the venous portion of the measured signals S(t), 
S(t), and S(t) even though the venous portion of the 
measured signals S(t) and S(t) was not incorporated in 
the noise reference signal n'(t). However, the low frequency 
absorption caused by Venous blood moving through the 
veins is generally not one of the frequencies incorporated 
into the noise reference signal n'(t). Thus, the adaptive noise 
canceler generally will not remove this portion of the 
undesired Signal. However, a band pass filter applied to the 
approximations to the desired signals Y'(t) and Y'(t) or 
Y'(t) and Y'(t) can remove this portion of the undesired 
Signal corresponding to the low frequency venous absorp 
tion. 

0177 For pulse oximetry measurements using the con 
Stant Saturation method, the Signals (logarithm converted) 
transmitted through the finger 310 at each wavelength a 
and wb are: 

0.178 For the constant saturation method, the wave 
lengths chosen are typically one in the Visible red range, i.e., 
wa, and one in the infrared range, i.e., b. Typical wave 
length values chosen are wa-660 nm and Jub=940 nm. Using 
the constant Saturation method, it is assumed that Co(t)/ 
C(t)=constant. The Saturation of oxygenated arterial blood 
changes slowly, if at all, with respect to the Sample rate, 
making this a valid assumption. The proportionality factor 
between equation (88) and (89) can then be written as: 

& Y(t)f Y, (t); where (91) 

na(t)Z(), (t)n (t). (92) 
0179. In pulse oximetry, it is typically the case that both 
equations (91) and (92) can be satisfied simultaneously. 
0180 Multiplying equation (89) by co(t) and then Sub 
tracting equation (89) from equation (88), a non-zero noise 
reference signal n'(t) is determined by: 

n'(t) = Sa(t) - (0.4 (t)Sah(t) (93) 

w w w w F &HbO2.aachbox (t) + eHbaa Chi-x(t) + naa (t) - (94) 

0181. The constant saturation assumption does not cause 
the venous contribution to the absorption to be canceled 
along with the desired signal portions Y(t) and Y'(t), as 
did the relationship of equation (84) used in the rationetric 
method. Thus, frequencies associated with both the low 
frequency modulated absorption due to venous absorption 
when the patient is still and the erratically modulated 
absorption due to venous absorption when the patient is 
moving are represented in the noise reference signal n'(t). 
Thus, the adaptive canceler can remove both erratically 
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modulated absorption due to venous blood in the finger 
under motion and the constant low frequency cyclic absorp 
tion of venous blood. 

0182) Using either method, a noise reference signal n'(t) 
is determined by the processor of the present invention for 
use in an adaptive noise canceler which is defined by 
Software in the microprocessor. The preferred adaptive noise 
canceler is the joint proceSS estimator 60 described above. 
0183 Illustrating the operation of the rationetric method 
of the present invention, FIGS. 14, 15 and 16 show signals 
measured for use in determining the Saturation of oxygen 
ated arterial blood using a reference processor of the present 
invention which employs the rationmetric method, i.e., the 
signals Sa(t)=Swedi(t), S(t)=Sea(t), and S(t)=SIR(t). 
A first Segment 14a, 15a, and 16a of each of the Signals is 
relatively undisturbed by motion artifact, i.e., the patient did 
not move Substantially during the time period in which these 
Segments were measured. These Segments 14a, 15a, and 16a 
are thus generally representative of the desired plethysmo 
graphic waveform at each of the measured wavelengths. A 
second segment 14b, 15b, and 16b of each of the signals is 
affected by motion artifact, i.e., the patient did move during 
the time period in which these Segments were measured. 
Each of these segments 14b, 15b, and 16b shows large 
motion induced excursions in the measured Signal. A third 
Segment 14c, 15c, and 16c of each of the Signals is again 
relatively unaffected by motion artifact and is thus generally 
representative of the desired plethysmographic waveform at 
each of the measured wavelengths. 
0184 FIG. 17 shows the noise reference signal n'(t)= 
n-cons(t), as determined by a reference processor of the 
present invention utilizing the rationetric method. AS dis 
cussed previously, the noise reference Signal n'(t) is corre 
lated to the undesired Signal portions n, n, and n. Thus, 
a first segment 17a of the noise reference signal n'(t) is 
generally flat, corresponding to the fact that there is very 
little motion induced noise in the first Segments 14a, 15a, 
and 16a of each Signal. A Second Segment 17b of the noise 
reference signal n'(t) exhibits large excursions, correspond 
ing to the large motion induced excursions in each of the 
measured Signals. A third Segment 17c of the noise reference 
Signal n'(t) is generally flat, again corresponding to the lack 
of motion artifact in the third segments 14a, 14b, and 14c of 
each measured Signal. 
0185 FIGS. 18 and 19 show the approximations Y', (t) 
and Y'(t) to the desired signals Y(t) and Y(t) as 
estimated by the joint proceSS estimator 60 using a noise 
reference signal n'(t) determined by the rationetric method. 
Note that the scale of FIGS. 14 through 19 is not the same 
for each figure to better illustrate changes in each Signal. 
FIGS. 18 and 19 illustrate the effect of the joint process 
estimator adaptive noise canceler using the noise reference 
Signal n'(t) as determined by the reference processor of the 
present invention using the rationetric method. Segments 
18b and 19b are not dominated by motion induced noise as 
were segments 14b, 15b, and 16b of the measured signals. 
Additionally, segments 18a, 19a, 18c, and 19.c have not been 
Substantially changed from the measured Signal Segments 
14a, 15a, 16a, 14c, 15c, and 16c where there was no motion 
induced noise. 

0186 Illustrating the operation of the constant saturation 
method of the present invention, FIGS. 20 and 21 show 
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Signals measured for input to a reference processor of the 
present invention which employs the constant Saturation 
method, i.e., the signals S(t)=S(t) and S(t)=S(t). A 
first Segment 20a and 21a of each of the Signals is relatively 
undisturbed by motion artifact, i.e., the patient did not move 
Substantially during the time period in which these Segments 
were measured. These Segments 20a and 21a are thus 
generally representative of the desired plethysmographic 
waveform at each of the measured wavelengths. A Second 
segment 20b and 21b of each of the signals is affected by 
motion artifact, i.e., the patient did move during the time 
period in which these Segments were measured. Each of 
these segments 20b and 21b shows large motion induced 
excursions in the measured signal. A third Segment 20c and 
21c of each of the Signals is again relatively unaffected by 
motion artifact and is thus generally representative of the 
desired plethysmographic waveform at each of the measured 
wavelengths. 

0187 FIG. 22 shows the noise reference signal n'(t)= 
n(t)-conub(t), as determined by a reference processor of 
the present invention utilizing the constant Saturation 
method. Again, the noise reference signal n'(t) is correlated 
to the undesired Signal portions n and n. Thus, a first 
Segment 22a of the noise reference signal n'(t) is generally 
flat, corresponding to the fact that there is very little motion 
induced noise in the first Segments 20a and 21a of each 
Signal. A Second Segment 22b of the noise reference Signal 
n'(t) exhibits large excursions, corresponding to the large 
motion induced excursions in each of the measured signals. 
A third segment 22c of the noise reference signal n'(t) is 
generally flat, again corresponding to the lack of motion 
artifact in the third segments 20b and 21c of each measured 
Signal. 

0188 FIGS. 23 and 24 show the approximations Y', (t) 
and Y'(t) to the desired signals Y(t) and Y(t) as esti 
mated by the joint proceSS estimator 60 using a noise 
reference signal n'(t) determined by the constant Saturation 
method. Note that the scale of FIGS. 20 through 24 is not 
the same for each figure to better illustrate changes in each 
signal. FIGS. 23 and 24 illustrate the effect of the joint 
process estimator adaptive noise canceler using the noise 
reference signal n'(t) as determined by a reference processor 
of the present invention utilizing the constant Saturation 
method. Segments 23b and 24b are not dominated by motion 
induced noise as were segments 20b and 21b of the mea 
Sured Signals. Additionally, Segments 23a, 24a, 23c, and 24C 
have not been Substantially changed from the measured 
Signal Segments 20a, 21a, 20c, and 21c where there was 
nomotion induced noise. 

Method for Estimating Desired Portions of 
Measured Signals in a Pulse Oximeter 

0189 A copy of a computer program subroutine, written 
in the C programming language, calculates a noise reference 
Signal n'(t) using the rationetric method and, using a joint 
process estimator 60, estimates the desired Signal portions of 
two measured Signals, each having an undesired portion 
which is correlated to the noise reference Signal n'(t) and one 
of which was not used to calculate the noise reference Signal 
n"(t), is appended in Appendix A. For example, S(t)= 
Sea (t) Soso (t) and S(t)=SIR(t)=Solo (t) can be 
input to the computer subroutine. One skilled in the art will 
realize that Sa(t)=Sea(t)=S.6ss (t) and S(t)=S, R(t)= 
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Soo (t) will also work. This Subroutine is one way to 
implement the steps illustrated in the flowchart of FIG. 8 for 
a monitor particularly adapted for pulse OXimetry. 
0190. The program estimates the desired signal portions 
of two light energy Signals, one preferably corresponding to 
lighted in the visible red range and the other preferably 
corresponding to light in the infrared range Such that a 
determination of the amount of oxygen availiable to the 
body, or the Saturation of oxygen in the arterial blood, may 
be made. The calculation of the Saturation is performed in a 
Separate Subroutine. Various methods for calculation of the 
oxygen Saturation are known to those skilled in the art. One 
such calculation is described in the articles by G. A. Mook, 
et al, and Michael R. Neuman cited above. Once the 
concentration of oxygenated hemoglobin and deoxygenated 
hemoglobin are determined, the value of the Saturation is 
determined similarly to equations (73) through (80) wherein 
measurements at times t and t are made at different, yet 
proximate times over which the Saturation is relatively 
constant. For pulse Oximetry, the average Saturation at time 
t=(t+t)/2 is then determined by: 

Saturation (t) = CH02(t)f(CH02(t) + CH, (t). (95) 

AYaa (96) 
éHbaa etball AYA, ) 

AYaa 
e Hba eHbO2, a (eHbab - eulop. AY ) 

i 

0191) Using the rationmetric method, three signals S(t), 
S(t), and S(t) are input to the Subroutine. S(t) and 
S(t) are used to calculate the noise reference signal n'(t). 
0.192 As described above, the wavelengths of light at 
which S(t) and S(t) are measured are chosen to Satisfy 
the relationship of equation (84). Once the noise reference 
Signal n'(t) is determined, the desired signal portions Y(t) 
and Y(t) of the measured signals S(t) and S(t) are 
estimated for use in calculation of the oxygen Saturation. 
0193 The correspondence of the program variables to the 
variables defined in the discussion of the joint proceSS 
estimator is as follows: 

0194 A(t)=nc Delta 
0195 
0196) 
0197) 
0198) 
0199. 
0200 
0201) 
0202) 
0203) 
0204) 
0205) 
0206 
0207 

Teno-nc-fref 
T(t)=nclberf 
f(t)=nc. ferr 
b(t)=nc .berr 
(t)=nc FSWSqr 

f.(t)=nc.BSWSqr 

Y(t)=nc.Gamma 
p(t)=nc Roh a 
p(t)=nc Roh_c 

ea(t)=nc err a 
e(t)=nc err_c 
K(t)=nc IK a 
K(t)=ncl.K c 

Oct. 14, 2004 

0208 A first portion of the program performs the initial 
ization of the registers 90, 92, 96, and 98 and intermediate 
variable values as in the “INITIALIZE NOISE CAN 
CELER” box 120 and equations (40) through (44) and 
equations (61), (62), (65), and (66). A second portion of the 
program performs the time updates of the delay element 
variables 110 where the value at the input of each delay 
element variable 110 is stored in the delay element variable 
110 as in the “TIME>UPDATE OFZELEMENTS” box 
130. 

0209. A third portion of the program calculates the noise 
reference signal, as in the “CALCULATE NOISE REFER 
ENCE (n'(t)) FOR TWO MEASURED SIGNAL 
SAMPLES” box 140 using the proportionality constant (), 
determined by the rationetric method as in equation (85). 
0210. A fourth portion of the program performs the 
Zero-stage update as in the “ZERO-STAGE UPDATE" box 
150 where the Zero-stage forward prediction error f(t) and 
the Zero-stage backward prediction error b(t) are set equal 
to the value of the noise reference signal n'(t) just calculated. 
Additionally, Zero-stage values of intermediate variables o(t) 
and fo(t) (nc).FSWSqr and nc.BSwsgr in the program) are 
calculated for use in setting register 90,92, 96, and 98 values 
in the least-Squares lattice predictor 70 and the regression 
filters 80a and 80b. 

0211) A fifth portion of the program is an iterative loop 
wherein the loop counter, m, is reset to Zero with a maximum 
of m=NC CELLS, as in the “m=0” box 160 in FIG. 8. 
NC CELLS is a predetermined maximum value of iterations 
for the loop. A typical value of NC CELS is between 60 and 
80, for example. The conditions of the loop are set such that 
the loop iterates a minimum of five times and continues to 
iterate until a test for conversion is met or m=NC CELLS. 
The test for conversion is whether or not the Sum of the 
weighted Sum of forward prediction errors plus the weighted 
Sum of backward prediction errorS is less than a Small 
number, typically 0.00001 (i.e., (t)+B(t)s 0.00001). 
0212. A sixth portion of the program calculates the for 
ward and backward reflection coefficient T(t) and T(t) 
register 90 and 92 values (nc) fref and ncbref in the 
program) as in the “ORDER UPDATE m"-STAGE OF 
LSL-PREDICTOR” box 170 and equations (49) and (50). 
Then forward and backward prediction errors f(t) and b(t) 
(nc. ferr and incl.berr in the program) are calculated as in 
equations (51) and (52). Additionally, intermediate variables 
(t), B(t) and Y(t) (nc).FSWSqr, ncl. BSWSqr, nc. 

..Gamma in the program) are calculated, as in equations (53), 
(54), and (55). The first cycle of the loop uses the values for 
incO.FSwsgr and nOBSwsqr calculated in the ZERO 
STAGE UPDATE portion of the program. 

0213. A seventh portion of the program, still within the 
loop, calculates the regression coefficient K, (t) and 
K(t) register 96 and 98 values (nc).K a and incl.K. c in 
the program) in both regression filters, as in the “ORDER 
UPDATE m'. STAGE OF REGRESSION FILTER(S)” box 
180 and equations (57) through (68). Intermediate error 
signals and variables ena(t), e.(t), pa(t), and p, (t) 
(ncerra and ncerr_c, ncroha, and ncroh_c in the 
Subroutine) are also calculated as in equations (58), (64), 
(56), and (60), respectively. 
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0214. The test for convergence of the joint process esti 
mator is performed each time the loop iterates, analogously 
to the “DONE" box 190. If the sum of the weighted sums of 
the forward and backward prediction errors (t)+(3(t) is 
less than or equal to 0.00001, the loop terminates. Other 
wise, the Sixth and Seventh portions of the program repeat. 
0215. When either the convergence test is passed or 
m=NC CELLS, an eighth portion of the program calculates 
the output of the joint process estimator 60 adaptive noise 
canceler as in the “CALCULATE OUTPUT box 200. This 
output is a good approximation to both of the desired signals 
Y'(t) and Y'(t) for the set of Samples S(t), S(t) and 
S(t) input to the program. After many sets of Samples are 
processed by the joint proceSS estimator, a compilation of the 
outputs provides output waves which are good approxima 
tions to the plethysmographic wave at each wavelength, wa 
and wc. 

0216. Another copy of a computer program Subroutine, 
written in the C programming language, which calculates a 
noise reference signal n'(t) using the constant Saturation 
method and, using a joint process estimator 60, estimates a 
good approximation to the desired signal portions of two 
measured Signals, each having an undesired portion which is 
correlated to the noise reference Signal n'(t) and each having 
been used to calculate the noise reference Signal n'(t), is 
appended in Appendix B. This. Subroutine is another way to 
implement the steps illustrated in the flowchart of FIG. 8 for 
a monitor particularly adapted for pulse OXimetry. The two 
Signals are measured at two different wavelengths wa and wb, 
where wa is typically in the visible region and wb is typically 
in the infrared region. For example, in one embodiment of 
the present invention, tailored specifically to perform pulse 
Oximetry using the constant Saturation method, wa 660 nm 
and b=940 nm. 

0217. The correspondence of the program variables to the 
variables defined in the discussion of the joint proceSS 
estimator is as follows: 

0218 A(t)=nc).Delta 
0219) re(t)=ncI).fref 
0220 r(t)=ncl.bref 
0221 f(t)=nc. ferr 
0222 b(t)=nc.berr 
0223 (t)=nc.FSwsqr 
0224 BCt) incBSwsqr 
0225 y(t)=nc.Gamma 

0226) p, (t) incl. Roh a 
0227 p.(t)=nc).Roh b 
0228 
0229) 
0230) 
0231) 

0232 First and second portions of the Subroutine are the 
Same as the first and Second portions of the above described 
Subroutine tailored for the rationmetric method of determin 
ing the noise reference signal n'(t). 
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0233. A third portion of the subroutine calculates the 
noise reference signal, as in the “CALCULATE NOISE 
REFERENCE (n'(t)) FOR TWO MEASURED SIGNAL 
SAMPLES” box 140 for the signals S(t) and S(t) using 
the a proportionality constant cos(t) determined by the 
constant Saturation method as in equations (90) and (91). 
The Saturation is calculated in a separate Subroutine and a 
value of W(t) is imported to the present Subroutine for 
estimating the desired portions Y(t) and Y(t) of the 
composite measured signals S(t) and S(t). 
0234 Fourth, fifth, and sixth portions of the subroutine 
are similar to the fourth, fifth, and sixth portions of the above 
described program tailored for the rationetric method. How 
ever, the Signals being used to estimate the desired signal 
portions Y'(t) and Y(t) in the present Subroutine tailored 
for the constant Saturation method, are S(t) and, S(t), the 
Same Signals that were used to calculate the noise reference 
Signal n'(t). 
0235 A seventh portion of the program, still within the 
loop begun in the fifth portion of the program, calculates the 
regression coefficient register 96 and 98 values K(t) and 
K(t) (nc.).K a and incl.K b in the program) in both 
regression filters, as in the “ORDER UPDATE m'. STAGE 
OF REGRESSION FILTER(S)” box 180 and equations (57) 
through (67). Intermediate error Signals and variables 
ena(t), rin...(t), p.m. a?t), and p.m. () (ncerra and inc 
err b, .ncroha, and nc.roh b in the Subroutine) are also 
calculated as in equations (58), (63), (56), and (59), respec 
tively. 

0236. The loop iterates until the test for convergence is 
passed, the test being the same as described above for the 
subroutine tailored for the rationetric method. The output of 
the present Subroutine is a good approximation to the desired 
Signals Y'(t) and Y'(t) for the set of Samples S(t) and 
S(t) input to the program. After approximations to the 
desired signal portions of many Sets of measured signal 
Samples are estimated by the joint process estimator, a 
compilation of the outputs provides waves which are good 
approximations to the plethysmographic wave at each wave 
length, wa and wb. The estimating process of the iterative 
loop is the same in either Subroutine, only the Sample values 
S(t) and S(t) or S(t) and S(t) input to the Subroutine 
for use in estimation of the desired signal portions Y(t) and 
Y(t) or Y(t) and Y(t) and how the noise reference 
Signal n'(t) is calculated are different for the rationetric 
method and the constant Saturation methods. 

0237 Independent of the method used, rationetric or 
constant Saturation, the approximations to the desired signal 
values Y'(t) and Y'(t) or Y(t) and Y'(t) are input to a 
Separate Subroutine in which the Saturation of oxygen in the 
arterial blood is calculated. If the constant Saturation method 
is used, the Saturation calculation Subroutine also determines 
a value for the proportionality constant cos(t) as defined in 
equations (90) and (91) and discussed above. The concen 
tration of oxygenated arterial blood can be found from the 
approximations to the desired signal values Since the desired 
Signals are made up of terms comprising x(t), the thickness 
of arterial blood in the finger; absorption coefficients of 
oxygenated and de-oxygenated hemoglobin, at each mea 
Sured Wavelength; and Co2(t) and C(t), the concentra 
tions of oxygenated and de-oxygenated hemoglobin, respec 
tively. The Saturation is a ratio of the concentration of one 
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constituent, As, with respect to the total concentration of 
constituents in the Volume containing As and A. Thus, the 
thickness, X(t), is divided out of the Saturation calculation 
and need not be predetermined. Additionally, the absorption 
coefficients are constant at each wavelength. The Saturation 
of oxygenated arterial blood is then determined as in equa 
tions (95) and (96). 
0238 While one embodiment of a physiological monitor 
incorporating a processor of the present invention for deter 
mining a noise reference Signal for use in an adaptive noise 
canceler to remove erratic noise components from a physi 
ological measurement has been described in the form of a 
pulse oximeter, it will be obvious to one skilled in the art that 
other types of physiological monitors may also employ the 
above described techniques for noise reduction on a com 
posite measured signal in the presence of noise. 
0239 Furthermore, it will be understood that transforma 
tions of measured Signals other than logarithmic conversion 
and determination of a proportionality factor which allows 
removal of the desired Signal portions for determination of 
a noise reference Signal are possible. Additionally, although 
the proportionality factor () has been described herein as a 
ratio of a portion of a first Signal to a portion of a Second 
Signal, a similar proportionality constant determined as a 
ratio of a portion of a Second Signal to a portion of a first 
Signal could equally well be utilized in the processor of the 
present invention. In the latter case, a noise reference signal 
would generally resemble n'(t)=n.(t)-con (t). 
0240. It will also be obvious to one skilled in the art that 
for most physiological measurements, two wavelengths may 
be determined which will enable a signal to be measured 
which is indicative of a quantity of a component about which 
information is desired. Information about a constituent of 
any energy absorbing physiological material may be deter 
mined by a physiological monitor incorporating a signal 
processor of the present invention and an adaptive noise 
canceler by determining wavelengths which are absorbed 
primarily by the constituent of interest. For most physiologi 
cal measurements, this is a simple determination. 
0241 Moreover, one skilled in the art will realize that any 
portion of a patient or a material derived from a patient may 
be used to take measurements for a physiological monitor 
incorporating a processor of the present invention and an 
adaptive noise canceler. Such areas include a digit Such as a 
finger, but are not limited to a finger. 
0242 One, skilled in the art will realize that many 
different types of physiological monitors may employ a 
Signal processor of the present invention in conjunction with 
an adaptive noise canceler. Other types of physiological 
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monitors include, but are in not limited to, electron cardio 
graphs, blood pressure monitors, blood gas Saturation (other 
than oxygen Saturation) monitors, capnographs, heart rate 
monitors, respiration monitors, or depth of anesthesia moni 
tors. Additionally, monitors which measure the pressure and 
quantity of a Substance within the body Such as a breathal 
izer, a drug monitor, a cholesterol monitor, a glucose moni 
tor, a carbon dioxide monitor, a glucose monitor, or a carbon 
monoxide monitor may also employ the above described 
techniques for removal of undesired signal portions. 

0243 Furthermore, one skilled in the art will realize that 
the above described techniques of noise removal from a 
composite Signal including noise components can also be 
performed on Signals made up of reflected energy, rather 
than transmitted energy. One skilled in the art will also 
realize that a desired portion of a measured Signal of any 
type of energy, including but not limited to Sound energy, 
X-ray energy, gamma ray energy, or light energy can be 
estimated by the noise removal techniques described above. 
Thus, one skilled in the art will realize that the processor of 
the present invention and an adaptive noise canceler can be 
applied in Such monitors as those using ultrasound where a 
Signal is transmitted through a portion of the body and 
reflected back from within the body back through this 
portion of the body. Additionally, monitorS Such as echo 
cardiographs may also utilize the techniques of the present 
invention Since they too rely on transmission and reflection. 

0244) While the present invention has been described in 
terms of a physiological monitor, one skilled in the art will 
realize that the Signal processing techniques of the present 
invention can be applied in many areas, including but not 
limited to the processing of a physiological Signal. The 
present invention may be applied in any situation where a 
Signal processor comprising a detector receives a first Signal 
which includes a first desired signal portion and a first 
undesired Signal portion and a Second Signal which includes 
a Second desired signal portion and a Second undesired 
Signal portion. The first and Second Signals propagate 
through a common medium and the first and Second desired 
Signal portions are correlated with one another. Additionally, 
at least a portion of the first and Second undesired signal 
portions are correlated with one another due to a perturba 
tion of the medium while the first and Second Signals are 
propagating through the medium. The processor receives the 
first and Second Signals and combines the first and Second 
Signals to generate a noise reference Signal in which the 
primary component is derived from the first and Second 
undesired signal portions. Thus, the Signal processor of the 
present invention is readily applicable to numerous signal 
processing areas. 

:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::: 

::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::: 

:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::: 

:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::: APPENDIX A 
Least Square Lattice 
Noise Cancelling 

::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::: 

f* Example for rationnetric approach to noise cancelling */ 
#define LAMBDA 0.95 
void Oxi LSL NC( int reset, 

int passes, 
int signal 1, 
int signal 2, 
int signal 3, 
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-continued 

Delta Sqr = ncm).Delta * incm).Delta; 
incinfref = -ncm).Delta f incm).BSwsqr1; 
incin.bref = -ncm).Delta f incm).FSwsqr; 
incinferr = ncm ferr + incinfref * incm.berr1; 
incin.berr = ncm.berr1 + ncIn-bref * incm ferr; 
incin.FSwsqr incm. FSwsqr - Delta Sqr f incm. BSwsqr1; 
incin-BSwsqr incm. BSwsqr1 - Delta Sqr f incm. FSwsqr; 
if( (ncin.FSwsqr + incin).Bswsqr) > 0.00001 || (n < 5)) { 
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incin.Gamma = nem).Gamma - incm.berr1 * incm.berr1 f incm).BSwsqr1; 
if(ncin.Gamma < 0.05) incin.Gamma = 0.05; 
if(ncin.Gamma > 1.00) incin.Gamma = 1.00; 

f* Joint Process Estimation Section f 
incm. Roh a *= LAMBDA: 
incm. Roh a += ncm.berr * incm.err a f incm. Gamma; 
incm.k a = ncm. Roh a f nem-BSwsqr; 
incinerr a = nemerr a - incm.k a incm.berr; 
incm. Roh b = LAMBDA: 
incm. Roh b += ncm.berr * incm.err b / ncm.Gamma; 
incm.k b = ncm. Roh b f incm. BSwsqr; 
incinerr b = ncmerr b - incm.k b * incm.berr; 

else { 
contraction = TRUE: 
for(i=n: i-NC CELLS; i++) { 
ncierr a = 0.0; 
inci Roh a = 0.0; 
ncierr b = 0.0; 
ncil. Roh b = 0.0; 
ncil.Delta = 0.0; 
inci.FSwsqr = 0.00001; 
ncil. BSwsqr = 0.00001; 
inci.Bswsqr1 = 0.00001; 

} 

*out a ++ = (int)( (-exp(ncierr a) +1.0) f scale) ; 
*out b++ = (int) ( (-exp(ncierr b) +1.0) f scale) ; 

f888 8888 888 8888 888 8888 K Least Square Lattice : * * * * * * * * * * * * * * * * * * * * * * * * * * 
::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::: ::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::: 

What is claimed is: 
1. A method of determining blood oxygen Saturation of 

pulsing blood, the method comprising: 
receiving a plurality of intensity signals from light-sen 

Sitive detector over a period of time, wherein the 
light-sensitive detector detects light of a plurality of 
wavelengths attenuated by body tissue carrying pulsing 
blood; and 

calculating a representative value of blood oxygen Satu 
ration based on an assumption that oxygen Saturation of 
pulsing blood remains relatively constant over a pre 
determined portion of the period of time. 

2. The method of claim 1, wherein the plurality of 
intensity Signals include motion induced noise. 

3. A method of determining blood oxygen Saturation of 
pulsing blood, the method comprising: 

receiving a plurality of intensity signals from light-sen 
Sitive detector over a period of time, wherein the 
light-sensitive detector detects light of a plurality of 
wavelengths attenuated by body tissue carrying pulsing 
blood; and 

calculating a representative value of blood oxygen Satu 
ration based on an assumption that oxygen Saturation of 
pulsing blood changes relatively slowly. 

4. The method of claim 3, wherein the calculating com 
prises use of a Self-optimizing filter language. 

5. The method of claim 3, wherein the plurality of 
intensity Signals include motion induced noise. 

6. A method of determining blood oxygen Saturation 
comprising: 

receiving first and Second intensity signals from light 
Sensitive detector which detects light of at least first and 
Second wavelengths attenuated by body tissue carrying 
pulsing blood; and 

calculating oxygen Saturation based upon a principle that 
the oxygen Saturation changes relatively slowly over 
short periods of time, wherein the calculation occurs 
during the presence of motion induced noise in the first 
and Second intensity signals. 

7. A patient monitoring device which determines an 
indication of oxygen Saturation of pulsing blood, the patient 
monitoring device comprising: 

a light Sensitive detector which detects light of a plurality 
of wavelengths attenuated by body tissue carrying 
pulsing blood and outputs a plurality of intensity Sig 
nals over a period of time based on the detected light; 
and 



US 2004/0204638 A1 

a signal processing System which calculates a represen 
tative value of blood oxygen Saturation based on 
assumptions corresponding to an amount of change in 
the oxygen Saturation of pulsing blood over a prede 
termined portion of the period of time. 

8. The patient monitoring device of claim 7, wherein the 
assumptions include an assumption that the oxygen Satura 
tion remains relatively constant over the predetermined 
portion. 
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9. The patient monitoring device of claim 7, wherein the 
assumptions include an assumption that the oxygen Satura 
tion remains changes relatively slowly over the predeter 
mined portion. 

10. The patient monitoring device of claim 7, wherein the 
plurality of intensity signals include motion induced noise. 

11. The patient monitoring device of claim 7, wherein the 
Signal processing System further performs calculations using 
a Self-optimizing filter language. 

k k k k k 


