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separately optimized. One control logic circuit Suffices for 
several memory circuits, reducing cost. Fabrication of 3DS 
memory involves thinning of the memory circuit to less than 
50 um in thickness and bonding the circuit to a circuit stack 
while still in wafer substrate form. Fine-grain high density 
inter-layer vertical bus connections are used. The 3DS 
memory manufacturing method enables several performance 
and physical size efficiencies, and is implemented with estab 
lished semiconductor processing techniques. 
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THREE DIMIENSIONAL STRUCTURE 
MEMORY 

BACKGROUND OF THE INVENTION 

0001 1. Field of the Invention 
0002 The present invention relates to stacked integrated 
circuit memory. 
0003 2. State of the Art 
0004. Manufacturing methods for increasing the perfor 
mance and decreasing the cost of electronic circuits, nearly 
without exception, are methods that increase the integration 
of the circuit and decrease its physical size per equivalent 
number of circuit devices such as transistors or capacitors. 
These methods have produced as of 1996 microprocessors 
capable of over 100 million operations per second that cost 
less than S1,000 and 64Mbit DRAM circuits that access data 
in less than 50 ns and cost less than $50. The physical size of 
Such circuits is less than 2 cm Such manufacturing methods 
Support to a large degree the economic standard of living in 
the major industrialized countries and will most certainly 
continue to have significant consequences in the daily lives of 
people all over the world. 
0005 Circuit manufacturing methods take two primary 
forms: process integration and assembly integration. Histori 
cally the line between these two manufacturing disciplines 
has been clear, but recently with the rise in the use of MCMs 
(Multi-Chip Modules) and flip-chip die attach, this clear 
separation may soon disappear. (The predominate use of the 
term Integrated Circuit (IC) herein is in reference to an Inte 
grated Circuit in singulated die form as sawed from a circuit 
Substrate Such as S semiconductor wafer versus, for example, 
an Integrated Circuit in packaged form.) The majority of ICs 
when in initial die form are presently individually packaged, 
however, there is an increasing use of MCMs. Die in an MCM 
are normally attached to a circuit Substrate in a planar fashion 
with conventional IC die I/O interconnect bonding methods 
such as wire bonding, DCA (Direct Chip Attach) or FCA 
(Flip-Chip Attach). 
0006 Integrated circuit memory such as DRAM, SRAM, 
flash EPROM, EEPROM, Ferroelectric, GMR (Giant Mag 
netoResistance), etc. have the common architectural or struc 
tural characteristic of being monolithic with the control cir 
cuitry integrated on the same die with the memory array 
circuitry. This established (standard or conventional) archi 
tecture or circuit layout structure creates a design trade-off 
constraint between control circuitry and memory array cir 
cuitry for large memory circuits. Reductions in the fabrica 
tion geometries of memory cell circuitry has resulted in 
denser and denser memory ICs, however, these higher 
memory densities have resulted in more Sophisticated control 
circuitry at the expense of increased area of the IC. Increased 
IC area means at least higher fabrication costs per IC (fewer 
ICs per wafer) and lower IC yields (fewer working ICs per 
wafer), and in the worst case, an IC design that cannot be 
manufactured due to its non-competitive cost or unreliable 
operation. 
0007 As memory density increases and the individual 
memory cell size decreases more control circuitry is required. 
The control circuitry of a memory IC as a percentage of IC 
area in Some cases such as DRAMs approaches or exceeds 
40%. One portion of the control circuitry is the sense amp 
which senses the state, potential or charge of a memory cell in 
the memory array circuitry during a read operation. The sense 
amp circuitry is a significant portion of the control circuitry 
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and it is a constant challenge to the IC memory designer to 
improve sense amp sensitivity in order to sense ever Smaller 
memory cells while preventing the area used by the sense amp 
from becoming too large. 
0008 If this design constraint or trade-off between control 
and memory circuits did not exist, the control circuitry could 
be made to perform numerous additional functions, such as 
sensing multiple storage states per memory cell, faster 
memory access through larger more sensitive sense amps, 
caching, refresh, address translation, etc. But this trade-off is 
the physical and economic reality for memory ICs as they are 
presently made by all manufacturers. 
0009. The capacity of DRAM circuits increases by a factor 
of four from one generation to the next; e.g. 1 bit, 4 bit, 16 
Mbit and 64Mbit DRAMs. This four times increase in circuit 
memory capacity per generation has resulted in larger and 
larger DRAM circuit areas. Upon introduction of a new 
DRAM generation the circuit yields are too low and, there 
fore, not cost effective for high volume manufacture. It is 
normally several years between the date prototype samples of 
a new DRAM generation are shown and the date such circuits 
are in Volume production. 
0010 Assembling die in a stacked or three dimensional 
(3D) manner is disclosed in U.S. Pat. No. 5,354,695 of the 
present inventor, incorporated herein by reference. Further 
more, assembling die in a 3D manner has been attempted with 
regard to memory. Texas Instruments of Dallas Tex., Irvine 
Sensors of Costa Mesa Calif. and Cubic Memory Corporation 
of Scotts Valley Calif. have all attempted to produce stacked 
or 3D DRAM products. In all three cases, conventional 
DRAM circuits indie form were stacked and the interconnect 
between each DRAM in the stack was formed along the 
outside surface of the circuit stack. These products have been 
available for the past several years and have proved to be too 
expensive for commercial applications, but have found some 
use in space and military applications due to their small 
physical size or footprint. 
(0011. The DRAM circuit type is referred to and often used 
as an example in this specification, however, this invention is 
clearly not limited to the DRAM type of circuit. Undoubtedly 
memory cell types such as EEPROMs (Electrically Erasable 
Programmable Read Only Memories), flash EPROM, Ferro 
electric, GMR Giant Magneto Resistance or combinations 
(intra or inter) of such memory cells can also be used with the 
present Three Dimensional Structure (3DS) methods to form 
3DS memory devices. 
0012. The present invention furthers, among others, the 
following objectives: 
1. Several-fold lower fabrication cost per megabyte of 
memory than circuits conventionally made solely with mono 
lithic circuit integration methods. 
2. Several-fold higher performance than conventionally made 
memory circuits. 
3. Many-fold higher memory density per IC than convention 
ally made memory circuits. 
4. Greater designer control of circuit area size, and therefore, 
COSt. 

5. Circuit dynamic and static self-test of memory cells by an 
internal controller. 
6. Dynamic error recovery and reconfiguration. 
7. Multi-level storage per memory cell. 
8. Virtual address translation, address windowing, various 
address functions such as indirect addressing or content 
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addressing, analog circuit functions and various graphics 
acceleration and microprocessor functions. 

SUMMARY OF THE INVENTION 

0013 The present 3DS memory technology is a stacked or 
3D circuit assembly technology. Features include: 
1. Physical separation of the memory circuits and the control 
logic circuit onto different layers; 
2. The use of one control logic circuit for several memory 
circuits; 
3. Thinning of the memory circuit to less than about 50 um in 
thickness forming a substantially flexible substrate with pla 
nar processed bond Surfaces and bonding the circuit to the 
circuit stack while still in wafer substrate form; and 
4. The use of fine-grain high density inter layer vertical bus 
connections. 
0014. The 3DS memory manufacturing method enables 
several performance and physical size efficiencies, and is 
implemented with established semiconductor processing 
techniques. Using the DRAM circuit as an example, a 64Mbit 
DRAM made with a 0.25um process could have a die size of 
84 mm, a memory area to die size ratio of 40% and a access 
time of about 50 ns for 8 Mbytes of storage; a 3DS DRAMIC 
made with the same 0.25 um process would have a die size of 
18.6 mm, use 17 DRAM array circuit layers, a memory area 
to die size ratio of 94.4% and an expected access time of less 
than 10 ns for 64 Mbytes of storage. The 3DS DRAM IC 
manufacturing method represents a scalable, many-fold 
reduction in the cost per megabyte versus that of conventional 
DRAMIC manufacturing methods. In other words, the 3DS 
memory manufacturing method represents, at the infrastruc 
ture level, a fundamental cost savings that is independent of 
the process fabrication technology used. 

BRIEF DESCRIPTION OF THE DRAWING 

0015 The present invention may be further understood 
from the following description in conjunction with the 
appended drawing. In the drawing: 
0016 FIG. 1a is a pictorial view of a 3DS DRAM IC 
manufactured with Method A or Method B and demonstrat 
ing the same physical appearance of I/O bond pads as a 
conventional IC die; 
0017 FIG. 1b is a cross-sectional view of a 3DS memory 
IC showing the metal bonding interconnect between several 
thinned circuit layers; 
0018 FIG. 1c is a pictorial view of a 3DS DRAMIC stack 
bonded and interconnected face-down onto a larger conven 
tional IC or another 3DS IC: 
0019 FIG.2a is a diagram showing the physical layout of 
a 3DSDRAM array circuit block with one data-line set of bus 
lines, i.e. one port; 
0020 FIG.2b is a diagram showing the physical layout of 
a 3DS DRAM array circuit block with two sets of data-line 
bus lines, i.e. two ports; 
0021 FIG.2c is a diagram showing the physical layout of 
a portion of an exemplary memory controller circuit; 
0022 FIG.3 is a diagram showing the physical layout of a 
3DS DRAM array circuit showing partitions for sixty-four 
(64) 3DS DRAM array blocks; 
0023 FIG. 4 is a cross-sectional view of a generic 3DS 
Vertical interconnection or feed-through in a thinned Sub 
Strate; 
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0024 FIG. 5 is a diagram showing the layout of a 3DS 
memory multiplexer for down-selecting gate-line read or 
write selection. 

DETAILED DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

(0025 Referring to FIG. 1a and FIG. 1b, the 3DS (Three 
Dimensional Structure) memory device 100 is a stack of 
integrated circuit layers with fine-grain vertical interconnect 
between all circuit layers. The term fine-grain inter-layer 
Vertical interconnect is used to mean electrical conductors 
that pass through a circuit layer with or without an intervening 
device element and have a pitch of nominally less than 100 
um and more typically less than 10 Lim, but not limited to a 
pitch of less than 2 m, as best seen in FIG.2a and FIG.2b. The 
fine-grain inter-layer vertical interconnect also functions to 
bond together the various circuit layers. As shown in FIG.1b, 
although the bond and interconnect layers 105a, 105b, etc., 
are preferably metal, other material may also be used as 
described more fully hereinafter. 
(0026. The pattern 107a, 107b, etc. in the bond and inter 
connect layers 105a, 105b, etc. defines the vertical intercon 
nect contacts between the integrated circuit layers and serves 
to electrically isolate these contacts from each other and the 
remaining bond material; this pattern takes the form of either 
voids or dielectric filled spaces in the bond layers. 
0027. The 3DS memory stack is typically organized as a 
controller circuit 101 and some number of memory array 
circuit layers 103, typically between nine (9) and thirty-two 
(32), but there is no particular limit to the number of layers. 
The controller circuit is of nominal circuit thickness (typi 
cally 0.5 mm or greater), but each memory array circuit layer 
is a thinned and substantially flexible circuit with net low 
stress, less than 50 um and typically less than 10 Lum in 
thickness. Conventional I/O bond pads are formed on a final 
memory array circuit layer for use with conventional pack 
aging methods. Other metal patterns may be used Such as 
insertion interconnection (disclosed in U.S. Pat. Nos. 5.323, 
035 and 5.453.404 of the present inventor), DCA (Direct Chip 
Attach) or FCA (Flip-Chip Attach) methods. 
0028. Further, the fine grain inter-layer vertical intercon 
nect can be used for direct singulated die bonding between a 
3DS memory die and a conventional die (wherein the con 
ventional die could be the controller circuit as shown in FIG. 
1c) or a 3DS memory die and another 3DS memory die; it 
should be assumed that the areas (sizes) of the respective dice 
to be bonded together can vary and need not be the same. 
Referring more particularly to FIG. 1c, a 3DS DRAM IC 
stack 100 is bonded and interconnected face-down onto a 
larger conventional IC or another 3DS IC 107. Optionally the 
3DS stack 100 can be composed of only DRAM array circuits 
with the DRAM controller circuitry as part of the larger die. If 
the DRAM controller circuitry is part of the larger die, then 
fine-grain vertical bus interconnect would be required (at the 
face 109 of the 3DSDRAMIC stack 100) to connect the 3DS 
DRAM array circuit to the DRAM controller, otherwise 
larger grain conventional interconnection could be incorpo 
rated (patterned) into the planarized bond layer. 
0029. As shown in FIG.3, each memory array circuit layer 
includes a memory array circuit 300 composed of memory 
array blocks 301 (nominally less than 5mm in area) and each 
block is composed of memory cells (in much the same man 
ner as the cell array of a DRAM or EEPROM circuit), busing 
electrodes, and—at the option of the designer—enabling 
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gates for selection of specific rows or columns of the memory 
array. The controller circuit is composed of sense amps, 
address, control and drive logic that would normally be found 
at the periphery of a typical memory circuit of monolithic 
design such as in a conventional DRAM. 
0030 Fine-grain busing vertically connects the controller 
independently to each memory array layer Such that the con 
troller can provide drive (power) or enable signals to any one 
layer without affecting the state of any of the other layers. 
This allows the controller to test, read or write independently 
each of the memory circuit layers. 
0031 FIG. 2a and FIG. 2b show examples of layouts of 
possible blocks of a memory array such as the block 301 of 
FIG. 3. Although only a portion of the block is shown, in the 
illustrated embodiment, the blocks exhibit bilateral symme 
try such that the layout of the complete block may be ascer 
tained from the illustrated portion. Abbreviations “T”, “L’. 
and “TL are used following various reference numerals to 
indicate “Top”, “Left' and “Top-Left, respectively, implying 
corresponding elements not shown in the figure. Referring to 
FIG. 2a, a core portion 200 of the block is composed of a 
'sea of memory cells. Logically, the aggregation of memory 
cells may be subdivided into “macrocells' 201 each contain 
ing some number of memory cells, e.g. an 8x8 array of 64 
memory cells. At the periphery of the core is formed fine 
grain vertical interconnect comprising inter-layer bond and 
bus contact metallizations 400, described in greater detail 
hereinafter with reference to FIG. 4. The fine-grain vertical 
interconnect includes I/O power and ground bus lines 203TL. 
memory circuit layer selects 205T, memory macro cell col 
umn selects 207T, data lines 209L, and gate-line multiplexer 
(“mux') selects 209TL. Gate-line multiplexers 211T are, in 
the illustrated embodiment, 4:1 multiplexers used to select 
one of four columns within an eight-wide memory macro cell 
column. Corresponding bottom-side 4:1 multiplexers com 
bine with the topside multiplexers 211T to form equivalent 
8:1 multiplexers for selecting a single gate-line from an eight 
gate-line-wide memory macro cell column. 
0032. One implementation of a 4:1 gate-line bus muli 
plexer 500 is shown in FIG. 5. Gate-line enables 209TL 
(formed in a Metal-1 layer, for example) control transistors 
501a through 501d, respectively. Coupled to the transistors 
are respective gate lines 503a through 503d. Also partly vis 
ible are gate-lines 505a through 505d which are coupled to a 
corresponding 4:1 multiplexer (not shown). When one of the 
gate-line enables is active, the corresponding gate-line is 
coupled to an output line 507 of the multiplexer (formed in a 
Metal-2 layer, for example). The output line is connected to 
one or more vertical bus connects through a line 509 (formed 
in a Metal-3 layer and corresponding to metal contact 400 of 
Vertical bus interconnect, for example) and tungsten plugs 
511 and 513. The tungsten plug 513 joins the line 509 to a 
Vertical interconnect (not shown). 
0033 Referring again to FIG. 2a, in the case of a memory 
circuit layer, the layer may also include output line enables 
(gates) from controller layer enable signals 205T, for which 
I/O enables (gates) 213 may be provided. 
0034. Note that at the memory layer level, each memory 
block 301 is electrically isolated from every other memory 
block 301. Accordingly, the yield probability for each 
memory block is independent. 
0035. Additional read/write ports can be added as can 
additional gate-line vertical interconnections; additional ver 
tical interconnection can be used in a redundant manner to 
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improve vertical interconnect yield. The 3DS memory circuit 
can be designed to have one or more data read and write bus 
port interconnections. Referring to FIG.2b, a memory block 
301' is shown as having a port P. (209L) and a further port P. 
(209L). The only limitation on the number of vertical inter 
connections is the overhead such vertical interconnections 
impose on the cost of the circuit. The fine-grain Vertical 
interconnect method allows thousands of interconnects per 
block at an increase in die area of only a few percent. 
0036. As an example, the overhead of the vertical inter 
connect shown in FIG. 2b for a DRAM memory block of 4 
bits with two read/write ports and implemented in 0.35 cm or 
0.15 um design rules consists of approximately 5,000 con 
nections and is less than 6% of the total area of the memory 
array block. Therefore, the vertical interconnect overhead for 
each memory array circuit layer in the 3DS DRAM circuit is 
less than 6%. This is significantly less than that presently 
experienced in monolithic DRAM circuit designs where the 
percentage of non-memory cell area can exceed 40%. In a 
completed 3DS DRAM circuit the percentage of non 
memory cell area is typically less than 10% of the total area of 
all circuits in the stacked structure. 
0037. The 3DS memory device decouples control func 
tions that normally would be found adjacent the memory cells 
of monolithic memory circuits and segregates them to the 
controller circuit. The control functions, rather than occurring 
on each memory array layer as in conventional memory ICs, 
occur only once in the controller circuit. This creates an 
economy by which several memory array layers share the 
same controller logic, and therefore, lowers the net cost per 
memory cell by as much as a factor of two versus conven 
tional memory design. 
0038. The segregation of the control functions to a sepa 
rate controller circuit allows more area for such functions 
(i.e., an area equal to the area one or several of the memory 
array blocks). This physical segregation by function also 
allows fabrication process segregation of the two very differ 
ent fabrication technologies used for the control logic and the 
memory array, again realizing additional fabrication cost sav 
ings versus the more complicated combined logic/memory 
fabrication process used for conventional memory. The 
memory array can also be fabricated in a process technology 
without consideration of the process requirements of control 
logic functions. This results in the ability to design higher 
performance controller functions at lower cost than is the case 
with present memory circuits. Furthermore, the memory 
array circuit can also be fabricated with fewer process steps 
and nominally reduce memory circuit fabrication costs by 
30% to 40% (e.g., in the case of a DRAM array, the process 
technology can be limited to NMOS or PMOS transistors 
versus CMOS). 
0039 Hence, although bonding of sufficiently planar sur 
faces of a memory controller Substrate and a memory array 
Substrate using thermal diffusion metal bonding is preferred, 
in the broader aspects of the present invention, the invention 
contemplates bonding of separate memory controller and 
memory array Substrates by any of various conventional Sur 
face bonding methods, such as anisotropically conductive 
epoxy adhesive, to form interconnects between the two to 
provide random access data storage. 
0040. Referring to FIG. 2c, the layout of a portion of an 
exemplary memory controller circuit is shown. The inter 
layer bond and bus contact metallization has the same pattern 
as previously described in relation to FIG.2a. Instead of a sea 
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of memory cells, however, there is provided memory control 
ler circuitry including, for example, sense amps and data line 
buffers 215. Because of the increased availability of die area, 
multi-level logic may be provided in conjunction with the 
sense amps and data line buffers 215. Also shown are address 
decode, gate-line and DRAM layer select logic 217, refresh 
and self-test logic 219, ECC logic 221, windowing logic 223, 
etc. Note that self-test logic, ECC logic, and windowing logic 
are provided in addition to functions normally found within a 
DRAM memory controller circuit. Depending on die size or 
the number of controller circuit layers used, any of numerous 
other functions may also be provided including, for example, 
virtual memory management, address functions such as indi 
rect addressing or content addressing, data compression, data 
decompression, audio encoding, audio decoding, video 
encoding, video decoding, Voice recognition, handwriting 
recognition, power management, database processing, graph 
ics acceleration functions, microprocessor functions (includ 
ing adding a microprocessor Substrate), etc. 
0041. The size of the 3DS memory circuit die is not depen 
dent on the present constraint of containing the necessary 
number of memory cells and control function logic on one 
monolithic layer. This allows the circuit designer to reduce 
the 3DS circuit die size or choose a die size that is more 
optimal for the yield of the circuit. 3DS memory circuit die 
size is primarily a function of the size and number of memory 
array blocks and the number of memory array layers used to 
fabricate the final 3DS memory circuit. (The yield of a nine 
teen (19) layer, 0.25 um process 3DS DRAM memory circuit 
may be shown to be greater than 90% as described below.) 
This advantage of selecting the 3DS circuit die size enables an 
earlier first production use of a more advanced process tech 
nology than would normally be possible for conventional 
monolithic circuit designs. This, of course, implies additional 
cost reductions and greater performance over the conven 
tional memory circuits. 

3DS Memory Device Fabrication Methods 
0042. There are two principal fabrication methods for 3DS 
memory circuits. The two 3DS memory fabrication methods, 
however, have a common objective which is the thermal dif 
fusion metal bonding (also referred to as thermal compres 
sion bonding) of a number of circuit Substrates onto a rigid 
Supporting or common Substrate which itself may optionally 
also be a circuit component layer. 
0043. The supporting or common substrate can be a stan 
dard semiconductor wafer, a quartz wafer or a Substrate of any 
material composition that is compatible with the processing 
steps of the 3DS circuit, the operation of the circuit and the 
processing equipment used. The size and shape of the Sup 
porting Substrate is a choice that best optimizes available 
manufacturing equipment and methods. Circuit Substrates are 
bonded to the Supporting Substrate and then thinned through 
various methods. Circuit Substrates may be formed on stan 
dard single crystal semiconductor Substrates or as polysilicon 
circuits formed on an appropriate Substrate such as silicon or 
quartz. Polysilicon transistor circuits have the important cost 
saving option of incorporating a parting layer (film) that 
allows the substrate upon which the polysilicon circuits are 
formed to be released and reused. Polysilicon transistor or 
TFTs (Thin Film Transistor) devices are widely used, and 
need not be made solely from silicon. 
0044) The various circuit layers of the 3DS memory circuit 
are bonded together by use of thermal diffusion of two metal 
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Surfaces, typically aluminum. The Surface of the circuits to be 
bonded are Smooth and Sufficiently planar as is the case with 
the Surface of an unprocessed semiconductor wafer or a pro 
cessed semiconductor wafer that has been planarized with the 
CMP (Chemical Mechanical Processing) method with a sur 
face planarity of less than 1 um and preferably less than 1,000 
A over at least the area of the surface of the circuit (formed on 
the substrate) to be bonded. The metal bonding material on 
the surfaces of the circuits to be bonded are patterned to be 
mirror images of each other and to define the various vertical 
interconnect contacts as indicated in FIG. 2a, FIG. 2b, FIG. 
2c and FIG. 5. The step of bonding two circuit substrates 
results in simultaneously forming the vertical interconnection 
between the two respective circuit layers or substrates. 
0045. The thermal diffusion bonding of the circuit layers 
takes place preferably in an equipment chamber with con 
trolled pressure and atmospheric components such as N with 
little H2O and O content. The bonding equipment aligns the 
patterns of the substrates to be bonded, presses them together 
with a set of programmed pressures and at one or more tem 
peratures for a period of time as required by the type of metal 
used as the bonding material. The thickness of the bonding 
material is nominally in a range of 500 A to 15,000 A or 
greater with a preferred thickness of 1,500 A. The initial 
bonding of the substrates is preferably done at lower than 
standard pressure such as a negative pressure between 1 torr 
and 740 torr depending on the design of the bond pattern. This 
can leave an interior negative pressure between the bonding 
surfaces once external atmospheric pressure is returned 
which further assists in the formation of the bond and 
enhances the reliability of the bond. 
0046. The preferred bonding material is pure aluminum or 
an alloy of aluminum, but it is not limited to aluminum and 
may include, for example, such metals as Sn, Ti, In, Pb, Zn, 
Ni, Cu, Pt, Au or alloys of such metals that provide acceptable 
Surface bond diffusion capabilities at acceptable tempera 
tures and forming periods. The bonding material is not lim 
ited to metal, and could be a combination of bonding mate 
rials, such as highly conductive polysilicon, some of which 
are non-conducting such as silicon dioxide, and the foregoing 
exemplary types of bond material choices should not be con 
sidered to be limitations on how the circuit layers can be 
bonded. 

0047. In the case where metal bond materials form a native 
surface oxide that either inhibits the forming of a satisfactory 
bond or may increase the resistance in the vertical intercon 
nections formed by the bond, the oxide should be removed. 
The bonding equipment provides an oxide reduction capabil 
ity Such that bonding Surfaces of the bond material are ren 
dered without native surface oxide. The methods of forming 
gas atmospheres for the reduction of Surface oxides are well 
known, and there arc other methods for removing the native 
oxide Such as sputter etching, plasma etching or ion mill 
etching. In the case where aluminum is used as the bonding 
material, it is preferred that the thin native aluminum oxide 
film of approximately 40 A on the bonding surfaces be 
removed prior to bonding. 
0048. The thinned (substantially flexible) substrate circuit 
layers of the 3DS memory circuit are typically memory array 
circuits, however, the thinned substrate circuit layers are not 
limited to memory circuits. Other circuit layer types can be 
controller circuits, non-volatile memory such as EEPROM, 
additional logic circuitry including microprocessor logic and 
application specific logic functions such as those that Support 
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graphic or database processing, etc. The selection of Such 
circuit layer types follows from the functional requirements 
of the design of the circuit and is not limited by the 3DS 
memory fabrication process. 
0049. The thinned (substantially flexible) substrate circuit 
layers are preferably made with dielectrics in low stress (less 
than 5x10' dynes/cm) such as low stress silicon dioxide and 
silicon nitride dielectrics as opposed to the more commonly 
used higher stress dielectrics of silicon oxide and silicon 
nitride used in conventional memory circuit fabrication. Such 
low stress dielectrics are discussed at length in U.S. Pat. No. 
5,354,695 of the present inventor, incorporated herein by 
reference. The use of dielectrics with conventional stress 
levels could be used in the assembly of a 3DS DRAM circuit, 
however, if more than a few layers comprise the stacked 
assembly, each layer in the assembly will have to be stress 
balanced so that the net stress of the deposited films of a layer 
is less than 5x10' dynes/cm. The use of intrinsically low 
stress deposited films is the preferred method of fabrication 
versus the use of the method where the stress of individually 
deposited films are not equal but are deposited to create a net 
balanced lower stress. 
0050 Method A, 3DS Memory Device Fabrication 
Sequence 
0051. This fabrication sequence assumes that several cir 
cuit layers will be bonded to a common or support substrate 
and Subsequently thinned in place. An example of a resulting 
3DS memory circuit is shown in FIG.1a. 
0052 1. Align and bond to the common substrate the top 
side of a second circuit Substrate. 
0053 2A. Grind the backside or exposed surface of the 
second circuit Substrate to a thickness of less than 50 um and 
then polish or smooth the surface. The thinned substrate is 
now a substantially flexible substrate. 
0054 Optionally an etch stop may be incorporated in the 
second Substrate from less than a micron to several microns 
below the semiconductor surface prior to device fabrication. 
This etch stop can be an epitaxially formed film such as GeB 
(described in U.S. Pat. Nos. 5,354,695 and 5,323,035 of the 
present inventor, incorporated herein by reference) or a low 
density implanted layer of O or N to form a buried oxide or 
nitride barrier etch stop layer just below the device layer on 
the topside of the second Substrate. After a preliminary grind 
ing of a significant portion of the backside of the Substrate, the 
remaining portion of the backside of the second Substrate is 
then selectively etched in a chemical bath which stops on the 
Surface of the eptiaxial or implanted layer. Subsequent pol 
ishing and RIE steps as necessary can then be used to com 
plete the thinning of the second Substrate. 
0055 Alternately, a parting layer such as H, implanted 
into the topside surface of the second substrate prior to device 
fabrication can be used with a thermal step to crack off the 
majority of the backside of the second Substrate, allowing its 
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0056 2B. The second substrate may alternatively be a 
circuit formed of polysilicon transistors or TFTs over a part 
ing layer Such as aluminum, titanium, Al AS, KBr, etc. which 
can be activated by a specific chemical release agent. The 
backside of the second Substrate is then removed upon acti 
Vating (dissolving) the release layer and followed as needed 
by interconnect semiconductor processing steps. 
0057 3. Process the thinned backside of the second sub 
strate to form Vertical interconnections such as that shown in 
FIG. 4 with the bonded surface side of the second substrate. 
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The backside processing typically comprises conventional 
semiconductor processing steps of dielectric and metal depo 
sition, lithography and RIE, the order of which can vary to a 
great degree. The completion of the backside processing will 
also result in a patterned metal layer that is similar to the 
topside bond material pattern to facilitate the Subsequent 
bonding of an additional circuit Substrate, a terminal pattern 
such as a conventional I/O IC bond pad (wire bonding) pat 
tern, a pattern for thermal diffusion bonding of the 3DS 
memory circuit to another die (either another 3DS circuit or a 
conventional die), or a pattern for insertion interconnection, 
conventional DCA (Direct Chip Attach) or FCA (Flip-Chip 
Attach). 
0.058 Referring more particularly to FIG. 4, during the 
fabrication of active circuit devices, an oxide mask 401 is 
thermally grown or deposited. Vertical bus contacts 403 are 
then formed, for example from highly-doped polysilicon 
coincident with a polysilicon gate forming step. Alternatively, 
contact 403 may be formed of metal. Conventional DRAM 
interconnect structures 410 are then formed using conven 
tional processing. The DRAM interconnect may include an 
internal pad 405. The “DRAM processed” portion 420 of the 
wafer includes various dielectric and metal layers. A final 
passivation layer 407 is deposited, after which vias 409 are 
formed. Conventional CMP processing is then used to obtain 
a planar surface 411. Contacts 413 and bond surfaces not 
shown are then patterned in a top-most metal layer (e.g., 
Metal-3). 
0059. After bonding and thinning of the backside of the 
second substrate to about 1-8 um of silicon (or other semi 
conductor) substrate 415, feed-throughs 417 are then formed 
in registration with the contacts 403. A passivation layer 419 
and contacts 421 are then formed. The contacts 421 may be 
formed so as to form a mirror image of the contacts 413. 
allowing for the bonding of further wafers. 
0060 4. If another circuit layer is to be bonded to the 3DS 
circuit stack, steps 1-3 are repeated. 
0061 5A. The circuits of the finished 3DS memory sub 
strate are then conventionally sawed into die (singulated), 
resulting in a circuit of the type shown in FIG. 1a, and pack 
aged as would be the case with conventional integrated cir 
cuits. 
0062 5B. The circuits of the finished 3DS memory sub 
strate are then conventionally sawed and then individually 
aligned and thermal diffusion bonded (metal pattern down) to 
the surface of a second (conventional IC) die or MCM sub 
strate in a manner similar to that used in the bonding of the 
circuit substrates of step 1 above. (The conventional die or 
MCM substrate may have a larger area than the 3DS memory 
Substrate and may include a graphics controller, video con 
troller or microprocessor, such that the 3DS becomes embed 
ded as part of another circuit.) This final bonding step typi 
cally incorporates a fine-grain interconnect between the 3DS 
memory circuit and the die or MCM substrate, but could also 
use a conventional interconnect pattern. Further, a 3DS 
memory circuit can be bonded face up to a conventional IC in 
die form or MCM substrate and wire bonding used to form 
conventional I/O interconnections. 

Method B, 3DS Memory Device Fabrication Sequence 
0063. This fabrication sequence assumes that a circuit 
substrate will first be bonded to a transfer substrate, thinned 
and then bonded to a common Substrate as a layer of the 
circuit stack. The transfer substrate is then released. This 
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method has the advantage over Method A of allowing sub 
strates to be thinned prior to being bonded to the final circuit 
stack and allows for simultaneous thinning and vertical inter 
connect processing of Substrate circuit layers. 
0.064 1. Bond to a transfer substrate a second circuit sub 
strate using a release or parting layer. A transfer Substrate may 
have high tolerance parallel surfaces (TTV or Total Thickness 
Variance of less than 1 um) and may be perforated with an 
array of Small holes to assist the parting process. 
0065. The parting layer can be a blanket deposition of a 
bonding metal. Precise alignment of the Surfaces is not 
required. 
0066 2. Perform step 2A or 2B of Method A. 
0067 3. Process the backside of the second substrate to 
form interconnections with the bonded topside surface of the 
second Substrate as shown in FIG. 4. The backside processing 
typically comprises conventional semiconductor processing 
steps of dielectric and metal deposition, lithography and RIE. 
the order of which can vary to great degree. The completion of 
the backside processing will also result in a patterned metal 
layer that is similar to the bond material pattern of the com 
mon Substrate to facilitate the Subsequent bonding of an addi 
tional circuit layer. 
0068 4. Bond the second circuit to a common or support 
substrate (3DS stack) and release the transfer substrate by 
activating the parting layer between it and the second circuit. 
0069 5. Process the now exposed topside of the second 
Substrate to form interconnections for Subsequent Substrate 
bonding or a terminal pattern for conventional I/O bonding 
(wire bonding) pad pattern, a pattern for thermal diffusion 
bonding of the 3DS memory circuit to another die (either 
another 3DS circuit or a conventional die), or a pattern for 
conventional insertion interconnect, DCA (Direct Chip 
Attach) or FCA (Flip-Chip Attach). If another circuit layer is 
to be bonded to the 3DS circuit stack, steps 1 through 4 are 
repeated. 
0070. 6. Perform step 5A or 5B of Method A. 
(0071 3DS Memory Device Yield Enhancement Methods 
0072. The 3DS circuit may be considered a vertically 
assembled MCM (Multi-Chip Module) and as with an MCM 
the final yield is the product of the yield probabilities of each 
component circuit (layer) in the completed 3DS circuit. The 
3DS circuit uses several yield enhancement methods that are 
synergistic in their combined usage within a single memory 
IC. The yield enhancement methods used in the 3DS memory 
circuit include Small memory array block size, memory array 
block electrical isolation through physically unique or sepa 
rate vertical bus interconnections, intra memory array block 
gate-line sparing, memory array layer sparing (inter-block 
gate-line sparing), controller sparing and ECC (Error Cor 
recting Codes). The term sparing is used to mean Substitution 
by a redundant element. 
0073. The selected size of the memory array block is the 

first component in the yield equation for the 3DS memory 
circuit. Each memory array block is individually (uniquely) 
accessed and powered by the controller circuit and is physi 
cally independent of each and every other memory array 
block including those on the same memory array layer in 
addition to those on a different memory array layer. The size 
of the memory array block is typically less than 5 mm and 
preferably less than 3 mm, but is not limited to a specific size. 
The size of memory array block, the simplicity of its NMOS 
or PMOS fabrication process and its physical independence 
from each of the other memory array blocks, for nearly all 
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production IC processes, provides a conservatively stated 
nominal yield of greater than 99.5%. This yield assumes that 
most point defects in the memory array block Such as open or 
shorted interconnect lines or failed memory cells can be 
spared (replaced) from the intra-block or inter-block set of 
redundant gate-lines. Major defects in a memory array block 
which render the complete memory array block unusable 
result in the complete sparing of the block from a redundant 
memory array layer or the rejection of the 3DS circuit. 
(0074. In the example of a 3DS DRAM circuit the yield of 
a stack of memory array blocks is calculated from the yield 
equation Ys=(1-(1-P))"), where n is the number DRAM 
array layers, b is the number of blocks per DRAM array and 
P, is the effective yield (probability) of a DRAM array block 
less than 3 mm in area. Assuming a DRAM array block 
redundancy of 4% for gate-lines in the DRAM array block 
lines and one redundant DRAM array layer, and assuming 
further that the number of blocks per layer is 64, the number 
of memory array layers in the stack is 17 and the effective 
value for Py is 0.995, then the stack yield Y's for the complete 
memory array (including all memory array block stacks) is 
97.47%. 
0075. The Ys memory array stack yield is then multiplied 
by the yield of the controller Yc. Assuming a die size of less 
than 50 mm, areasonableYc for a controller fabricated from 
a 0.5 cm BiCMOS or mixed signal process would be between 
65% and 85%, giving a net 3DS memory circuit yield of 
between 63.4% and 82.8%. If a redundant controller circuit 
layer is added to the 3DS memory stack, the yield probabili 
ties would be between 85.7% and 95.2%. 
0076. The effective yield of a memory array block can be 
further increased by the optional use of ECC logic. ECC logic 
corrects data bit errors for some group size of data bits. The 
syndrome bits necessary for the operation of ECC logic 
would be stored on redundant gate-lines of any of the memory 
array layers in a vertically associated block stack. Further, if 
necessary, in order to accommodate the storage of ECC Syn 
drome bits, additional memory array layers could be added to 
the circuit. 

Advantageous 3DS Memory Device Controller Capabilities 
0077. As compared to a conventional memory circuit, the 
3DS memory controller circuit can have various advanta 
geous capabilities due the additional area available for con 
troller circuitry and the availability of various mixed signal 
process fabrication technologies. Some of these capabilities 
are self-test of memory cells with dynamic gate-line address 
assignment, virtual address translation, programmable 
address windowing or mapping, ECC, data compression and 
multi-level storage. 
0078. Dynamic gate-line address assignment is the use of 
programmable gates to enable the layer and gate-line for a 
read/write operation. This allows the physical order of 
memory storage to be separate or different from the logical 
order of stored memory. 
007.9 The testing of each generation of memory devices 
has resulted in significantly increased test costs. The 3DS 
memory controller reduces the cost of testing by incorporat 
ing Sufficient control logic to perform an internal test (self 
test) of the various memory array blocks. Circuit testing in the 
conventional ATE manner is required only for verification of 
controller circuit functions. The scope of the internal test is 
further extended to the programmable (dynamic) assignment 
of unique addresses corresponding to the various gate-lines of 
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each memory array block on each layer. Self-test capability of 
the 3DS controller circuit can be used anytime during the life 
of the 3DS memory circuit as a diagnostic tool and as a means 
to increase circuit reliability by reconfiguring (sparing) the 
addresses of gate-lines that fail after the 3DS memory circuit 
is in use in a product. 
0080 ECC is a circuit capability that, if included in the 
controller circuit, can be enabled or disabled by a program 
ming signal or made a dedicated function. 
0081 Data compression logic will allow the total amount 
of data that can be stored in the 3DS memory array to be 
increased. There are various generally known data compres 
sion methods available for this purpose. 
0082 Larger sense amps allow greater dynamic perfor 
mance and enable higher speed read operations from the 
memory cells. Larger sense amps are expected to provide the 
capability to store more than one bit (multi-level storage) of 
information in each memory cell; this capability has already 
been demonstrated in non-volatile memory circuits such as 
flash EPROM. Multi-level storage has also been proposed for 
use in the 4Gbit DRAM generation circuits. 
0083. It will be appreciated by those of ordinary skill in the 
art that the invention can be embodied in other specific forms 
without departing from the spirit or essential character 
thereof. The presently disclosed embodiments are therefore 
considered in all respects to be illustrative and not restrictive. 
The scope of the invention is indicated by the appended 
claims rather than the foregoing description, and all changes 
which come within the meaning and range of equivalents 
thereof are intended to be embraced therein. 

What is claimed is: 
1. A stacked integrated circuit comprising: 
a logic layer including means for initiating a memory 

acceSS, 
at least one memory layer, and 
an array of Vertical interconnects between the logic layer 

and the at least one memory layer for routing data ver 
tically between the logic layer and selected storage loca 
tions within the at least one memory layer; 

wherein during a single memory access cycle, a plurality of 
bytes of data are routed from the selected storage loca 
tions to the logic layer. 

2. The apparatus of claim 1, wherein said array is an array 
of vertical interconnections interior to the Stacked integrated 
circuit. 

3. The apparatus of claim 1, wherein the logic layer com 
prises means for receiving a virtual address and translating 
the virtual address to a real address. 

4. The apparatus of claim 1, wherein the logic layer com 
prises means for receiving an indirect address and translating 
the indirect address to one of a real address and a virtual 
address. 

5. The apparatus of claim 1, wherein the at least one 
memory layer comprises at least one content-addressable 
memory circuit, wherein the logic layer receives a content 
word and produces as an output signal an address of the 
content word within the at least one memory circuit. 

6. The apparatus of claim 1, wherein the logic layer com 
prises means for performing at least one of audio encoding 
and audio decoding of data that is one of read from and 
written to the memory layer. 

7. The apparatus of claim 1, wherein the logic layer com 
prises means for performing at least one of video encoding 
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and video decoding of data that is one of read from and 
written to the at least one memory layer. 

8. The apparatus of claim 1, wherein the logic layer com 
prises means for performing recognition of data that is one of 
read from and written to the at least one memory layer. 

9. The apparatus of claim 8, wherein recognition process 
ing is Voice recognition processing. 

10. The apparatus of claim 8, wherein recognition process 
ing is hand writing recognition processing. 

11. The apparatus of claim 1, wherein the logic layer com 
prises means for performing power management functions. 

12. The apparatus of claim 1, wherein the logic layer com 
prises means for performing graphics acceleration functions. 

13. The apparatus of claim 1, wherein the logic layer com 
prises means for performing database processing functions. 

14. The apparatus of claim 1, wherein the logic layer com 
prises a microprocessor. 

15. The apparatus of claim 1, wherein the logic layer is 
fabricated using one process technology, and the at least one 
memory layer is fabricated using a different process technol 
Ogy. 

16. The apparatus of claim 15, wherein the different pro 
cess technology is selected from a group consisting of 
DRAM, SRAM, FLASH, EPROM, EEPROM, Ferroelectric 
and Giant Magneto Resistance. 

17. The apparatus of claim 1, wherein the at least one 
memory layer is formed from one of single crystal semicon 
ductor material and polycrystalline semiconductor material. 

18. A stacked integrated circuit memory comprising: 
circuit layers having at least one logic layer and at least one 
memory layer; and 

a plurality of connections interior to the stacked integrated 
circuit memory for vertically routing data within the 
stacked integrated circuit memory during a memory 
aCCCSS, 

19. The apparatus of claim 18, wherein the at least one 
logic layer is a microprocessor layer. 

20. The apparatus of claim 18, wherein the at least one 
logic layer is a memory controller layer. 

21. The apparatus of claim 18, wherein the at least one 
logic layer performs programmable gate line address assign 
ment. 

22. The apparatus of claim 21, wherein the programmable 
gate-line address assignment provides for the use of at least 
one redundant gate line. 

23. The apparatus of claim 18, wherein the at least one 
logic layer can perform self test of at least one of the memory 
layers. 

24. The apparatus of claim 18, wherein at least one of the at 
least one logic layer and the at least one memory layer is made 
with polysilicon circuits. 

25. The apparatus of claim 18, wherein the at least one 
logic layer is fabricated using a process technology, and the at 
least one memory layer is fabricated using a different process 
technology. 

26. The apparatus of claim 25, wherein the at least one 
memory layer is made with a process technology from a 
group consisting of: DRAM, SRAM, FLASH, EPROM, 
EEPROM, Ferroelectric and Giant Magneto Resistance. 

27. The apparatus of claim 18, wherein the at least one 
logic layer includes logic for performing at least one of the 
following functions: virtual memory management, ECC, 
indirect addressing, content addressing, data compression, 
data decompression, graphics acceleration, audio encoding, 
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audio decoding, video encoding, video decoding, Voice rec 
ognition, handwriting recognition, power management and 
database processing. 

28. The apparatus of claim 1, wherein the logic layer and 
the memory layer are formed with one of single crystal semi 
conductor material and polycrystalline semiconductor mate 
rial. 

29. The apparatus of claim 1, wherein one of the logic layer 
and the memory layer is formed using a different process 
technology than another of the logic layer and the memory 
layer, the different process technology being selected from a 
group consisting of DRAM, SRAM, FLASH, EPROM, 
EEPROM, Ferroelectric and Giant Magneto Resistance. 

30. The apparatus of claim 1, wherein at least one of the 
logic and the memory layers comprises a microprocessor. 

31. The apparatus of claim 1, wherein the logic layer per 
forms testing of the at least one memory layer. 

32. The apparatus of claim 1, wherein the at least one 
memory layer has multiple memory locations including at 
least one memory location used for sparing, wherein data 
from the at least one memory location on the at least one 
memory layer is used instead of data from a defective 
memory location on the at least one memory layer. 

33. The apparatus of claim 1, wherein the logic layer per 
forms programmable gate line address assignment with 
respect to the at least one memory layer. 

34. The apparatus of claim 1, wherein a plurality of interior 
Vertical interconnections traverse at least one of the layers. 

35. The apparatus of claim 1, wherein continuous vertical 
interconnections connect circuitry of the layers. 

36. The apparatus of claim 1, wherein information process 
ing is performed on data routed between circuitry on two or 
more of the layers. 

37. The apparatus of claim 1, wherein at least one of the 
layers has reconfiguration circuitry. 

38. The apparatus of claim 1, further comprising at least 
one logic layer having logic for performing at least one of the 
following functions: virtual memory management, ECC, 
indirect addressing, content addressing, data compression, 
data decompression, graphics acceleration, audio encoding, 
audio decoding, video encoding, video decoding, Voice rec 
ognition, handwriting recognition, power management and 
database processing. 

39. The apparatus of claim 1, further comprising: 
a memory array having a plurality of memory cells, a 

plurality of data lines, and a plurality of gate lines, each 
memory storage cell storing a data value and comprising 
circuitry for coupling that data value to one of said data 
lines in response to a gate control signal on one of said 
gate lines; 

circuitry for generating a gate control signal in response to 
an address, including means for mapping addresses to 
gate lines; and 

a controller for determining that one of said memory cells 
is defective and for altering said mapping to eliminate 
references to said one of said memory cells. 

40. The apparatus of claim 1, further comprising: 
one or more controller layers; 
one or more memory layers; 
a plurality of data lines and a plurality of gate lines on each 
memory layer; an array of memory cells on each 
memory layer, each memory cell storing a data value and 
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comprising circuitry for coupling that data value to one 
of said data lines in response to the selection of one of 
said gate lines; 

a gate line selection circuit for enabling a gate line for a 
memory operation, said gate line selection circuit com 
prising programmable gates to receive address assign 
ments for one or more of said gate lines, said address 
assignments for determining which of said gate lines is 
Selected for each programmed address assignment; and 

controller logic for determining that one of said array 
memory cells is defective and for altering, in at least one 
instance, said address assignments of said gate lines to 
eliminate references to that gate line that causes that 
defective memory cell to couple a data value to one of 
said data lines. 

41. The apparatus of claim 40, wherein said controller tests 
said memory cells periodically to determine if any of said 
memory cells is defective and wherein said controller elimi 
nates references in said address assignments to gate lines that 
cause said detected defective memory cells to couple data 
values to said data lines. 

42. The apparatus of claim 40, further comprising pro 
grammable logic to prevent the use of data values from data 
lines when gate lines cause said detected defective memory 
cells to couple data values to said data lines. 

43. The apparatus of claim 40, wherein said memory cells 
are arranged within physical space in a physical order and are 
arranged within an address space in a logical order, wherein 
said physical order of at least one memory cell is different 
than the logical order of that memory cell. 

44. The apparatus of claim 40, wherein external testing of 
the controller portion of the apparatus together with testing by 
the controller of the memory cells achieves a functional test 
ing of a preponderance of the memory cells. 

45. The apparatus of claim 40, wherein testing by the 
controller of the memory cells substantially reduces or elimi 
nates the need for external testing of the memory cells of the 
memory circuit layers. 

46. The apparatus of claim 40, wherein altering said 
address assignments comprises preventing the use of at least 
one defective gate line and replacing references to memory 
cells addressed using said defective gate line with references 
to spare memory cells addressed using a spare gate line. 

47. The apparatus of claim 18, wherein the logic layer and 
the memory layer are formed with one of single crystal semi 
conductor material and polycrystalline semiconductor mate 
rial. 

48. The apparatus of claim 18, wherein one of the logic 
layer and the memory layer is formed using a different pro 
cess technology than another of the logic layer and the 
memory layer, the different process technology being 
selected from a group consisting of DRAM, SRAM, FLASH, 
EPROM, EEPROM/Ferroelectric and Giant Magneto Resis 
tance. 

49. The apparatus of claim 18, wherein at least one of the 
logic and the memory layers comprises a microprocessor. 

50. The apparatus of claim 18, wherein the logic layer 
performs testing of the at least one memory layer. 

51. The apparatus of claim 18, wherein the at least one 
memory layer has multiple memory locations including at 
least one memory location used for sparing, wherein data 
from the at least one memory location on the at least one 
memory layer is used instead of data from a defective 
memory location on the at least one memory layer. 
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52. The apparatus of claim 18, wherein the logic layer 
performs programmable gate line address assignment with 
respect to the at least one memory layer. 

53. The apparatus of claim 18, wherein a plurality of inte 
rior vertical interconnections traverse at least one of the lay 
CS. 

54. The apparatus of claim 18, wherein continuous vertical 
interconnections connect circuitry of the layers. 

55. The apparatus of claim 18, wherein information pro 
cessing is performed on data routed between circuitry on two 
or more of the layers. 

56. The apparatus of claim 18, wherein at least one of the 
layers has reconfiguration circuitry. 

57. The apparatus of claim 18, further comprising at least 
one logic layer having logic for performing at least one of the 
following functions: virtual memory management, ECC, 
indirect addressing, content addressing, data compression, 
data decompression, graphics acceleration, audio encoding, 
audio decoding, video encoding, video decoding, Voice rec 
ognition, handwriting recognition, power management and 
database processing. 

58. The apparatus of claim 18, further comprising: 
a memory array having a plurality of memory cells, a 

plurality of data lines, and a plurality of gate lines, each 
memory storage cell storing a data value and comprising 
circuitry for coupling that data value to one of said data 
lines in response to a gate control signal on one of said 
gate lines; 

circuitry for generating a gate control signal in response to 
an address, including means for mapping addresses to 
gate lines; and 

a controller for determining that one of said memory cells 
is defective and for altering said mapping to eliminate 
references to said one of said memory cells. 

59. The apparatus of claim 18, further comprising: 
one or more controller layers; 
one or more memory layers; 
a plurality of data lines and a plurality of gate lines on each 
memory layer; 

an array of memory cells on each memory layer, each 
memory cell storing a data value and comprising cir 
cuitry for coupling that data value to one of said data 
lines in response to the selection of one of said gate lines; 

a gate line selection circuit for enabling a gate line for a 
memory operation, said gate line selection circuit com 
prising programmable gates to receive address assign 
ments for one or more of said gate lines said address 
assignments for determining which of said gate lines is 
Selected for each programmed address assignment; and 

controller logic for determining that one of said array 
memory cells is defective and for altering in at least one 
instance, said address assignments of said gate lines to 
eliminate references to that gate line that causes that 
defective memory cell to couple a data value to one of 
said data lines. 

60. The apparatus of claim 59, wherein said controller tests 
said memory cells periodically to determine if any of said 
memory cells is defective and wherein said controller elimi 
nates references in said address assignments to gate lines that 
cause said detected defective memory cells to couple data 
values to said data lines. 

61. The apparatus of claim 59, further comprising pro 
grammable logic to prevent the use of data values from data 
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lines when gate lines cause said detected defective memory 
cells to couple data values to said data lines. 

62. The apparatus of claim 59, wherein said memory cells 
are arranged within physical space in a physical order and are 
arranged within an address space in a logical order, wherein 
said physical order of at least one memory cell is different 
than the logical order of that memory cell. 

63. The apparatus of claim 59, wherein external testing of 
the controller portion of the apparatus together with testing by 
the controller of the memory cells achieves a functional test 
ing of a preponderance of the memory cells. 

64. The apparatus of claim 59, wherein testing by the 
controller of the memory cells substantially reduces or elimi 
nates the need for external testing of the memory cells of the 
memory circuit layers. 

65. The apparatus of claim 59, wherein altering said 
address assignments comprises preventing the use of at least 
one defective gate line and replacing references to memory 
cells addressed using said defective gate line with references 
to spare memory cells addressed using a spare gate line. 

66. An information processing integrated circuit compris 
1ng: 

stacked integrated circuit layers having a logic layer and a 
memory layer; and 

logic on the logic layer for initiating a memory access; 
whereinvertical interconnections route data of the memory 

access interior to the stacked integrated circuit layers 
between the logic layer and at least one memory location 
on the a memory layer. 

67. The apparatus of claim 66, wherein the logic layer and 
the memory layer are formed with one of single crystal semi 
conductor material and polycrystalline semiconductor mate 
rial. 

68. The apparatus of claim 66, wherein one of the logic 
layer and the memory layer is formed using a different pro 
cess technology than another of the logic layer and the 
memory layer, the different process technology being 
selected from a group consisting of DRAM, SRAM, FLASH, 
EPROM, EEPROM, Ferroelectric and Giant Magneto Resis 
tance. 

69. The apparatus of claim 66, wherein at least one of the 
logic and the memory layers comprises a microprocessor. 

70. The apparatus of claim 66, wherein the logic layer 
performs testing of the at least one memory layer. 

71. The apparatus of claim 66, wherein the at least one 
memory layer has multiple memory locations including at 
least one memory location used for sparing, wherein data 
from the at least one memory location on the at least one 
memory layer is used instead of data from a defective 
memory location on the at least one memory layer. 

72. The apparatus of claim 66, wherein the logic layer 
performs programmable gate line address assignment with 
respect to the at least one memory layer. 

73. The apparatus of claim 66, wherein a plurality of inte 
rior vertical interconnections traverse at least one of the lay 
CS. 

74. The apparatus of claim 66, wherein continuous vertical 
interconnections connect circuitry of the layers. 

75. The apparatus of claim 66, wherein information pro 
cessing is performed on data routed between circuitry on two 
or more of the layers. 

76. The apparatus of claim 66, wherein at least one of the 
layers has reconfiguration circuitry. 
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77. The apparatus of claim 66, further comprising at least 
one logic layer having logic for performing at least one of the 
following functions: virtual memory management, ECC, 
indirect addressing, content addressing, data compression, 
data decompression, graphics acceleration, audio encoding, 
audio decoding, video encoding, video decoding, Voice rec 
ognition, handwriting recognition, power management and 
database processing. 

78. The apparatus of claim 66, further comprising: 
a memory array having a plurality of memory cells, a 

plurality of data lines, and a plurality of gate lines, each 
memory storage cell storing a data value and comprising 
circuitry for coupling that data value to one of said data 
lines in response to a gate control signal on one of said 
gate lines; 

circuitry for generating a gate control signal in response to 
an address, including means for mapping addresses to 
gate lines; and 

a controller for determining that one of said memory cells 
is defective and for altering said mapping to eliminate 
references to said one of said memory cells. 

79. The apparatus of claim 66, further comprising: 
one or more controller layers; 
one or more memory layers; 
a plurality of data lines and a plurality of gate lines on each 
memory layer; 

an array of memory cells on each memory layer, each 
memory cell storing a data value and comprising cir 
cuitry for coupling that data value to one of said data 
lines in response to the selection of one of said gate lines; 

a gate line selection circuit for enabling a gate line for a 
memory operation, said gate line selection circuit com 
prising programmable gates to receive address assign 
ments for one or more of said gate lines, said address 
assignments for determining which of said gate lines is 
Selected for each programmed address assignment; and 

controller logic for determining that one of said array 
memory cells is defective and for altering, in at least one 
instance, said address assignments of said gate lines to 
eliminate references to that gate line that causes that 
defective memory cell to couple a data value to one of 
said data lines. 

80. The apparatus of claim 79, wherein said controller tests 
said memory cells periodically to determine if any of said 
memory cells is defective and wherein said controller elimi 
nates references in said address assignments to gate lines that 
cause said detected defective memory cells to couple data 
values to said data lines. 

81. The apparatus of claim 79, further comprising pro 
grammable logic to prevent the use of data values from data 
lines when gate lines cause said detected defective memory 
cells to couple data values to said data lines. 

82. The apparatus of claim 79, wherein said memory cells 
are arranged within physical space in a physical order and are 
arranged within an address space in a logical order, wherein 
said physical order of at least one memory cell is different 
than the logical order of that memory cell. 

83. The apparatus of claim 79, wherein external testing of 
the controller portion of the apparatus together with testing by 
the controller of the memory cells achieves a functional test 
ing of a preponderance of the memory cells. 
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84. The apparatus of claim 79, wherein testing by the 
controller of the memory cells substantially reduces or elimi 
nates the need for external testing of the memory cells of the 
memory circuit layers. 

85. The apparatus of claim 79, wherein altering said 
address assignments comprises preventing the use of at least 
one defective gate line and replacing references to memory 
cells addressed using said defective gate line with references 
to spare memory cells addressed using a spare gate line. 

86. An information processing integrated circuit compris 
ing: 

stacked integrated circuit layers having a logic layer and a 
memory layer; and 

a plurality of vertical interconnections interior to the 
stacked integrated circuit layers for the transfer of data 
between the logic layer and the memory circuit layer of 
said information processing integrated circuit. 

87. The apparatus of claim 86, wherein the logic layer and 
the memory layer are formed with one of single crystal semi 
conductor material and polycrystalline semiconductor mate 
rial. 

88. The apparatus of claim 86, wherein one of the logic 
layer and the memory layer is formed using a different pro 
cess technology than another of the logic layer and the 
memory layer, the different process technology being 
selected from a group consisting of DRAM, SRAM, FLASH, 
EPROM, EEPROM, Ferroelectric and Giant Magneto Resis 
tance. 

89. The apparatus of claim 86, wherein at least one of the 
logic and the memory layers comprises a microprocessor. 

90. The apparatus of claim 86, wherein the logic layer 
performs testing of the at least one memory layer. 

91. The apparatus of claim 86, wherein the at least one 
memory layer has multiple memory locations including at 
least one memory location used for sparing, wherein data 
from the at least one memory location on the at least one 
memory layer is used instead of data from a defective 
memory location on the at least one memory layer. 

92. The apparatus of claim 86, wherein the logic layer 
performs programmable gate line address assignment with 
respect to the at least one memory layer. 

93. The apparatus of claim 86, wherein a plurality of inte 
rior vertical interconnections traverse at least one of the lay 
CS. 

94. The apparatus of claim 86, wherein continuous vertical 
interconnections connect circuitry of the layers. 

95. The apparatus of claim 86, wherein information pro 
cessing is performed on data routed between circuitry on two 
or more of the layers. 

96. The apparatus of claim 86, wherein at least one of the 
layers has reconfiguration circuitry. 

97. The apparatus of claim 86, further comprising at least 
one logic layer having logic for performing at least one of the 
following functions: virtual memory management, ECC, 
indirect addressing, content addressing, data compression, 
data decompression, graphics acceleration, audio encoding, 
audio decoding, video encoding, video decoding, Voice rec 
ognition, handwriting recognition, power management and 
database processing. 

98. The apparatus of claim 86, further comprising: 
a memory array having a plurality of memory cells, a 

plurality of data lines, and a plurality of gate lines, each 
memory storage cell storing a data value and comprising 
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circuitry for coupling that data value to one of said data 
lines in response to a gate control signal on one of said 
gate lines; 

circuitry for generating a gate control signal in response to 
an address, including means for mapping addresses to 
gate lines; and 

a controller for determining that one of said memory cells 
is defective and for altering said mapping to eliminate 
references to said one of said memory cells. 

99. The apparatus of claim 86, further comprising: 
one or more controller layers; 
one or more memory layers; 
a plurality of data lines and a plurality of gate lines on each 
memory layer; 

an array of memory cells on each memory layer, each 
memory cell storing a data value and comprising cir 
cuitry for coupling that data value to one of said data 
lines in response to the selection of one of said gate lines; 

a gate line selection circuit for enabling a gate line for a 
memory operation, said gate line selection circuit com 
prising programmable gates to receive address assign 
ments for one or more of said gate lines, said address 
assignments for determining which of said gate lines is 
Selected for each programmed address assignment; and 

controller logic for determining that one of said array 
memory cells is defective and for altering, in at least one 
instance, said address assignments of said gate lines to 
eliminate references to that gate line that causes that 
defective memory cell to couple a data value to one of 
said data lines. 

100. The apparatus of claim 99, wherein said controller 
tests said memory cells periodically to determine if any of 
said memory cells is defective and wherein said controller 
eliminates references in said address assignments to gate 
lines that cause said detected defective memory cells to 
couple data values to said data lines. 

101. The apparatus of claim 99, further comprising pro 
grammable logic to prevent the use of data values from data 
lines when gate lines cause said detected defective memory 
cells to couple data values to said data lines. 

102. The apparatus of claim 99, wherein said memory cells 
are arranged within physical space in a physical order and are 
arranged within an address space in a logical order, wherein 
said physical order of at least one memory cell is different 
than the logical order of that memory cell. 

103. The apparatus of claim 99, wherein external testing of 
the controller portion of the apparatus together with testing by 
the controller of the memory cells achieves a functional test 
ing of a preponderance of the memory cells. 

104. The apparatus of claim 99, wherein testing by the 
controller of the memory cells substantially reduces or elimi 
nates the need for external testing of the memory cells of the 
memory circuit layers. 

105. The apparatus of claim 99, wherein altering said 
address assignments comprises preventing the use of at least 
one defective gate line and replacing references to memory 
cells addressed using said defective gate line with references 
to spare memory cells addressed using a spare gate line. 

106. An integrated circuit comprising: 
stacked integrated circuit layers having a logic layer and a 
memory layer; and 

Vertical interconnections interior to the integrated circuit 
with at least one of the vertical interconnections formed 
through the memory layer of said integrated circuit. 

11 
Sep. 3, 2009 

107. The apparatus of claim 106, wherein the logic layer 
and the memory layer are formed with one of single crystal 
semiconductor material and polycrystalline semiconductor 
material. 

108. The apparatus of claim 106, wherein one of the logic 
layer and the memory layer is formed using a different pro 
cess technology than another of the logic layer and the 
memory layer, the different process technology being 
selected from a group consisting of DRAM, SRAM, FLASH, 
EPROM, EEPROM, Ferroelectric and Giant Magneto Resis 
tance. 

109. The apparatus of claim 106, wherein at least one of the 
logic and the memory layers comprises a microprocessor. 

110. The apparatus of claim 106, wherein the logic layer 
performs testing of the at least one memory layer. 

111. The apparatus of claim 106, wherein the at least one 
memory layer has multiple memory locations including at 
least one memory location used for sparing, wherein data 
from the at least one memory location on the at least one 
memory layer is used instead of data from a defective 
memory location on the at least one memory layer. 

112. The apparatus of claim 106, wherein the logic layer 
performs programmable gate line address assignment with 
respect to the at least one memory layer. 

113. The apparatus of claim 106, wherein a plurality of 
interior vertical interconnections traverse at least one of the 
layers. 

114. The apparatus of claim 106, wherein continuous ver 
tical interconnections connect circuitry of the layers. 

115. The apparatus of claim 106, wherein information 
processing is performed on data routed between circuitry on 
two or more of the layers. 

116. The apparatus of claim 106, wherein at least one of the 
layers has reconfiguration circuitry. 

117. The apparatus of claim 106, further comprising at 
least one logic layer having logic for performing at least one 
of the following functions: virtual memory management, 
ECC, indirect addressing, content addressing, data compres 
Sion, data decompression, graphics acceleration, audio 
encoding, audio decoding, video encoding, video decoding, 
Voice recognition, handwriting recognition, power manage 
ment and database processing. 

118. The apparatus of claim 106, further comprising: 
a memory array having a plurality of memory cells, a 

plurality of data lines, and a plurality of gate lines, each 
memory storage cell storing a data value and comprising 
circuitry for coupling that data value to one of said data 
lines in response to a gate control signal on one of said 
gate lines: 

circuitry for generating a gate control signal in response to 
an address, including means for mapping addresses to 
gate lines; and 

a controller for determining that one of said memory cells 
is defective and for altering said mapping to eliminate 
references to said one of said memory cells. 

119. The apparatus of claim 106, further comprising: 
one or more controller layers; 
one or more memory layers; 
a plurality of data lines and a plurality of gate lines on each 
memory layer; 

an array of memory cells on each memory layer, each 
memory cell storing a data value and comprising cir 
cuitry for coupling that data value to one of said data 
lines in response to the selection of one of said gate lines; 
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a gate line selection circuit for enabling a gate line for a 
memory operation, said gate line selection circuit com 
prising programmable gates to receive address assign 
ments for one or more of said gate lines, said address 
assignments for determining which of said gate lines is 
Selected for each programmed address assignment; and 

controller logic for determining that one of said array 
memory cells is defective and for altering, in at least one 
instance, said address assignments of said gate lines to 
eliminate references to that gate line that causes that 
defective memory cell to couple a data value to one of 
said data lines. 

120. The apparatus of claim 119, wherein said controller 
tests said memory cells periodically to determine if any of 
said memory cells is defective and wherein said controller 
eliminates references in said address assignments to gate 
lines that cause said detected defective memory cells to 
couple data values to said data lines. 

121. The apparatus of claim 119, further comprising pro 
grammable logic to prevent the use of data values from data 
lines when gate lines cause said detected defective memory 
cells to couple data values to said data lines. 

122. The apparatus of claim 119, wherein said memory 
cells are arranged within physical space in a physical order 
and are arranged within an address space in a logical order, 
wherein said physical order of at least one memory cell is 
different than the logical order of that memory cell. 

123. The apparatus of claim 119, wherein external testing 
of the controller portion of the apparatus together with testing 
by the controller of the memory cells achieves a functional 
testing of a preponderance of the memory cells. 

124. The apparatus of claim 119, wherein testing by the 
controller of the memory cells substantially reduces or elimi 
nates the need for external testing of the memory cells of the 
memory circuit layers. 

125. The apparatus of claim 119, wherein altering said 
address assignments comprises preventing the use of at least 
one defective gate line and replacing references to memory 
cells addressed using said defective gate line with references 
to spare memory cells addressed using a spare gate line. 

126. The apparatus of claim 66, wherein the logic layer is 
fabricated using one process technology, and the memory 
layer is fabricated using a different process technology. 

127. The apparatus of claim 86, wherein the logic layer is 
fabricated using one process technology, and the memory 
layer is fabricated using a different process technology. 
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128. The apparatus of claim 106, wherein the logic layer is 
fabricated using one process technology, and the memory 
layer is fabricated using a different process technology. 

129. The apparatus of claim 1, wherein at least one of the 
layers has a thickness of one of 10 microns or less and 50 
microns or less. 

130. The apparatus of claim 1, wherein at least one of the 
layers is formed with a low stress dielectric, wherein the low 
stress dielectric is at least one of a silicon dioxide dielectric 
and an oxide of silicon dielectric and is caused to have a 
tensile stress of about 5x10' dynes/cm or less. 

131. The apparatus of claim 18, wherein at least one of the 
layers has a thickness of one of 10 microns or less and 50 
microns or less. 

132. The apparatus of claim 18, wherein at least one of the 
layers is formed with a low stress dielectric, wherein the low 
stress dielectric is at least one of a silicon dioxide dielectric 
and an oxide of silicon dielectric and is caused to have a 
tensile stress of about 5x10' dynes/cm or less. 

133. The apparatus of claim 66, wherein at least one of the 
layers has a thickness of one of 10 microns or less and 50 
microns or less. 

134. The apparatus of claim 66, wherein at least one of the 
layers is formed with a low stress dielectric, wherein the low 
stress dielectric is at least one of a silicon dioxide dielectric 
and an oxide of silicon dielectric and is caused to have a 
tensile stress of about 5x10' dynes/cm or less. 

135. The apparatus of claim 86, wherein at least one of the 
layers has a thickness of one of 10 microns or less and 50 
microns or less. 

136. The apparatus of claim 86, wherein at least one of the 
layers is formed with a low stress dielectric, wherein the low 
stress dielectric is at least one of a silicon dioxide dielectric 
and an oxide of silicon dielectric and is caused to have a 
tensile stress of about 5x10' dynes/cm or less. 

137. The apparatus of claim 106, wherein at least one of the 
layers has a thickness of one of 10 microns or less and 50 
microns or less. 

138. The apparatus of claim 106, wherein at least one of the 
layers is formed with a low stress dielectric, wherein the low 
stress dielectric is at least one of a silicon dioxide dielectric 
and an oxide of silicon dielectric and is caused to have a 
tensile stress of about 5x10' dynes/cm or less. 
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