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(57) ABSTRACT

The present invention provides a system and a method for
global server load balancing of a plurality of sites based on a
number of Secure Socket Layer Virtual Private Network (SSL
VPN) users. The SSL. VPN users may access servers at each
of'the plurality of sites. A global server load balancing virtual
server (GSLB) may receive a request to access a server. The
GSLB virtual server may load balance a plurality of sites
wherein each of the plurality of sites may further comprising
aload balancing virtual server load balancing users accessing
the server accessing servers via an SSL. VPN session. GSLB
may receive from a first load balancing virtual server at a first
site, a first number of current SSL. VPN users accessing serv-
ers from the first site via SSL VPN sessions. The GSLB may
also receive from a second load balancing virtual server at a
second site, a second number of current SSL. VPN users ofthe
users accessing servers from the second site via SSLL VPN
sessions. GSLB may determine to forward the request to one
of'the first load balancing virtual server of the first site or the
second load balancing virtual server of the second site by load
balancing SSL. VPN users across the plurality of sites based
on the first number of current SSL VPN users and the second
number of current SSL. VPN users.

19 Claims, 16 Drawing Sheets
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1
SYSTEMS AND METHODS FOR GSLB BASED
ON SSL VPN USERS

FIELD OF THE INVENTION

The present application generally relates to data commu-
nication networks. In particular, the present invention relates
to systems and methods for load balancing network traffic
across a plurality of'sites based on SSL VPN users accessing
the sites.

BACKGROUND OF THE INVENTION

A corporate or enterprise may deploy various services
across a network to serve users from many areas. A user may
use a client machine to request to access a service, such as a
web server, provided by the enterprise. The enterprise in order
to improve the access to this service may deploy multiple
servers at various geographical locations in order to expedite
the access and meet the demand of users. Similarly, the enter-
prise may provide a plurality of server farms positioned at a
variety of sites and including any number of servers capable
of processing the client’s request. The enterprise may use a
load balancer to manage network traffic across these servers,
minimizing the network congestion and improving the ser-
vice provided. Similarly, the enterprise may also use a global
server load balancer (GSLB) to manage access to each of the
load balancers at different sites and further help in evenly
balancing the network traffic across the enterprise servers.

Any number of users may access the enterprise using dif-
ferent types of connections. Some users may establish con-
nections with servers via a Secure Socket Layer Virtual Pri-
vate Network (SSL VPN). Other users may establish
connections with servers using connection methods other
than SSL VPN. Different types of connections may use dif-
ferent resources of the enterprise. For example, SSL. VPN
connections may use different resources of the enterprise than
other types of connections.

BRIEF SUMMARY OF THE INVENTION

The present invention provides improvements to load bal-
ancing by providing a load balancing solution that utilizes
information identifying the number of users using SSL. VPN
sessions. As SSL VPN users and SSL. VPN sessions may use
different resources than other types of connections and users,
the solution described herein provides load balancing based
on a number of SSL. VPN users accessing resources. A des-
tination for an incoming request is determined based on SSL
VPN user metrics obtained by the GSLB. In this manner the
GSLB can load balance network traffic of the SSL VPN users
across a plurality of sites.

In one aspect, the present invention relates to a method for
global server load balancing of a plurality of sites based on a
number of Secure Socket Layer Virtual Private Network (SSL.
VPN) users. The SSL. VPN users may access servers at each
of'the plurality of sites. A global server load balancing virtual
server (GSLB) may receive a request to access a server. The
GSLB virtual server may load balance a plurality of sites
wherein each of the plurality of sites may further comprising
aload balancing virtual server load balancing users accessing
the server accessing servers via an SSL. VPN session. GSLB
may receive from a first load balancing virtual server at a first
site, a first number of current SSL. VPN users accessing serv-
ers from the first site via SSL VPN sessions. The GSLB may
also receive from a second load balancing virtual server at a
second site, a second number of current SSL. VPN users of the
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users accessing servers from the second site via SSLL VPN
sessions. The GSLB virtual server may determine to forward
the request to one of the first load balancing virtual server of
the first site or the second load balancing virtual server of the
second site by load balancing SSL. VPN users across the
plurality of sites based on the first number of current SSL
VPN users and the second number of current SSL VPN users.

In some embodiments, the GSLB virtual server of a first
appliance receives the request to access the server via a SSLL
VPN session. In other embodiments, the first load balancing
virtual server of a second appliance determines the first num-
ber of current SSL VPN users accessing servers via the sec-
ond appliance. In yet other embodiments, the second load
balancing virtual server of a third appliance determines the
second number of current SSL VPN users access servers via
the third appliance. In some embodiments, the GSLB virtual
server requests anumber of SSL. VPN users from the first load
balancing virtual server via an SNMP (Simple Network Man-
agement Protocol) request. The number of SSI VPN users
may be identified via an object identifier. The first load bal-
ancing virtual server may update a value of an object identi-
fied by the object identifier. In some embodiments, GSL.B
virtual server receives the first number of current SSL VPN
users from the first load balancing virtual server of a second
appliance via a metric exchange protocol communicated
between the first appliance and the second appliance. In fur-
ther embodiments, GSLB virtual servers requests a number of
SSL VPN users from the second load balancing virtual server
via an SNMP (Simple Network Management Protocol)
request. The number of SSL. VPN users may be identified via
an object identifier. The second load balancing virtual server
may update a value of an object identified by the object
identifier. The first virtual load balancer of the first appliance
may determine the first number of SSL VPN users from all
users accessing the first site via the first appliance. The second
virtual load balancer of'a second appliance may determine the
first number of SSL. VPN users from all users accessing the
second site via the second appliance. In some embodiments,
the GSLB determines a threshold of a maximum number of
SSL VPN users for the first site has been reached and respon-
sive to the determination, forwards the request to the second
site. In other embodiments, the GSLB virtual server deter-
mines that a threshold of a maximum number of SSL VPN
users for the second site has been reached and responsive to
the determination, forwards the request to the first site.

In some embodiments, the GSLB virtual server determines
to forward the request to one of the first load balancing virtual
server of the first site or the second load balancing virtual
server of the second site by load balancing SSL. VPN users
across the plurality of sites in combination with any of the
following load balancing methods: least connection, least
response time, least bandwidth, least packets and round trip
time.

BRIEF DESCRIPTION OF THE FIGURES

The foregoing and other objects, aspects, features, and
advantages of the invention will become more apparent and
better understood by referring to the following description
taken in conjunction with the accompanying drawings, in
which:

FIG. 1A is a block diagram of an embodiment of a network
environment for a client to access a server via an appliance;

FIG. 1B is a block diagram of an embodiment of an envi-
ronment for delivering a computing environment from a
server to a client via an appliance;
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FIG. 1C is a block diagram of an embodiment of an envi-
ronment for delivering a computing environment from a
server to a client via a network;

FIG. 1D is a block diagram of another embodiment of an
environment for delivering a computing environment from a
server to a client via a network.

FIGS. 1E and 1F are block diagrams of embodiments of a
computing device;

FIG. 2A is a block diagram of an embodiment of an appli-
ance for processing communications between a client and a
server;

FIG. 2B is a block diagram of another embodiment of an
appliance for optimizing, accelerating, load-balancing and
routing communications between a client and a server;

FIG. 3 is a block diagram of an embodiment of a client for
communicating with a server via the appliance;

FIG. 4A is ablock diagram of an embodiment of an appli-
ance for collecting metrics via a network management proto-
col and for determining a load of services based on user
selected metrics;

FIG. 4B is a flow diagram of an embodiment of steps of a
method for performing load balancing based on user selected
metrics in view of FIG. 4B;

FIG. 5A is a block diagram of an embodiment of a network
environment for performing global server load balancing
among heterogeneous devices;

FIG. 5B is a block diagram of an embodiment of an appli-
ance performing server load balancing among heterogeneous
devices;

FIG. 5C is a flow diagram of an embodiment of steps of a
method for Global Server Load Balancing among heteroge-
neous devices;

FIG. 6A is a block diagram of an embodiment of a system
for load balancing of user requests using SSL. VPN user
information; and

FIG. 6B is a flow diagram of an embodiment of steps of a
method for global server load balancing of a plurality of sites
based on a number of SSL. VPN users accessing servers at
each of the plurality sites.

The features and advantages of the present invention will
become more apparent from the detailed description set forth
below when taken in conjunction with the drawings, in which
like reference characters identify corresponding elements
throughout. In the drawings, like reference numbers gener-
ally indicate identical, functionally similar, and/or structur-
ally similar elements.

DETAILED DESCRIPTION OF THE INVENTION

For purposes of reading the description of the various
embodiments of the present invention below, the following
descriptions of the sections of the specification and their
respective contents may be helpful:

Section A describes a network environment and computing
environment useful for practicing an embodiment of the
present invention;

Section B describes embodiments of a system and appli-
ance architecture for accelerating delivery of a comput-
ing environment to a remote user;

Section C describes embodiments of a client agent for
accelerating communications between a client and a
server;

Section D describes embodiments of systems and methods
for load balancing based on metrics selected by a user
from appliance determined metrics and/or metrics col-
lected from a device via a Simple Network Management
Protocol; and

5

20

25

30

35

40

45

50

55

60

65

4

Section E describes embodiments of systems and methods
for global server load balancing among heterogeneous
devices.

Section F describes global server load balancing based on
SSL VPN user information.

A. Network and Computing Environment

Prior to discussing the specifics of embodiments of the
systems and methods of an appliance and/or client, it may be
helpful to discuss the network and computing environments
in which such embodiments may be deployed. Referring now
to FIG. 1A, an embodiment of a network environment is
depicted. In brief overview, the network environment com-
prises one or more clients 102a-102z (also generally referred
to as local machine(s) 102, or client(s) 102) in communica-
tion with one or more servers 106a-106n (also generally
referred to as server(s) 106, or remote machine(s) 106) via
one or more networks 104, 104' (generally referred to as
network 104). In some embodiments, a client 102 communi-
cates with a server 106 via an appliance 200.

Although FIG. 1A shows a network 104 and a network 104'
between the clients 102 and the servers 106, the clients 102
and the servers 106 may be on the same network 104. The
networks 104 and 104' can be the same type of network or
different types of networks. The network 104 and/or the net-
work 104' can be a local-area network (LAN), such as a
company Intranet, a metropolitan area network (MAN), or a
wide area network (WAN), such as the Internet or the World
Wide Web. In one embodiment, network 104' may be a private
network and network 104 may be a public network. In some
embodiments, network 104 may be a private network and
network 104" a public network. In another embodiment, net-
works 104 and 104' may both be private networks. In some
embodiments, clients 102 may be located at a branch office of
a corporate enterprise communicating viaa WAN connection
over the network 104 to the servers 106 located at a corporate
data center.

The network 104 and/or 104' be any type and/or form of
network and may include any of the following: a point to point
network, a broadcast network, a wide area network, a local
area network, a telecommunications network, a data commu-
nication network, a computer network, an ATM (Asynchro-
nous Transfer Mode) network, a SONET (Synchronous Opti-
cal Network) network, a SDH (Synchronous Digital
Hierarchy) network, a wireless network and a wireline net-
work. In some embodiments, the network 104 may comprise
a wireless link, such as an infrared channel or satellite band.
The topology of the network 104 and/or 104' may be a bus,
star, or ring network topology. The network 104 and/or 104'
and network topology may be of any such network or network
topology as known to those ordinarily skilled in the art
capable of supporting the operations described herein.

As shownin FIG. 1A, the appliance 200, which also may be
referred to as an interface unit 200 or gateway 200, is shown
between the networks 104 and 104'. In some embodiments,
the appliance 200 may be located on network 104. For
example, a branch office of a corporate enterprise may deploy
an appliance 200 at the branch office. In other embodiments,
the appliance 200 may be located on network 104'. For
example, an appliance 200 may be located at a corporate data
center. In yet another embodiment, a plurality of appliances
200 may be deployed on network 104. In some embodiments,
a plurality of appliances 200 may be deployed on network
104'. In one embodiment, a first appliance 200 communicates
with a second appliance 200'. In other embodiments, the
appliance 200 could be a part of any client 102 or server 106
on the same or different network 104,104' as the client 102.
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One or more appliances 200 may be located at any point in the
network or network communications path between a client
102 and a server 106.

In some embodiments, the appliance 200 comprises any of
the network devices manufactured by Citrix Systems, Inc. of
Ft. Lauderdale Fla., referred to as Citrix NetScaler devices. In
other embodiments, the appliance 200 includes any of the
product embodiments referred to as WebAccelerator and
BigIP manufactured by F5 Networks, Inc. of Seattle, Wash. In
another embodiment, the appliance 205 includes any of the
DX acceleration device platforms and/or the SSI. VPN series
of devices, such as SA 700, SA 2000, SA 4000, and SA 6000
devices manufactured by Juniper Networks, Inc. of Sunny-
vale, Calif. In yet another embodiment, the appliance 200
includes any application acceleration and/or security related
appliances and/or software manufactured by Cisco Systems,
Inc. of San Jose, Calif., such as the Cisco ACE Application
Control Engine Module service software and network mod-
ules, and Cisco AVS Series Application Velocity System.

In one embodiment, the system may include multiple, logi-
cally-grouped servers 106. In these embodiments, the logical
group of servers may be referred to as a server farm 38. In
some of these embodiments, the serves 106 may be geo-
graphically dispersed. In some cases, a farm 38 may be
administered as a single entity. In other embodiments, the
server farm 38 comprises a plurality of server farms 38. Inone
embodiment, the server farm executes one or more applica-
tions on behalf of one or more clients 102.

The servers 106 within each farm 38 can be heterogeneous.
One or more of the servers 106 can operate according to one
type of operating system platform (e.g., WINDOWS NT,
manufactured by Microsoft Corp. of Redmond, Wash.), while
one or more of the other servers 106 can operate on according
to another type of operating system platform (e.g., Unix or
Linux). The servers 106 of each farm 38 do not need to be
physically proximate to another server 106 in the same farm
38. Thus, the group of servers 106 logically grouped as a farm
38 may be interconnected using a wide-area network (WAN)
connection or medium-area network (MAN) connection. For
example, a farm 38 may include servers 106 physically
located in different continents or different regions of a conti-
nent, country, state, city, campus, or room. Data transmission
speeds between servers 106 in the farm 38 can be increased if
the servers 106 are connected using a local-area network
(LAN) connection or some form of direct connection.

Servers 106 may be referred to as a file server, application
server, web server, proxy server, or gateway server. In some
embodiments, a server 106 may have the capacity to function
as either an application server or as a master application
server. In one embodiment, a server 106 may include an
Active Directory. The clients 102 may also be referred to as
client nodes or endpoints. In some embodiments, a client 102
has the capacity to function as both a client node seeking
access to applications on a server and as an application server
providing access to hosted applications for other clients
102a-1027.

In some embodiments, a client 102 communicates with a
server 106. In one embodiment, the client 102 communicates
directly with one of the servers 106 in a farm 38. In another
embodiment, the client 102 executes a program neighbor-
hood application to communicate with a server 106 in a farm
38. In still another embodiment, the server 106 provides the
functionality of a master node. In some embodiments, the
client 102 communicates with the server 106 in the farm 38
through a network 104. Over the network 104, the client 102
can, for example, request execution of various applications
hosted by the servers 106a-106# in the farm 38 and receive
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output of the results of the application execution for display.
In some embodiments, only the master node provides the
functionality required to identify and provide address infor-
mation associated with a server 106' hosting a requested
application.

In one embodiment, the server 106 provides functionality
of a web server. In another embodiment, the server 106a
receives requests from the client 102, forwards the requests to
asecond server 1065 and responds to the request by the client
102 with a response to the request from the server 1065. In
still another embodiment, the server 106 acquires an enu-
meration of applications available to the client 102 and
address information associated with a server 106 hosting an
application identified by the enumeration of applications. In
yet another embodiment, the server 106 presents the response
to the request to the client 102 using a web interface. In one
embodiment, the client 102 communicates directly with the
server 106 to access the identified application. In another
embodiment, the client 102 receives application output data,
such as display data, generated by an execution of the iden-
tified application on the server 106.

Referring now to FIG. 1B, an embodiment of a network
environment deploying multiple appliances 200 is depicted.
A first appliance 200 may be deployed on a first network 104
and a second appliance 200' on a second network 104'. For
example a corporate enterprise may deploy a first appliance
200 at a branch office and a second appliance 200" at a data
center. In another embodiment, the first appliance 200 and
second appliance 200" are deployed on the same network 104
or network 104. For example, a first appliance 200 may be
deployed for a first server farm 38, and a second appliance
200 may be deployed for a second server farm 38'. In another
example, a first appliance 200 may be deployed at a first
branch office while the second appliance 200" is deployed at a
second branch office’. In some embodiments, the first appli-
ance 200 and second appliance 200" work in cooperation or in
conjunction with each other to accelerate network traffic or
the delivery of application and data between a client and a
server

Referring now to FIG. 1C, another embodiment of a net-
work environment deploying the appliance 200 with one or
more other types of appliances, such as between one or more
WAN optimization appliance 205, 205' is depicted. For
example a first WAN optimization appliance 205 is shown
between networks 104 and 104' and s second WAN optimi-
zation appliance 205' may be deployed between the appliance
200 and one or more servers 106. By way of example, a
corporate enterprise may deploy a first WAN optimization
appliance 205 at a branch office and a second WAN optimi-
zation appliance 205' at a data center. In some embodiments,
the appliance 205 may be located on network 104'. In other
embodiments, the appliance 205' may be located on network
104. In some embodiments, the appliance 205' may be located
on network 104' or network 104". In one embodiment, the
appliance 205 and 205' are on the same network. In another
embodiment, the appliance 205 and 205" are on different
networks. In another example, a first WAN optimization
appliance 205 may be deployed for a first server farm 38 and
a second WAN optimization appliance 205' for a second
server farm 38'

In one embodiment, the appliance 205 is a device for accel-
erating, optimizing or otherwise improving the performance,
operation, or quality of service of any type and form of
network traffic, such as traffic to and/or from a WAN connec-
tion. In some embodiments, the appliance 205 is a perfor-
mance enhancing proxy. In other embodiments, the appliance
205 is any type and form of WAN optimization or acceleration



US 8,639,813 B2

7

device, sometimes also referred to as a WAN optimization
controller. In one embodiment, the appliance 205 is any of the
product embodiments referred to as WANScaler manufac-
tured by Citrix Systems, Inc. of Ft. Lauderdale, Fla. In other
embodiments, the appliance 205 includes any of the product
embodiments referred to as BIG-IP link controller and WAN-
Jet manufactured by F5 Networks, Inc. of Seattle, Wash. In
another embodiment, the appliance 205 includes any of the
WX and WXC WAN acceleration device platforms manufac-
tured by Juniper Networks, Inc. of Sunnyvale, Calif. In some
embodiments, the appliance 205 includes any of the steelhead
line of WAN optimization appliances manufactured by River-
bed Technology of San Francisco, Calif. In other embodi-
ments, the appliance 205 includes any of the WAN related
devices manufactured by Expand Networks Inc. of Roseland,
N.J. In one embodiment, the appliance 205 includes any of
the WAN related appliances manufactured by Packeteer Inc.
of Cupertino, Calif., such as the PacketShaper, iShared, and
SkyX product embodiments provided by Packeteer. In yet
another embodiment, the appliance 205 includes any WAN
related appliances and/or software manufactured by Cisco
Systems, Inc. of San Jose, Calif., such as the Cisco Wide Area
Network Application Services software and network mod-
ules, and Wide Area Network engine appliances.

In one embodiment, the appliance 205 provides application
and data acceleration services for branch-office or remote
offices. In one embodiment, the appliance 205 includes opti-
mization of Wide Area File Services (WAFS). In another
embodiment, the appliance 205 accelerates the delivery of
files, such as via the Common Internet File System (CIFS)
protocol. In other embodiments, the appliance 205 provides
caching in memory and/or storage to accelerate delivery of
applications and data. In one embodiment, the appliance 205
provides compression of network traffic at any level of the
network stack or at any protocol or network layer. In another
embodiment, the appliance 205 provides transport layer pro-
tocol optimizations, flow control, performance enhancements
or modifications and/or management to accelerate delivery of
applications and data over a WAN connection. For example,
in one embodiment, the appliance 205 provides Transport
Control Protocol (TCP) optimizations. In other embodi-
ments, the appliance 205 provides optimizations, flow con-
trol, performance enhancements or modifications and/or
management for any session or application layer protocol.

In another embodiment, the appliance 205 encoded any
type and form of data or information into custom or standard
TCP and/or IP header fields or option fields of network packet
to announce presence, functionality or capability to another
appliance 205'. In another embodiment, an appliance 205'
may communicate with another appliance 205" using data
encoded in both TCP and/or IP header fields or options. For
example, the appliance may use TCP option(s) or IP header
fields or options to communicate one or more parameters to
be used by the appliances 205, 205' in performing function-
ality, such as WAN acceleration, or for working in conjunc-
tion with each other.

In some embodiments, the appliance 200 preserves any of
the information encoded in TCP and/or IP header and/or
option fields communicated between appliances 205 and
205'. For example, the appliance 200 may terminate a trans-
port layer connection traversing the appliance 200, such as a
transport layer connection from between a client and a server
traversing appliances 205 and 205'. In one embodiment, the
appliance 200 identifies and preserves any encoded informa-
tion in a transport layer packet transmitted by a first appliance
205 via a first transport layer connection and communicates a
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transport layer packet with the encoded information to a
second appliance 205' via a second transport layer connec-
tion.

Referring now to FIG. 1D, a network environment for
delivering and/or operating a computing environment on a
client 102 is depicted. In some embodiments, a server 106
includes an application delivery system 190 for delivering a
computing environment or an application and/or data file to
one or more clients 102. In brief overview, a client 10 is in
communication with a server 106 via network 104, 104" and
appliance 200. For example, the client 102 may reside in a
remote office of a company, e.g., a branch office, and the
server 106 may reside at a corporate data center. The client
102 comprises a client agent 120, and a computing environ-
ment 15. The computing environment 15 may execute or
operate an application that accesses, processes or uses a data
file. The computing environment 15, application and/or data
file may be delivered via the appliance 200 and/or the server
106.

In some embodiments, the appliance 200 accelerates deliv-
ery of a computing environment 15, or any portion thereof, to
a client 102. In one embodiment, the appliance 200 acceler-
ates the delivery of the computing environment 15 by the
application delivery system 190. For example, the embodi-
ments described herein may be used to accelerate delivery of
a streaming application and data file processable by the appli-
cation from a central corporate data center to a remote user
location, such as a branch office of the company. In another
embodiment, the appliance 200 accelerates transport layer
traffic between a client 102 and a server 106. The appliance
200 may provide acceleration techniques for accelerating any
transport layer payload from a server 106 to a client 102, such
as: 1) transport layer connection pooling, 2) transport layer
connection multiplexing, 3) transport control protocol buft-
ering, 4) compression and 5) caching. In some embodiments,
the appliance 200 provides load balancing of servers 106 in
responding to requests from clients 102. In other embodi-
ments, the appliance 200 acts as a proxy or access server to
provide access to the one or more servers 106. In another
embodiment, the appliance 200 provides a secure virtual pri-
vate network connection from a first network 104 of the client
102 to the second network 104' of the server 106, such as an
SSL VPN connection. It yet other embodiments, the appli-
ance 200 provides application firewall security, control and
management of the connection and communications between
a client 102 and a server 106.

In some embodiments, the application delivery manage-
ment system 190 provides application delivery techniques to
deliver a computing environment to a desktop of a user,
remote or otherwise, based on a plurality of execution meth-
ods and based on any authentication and authorization poli-
cies applied via a policy engine 195. With these techniques, a
remote user may obtain a computing environment and access
to server stored applications and data files from any network
connected device 100. In one embodiment, the application
delivery system 190 may reside or execute on a server 106. In
another embodiment, the application delivery system 190
may reside or execute on a plurality of servers 106a-106%. In
some embodiments, the application delivery system 190 may
execute in a server farm 38. In one embodiment, the server
106 executing the application delivery system 190 may also
store or provide the application and data file. In another
embodiment, a first set of one or more servers 106 may
execute the application delivery system 190, and a different
server 106. may store or provide the application and data file.
In some embodiments, each of the application delivery sys-
tem 190, the application, and data file may reside or be located
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on different servers. In yet another embodiment, any portion
of'the application delivery system 190 may reside, execute or
be stored on or distributed to the appliance 200, or a plurality
of appliances.

The client 102 may include a computing environment 15
for executing an application that uses or processes a data file.
The client 102 via networks 104, 104' and appliance 200 may
request an application and data file from the server 106. In one
embodiment, the appliance 200 may forward a request from
the client 102 to the server 106. For example, the client 102
may not have the application and data file stored or accessible
locally. In response to the request, the application delivery
system 190 and/or server 106 may deliver the application and
data file to the client 102. For example, in one embodiment,
the server 106 may transmit the application as an application
stream to operate in computing environment 15 on client 102.

In some embodiments, the application delivery system 190
comprises any portion of the Citrix Access Suite™ by Citrix
Systems, Inc., such as the MetaFrame or Citrix Presentation
Server™ and/or any of the Microsoft® Windows Terminal
Services manufactured by the Microsoft Corporation. In one
embodiment, the application delivery system 190 may deliver
one or more applications to clients 102 or users via a remote-
display protocol or otherwise via remote-based or server-
based computing. In another embodiment, the application
delivery system 190 may deliver one or more applications to
clients or users via steaming of the application.

In one embodiment, the application delivery system 190
includes a policy engine 195 for controlling and managing the
access to, selection of application execution methods and the
delivery of applications. In some embodiments, the policy
engine 195 determines the one or more applications a user or
client 102 may access. In another embodiment, the policy
engine 195 determines how the application should be deliv-
ered to the user or client 102, e.g., the method of execution. In
some embodiments, the application delivery system 190 pro-
vides a plurality of delivery techniques from which to select a
method of application execution, such as a server-based com-
puting, streaming or delivering the application locally to the
client 120 for local execution.

In one embodiment, a client 102 requests execution of an
application program and the application delivery system 190
comprising a server 106 selects a method of executing the
application program. In some embodiments, the server 106
receives credentials from the client 102. In another embodi-
ment, the server 106 receives a request for an enumeration of
available applications from the client 102. In one embodi-
ment, in response to the request or receipt of credentials, the
application delivery system 190 enumerates a plurality of
application programs available to the client 102. The appli-
cation delivery system 190 receives a request to execute an
enumerated application. The application delivery system 190
selects one of a predetermined number of methods for execut-
ing the enumerated application, for example, responsive to a
policy of a policy engine. The application delivery system
190 may select a method of execution of the application
enabling the client 102 to receive application-output data
generated by execution of the application program on a server
106. The application delivery system 190 may select a
method of execution of the application enabling the local
machine 10 to execute the application program locally after
retrieving a plurality of application files comprising the appli-
cation. In yet another embodiment, the application delivery
system 190 may select a method of execution of the applica-
tion to stream the application via the network 104 to the client
102.
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A client 102 may execute, operate or otherwise provide an
application, which can be any type and/or form of software,
program, or executable instructions such as any type and/or
form of web browser, web-based client, client-server appli-
cation, a thin-client computing client, an ActiveX control, or
a Java applet, or any other type and/or form of executable
instructions capable of executing on client 102. In some
embodiments, the application may be a server-based or a
remote-based application executed on behalf of the client 102
on a server 106. In one embodiments the server 106 may
display output to the client 102 using any thin-client or
remote-display protocol, such as the Independent Computing
Architecture (ICA) protocol manufactured by Citrix Sys-
tems, Inc. of Ft. Lauderdale, Fla. or the Remote Desktop
Protocol (RDP) manufactured by the Microsoft Corporation
of Redmond, Wash. The application can use any type of
protocol and it can be, for example, an HTTP client, an FTP
client, an Oscar client, or a Telnet client. In other embodi-
ments, the application comprises any type of software related
to VoIP communications, such as a soft IP telephone. In
further embodiments, the application comprises any applica-
tion related to real-time data communications, such as appli-
cations for streaming video and/or audio.

In some embodiments, the server 106 or a server farm 38
may be running one or more applications, such as an appli-
cation providing a thin-client computing or remote display
presentation application. In one embodiment, the server 106
or server farm 38 executes as an application, any portion of
the Citrix Access Suite™ by Citrix Systems, Inc., such as the
MetaFrame or Citrix Presentation Server™, and/or any of the
Microsoft® Windows Terminal Services manufactured by
the Microsoft Corporation. In one embodiment, the applica-
tion is an ICA client, developed by Citrix Systems, Inc. of
Fort Lauderdale, Fla. In other embodiments, the application
includes a Remote Desktop (RDP) client, developed by
Microsoft Corporation of Redmond, Wash. Also, the server
106 may run an application, which for example, may be an
application server providing email services such as Microsoft
Exchange manufactured by the Microsoft Corporation of
Redmond, Wash., a web or Internet server, or a desktop shar-
ing server, or a collaboration server. In some embodiments,
any of the applications may comprise any type of hosted
service or products, such as GoToMeeting™ provided by
Citrix Online Division, Inc. of Santa Barbara, Calif.,
WebEx™ provided by WebEx, Inc. of Santa Clara, Calif., or
Microsoft Office Live Meeting provided by Microsoft Cor-
poration of Redmond, Wash.

Still referring to FIG. 1D, an embodiment of the network
environment may include a monitoring server 106A. The
monitoring server 106 A may include any type and form per-
formance monitoring service 198. The performance monitor-
ing service 198 may include monitoring, measurement and/or
management software and/or hardware, including data col-
lection, aggregation, analysis, management and reporting. In
one embodiment, the performance monitoring service 198
includes one or more monitoring agents 197. The monitoring
agent 197 includes any software, hardware or combination
thereof for performing monitoring, measurement and data
collection activities on a device, such as a client 102, server
106 or an appliance 200, 205. In some embodiments, the
monitoring agent 197 includes any type and form of script,
such as Visual Basic script, or Javascript. In one embodiment,
the monitoring agent 197 executes transparently to any appli-
cation and/or user of the device. In some embodiments, the
monitoring agent 197 is installed and operated unobtrusively
to the application or client. In yet another embodiment, the
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monitoring agent 197 is installed and operated without any
instrumentation for the application or device.

In some embodiments, the monitoring agent 197 monitors,
measures and collects data on a predetermined frequency. In
other embodiments, the monitoring agent 197 monitors, mea-
sures and collects data based upon detection of any type and
form of event. For example, the monitoring agent 197 may
collect data upon detection of a request for a web page or
receipt of an HTTP response. In another example, the moni-
toring agent 197 may collect data upon detection of any user
input events, such as a mouse click. The monitoring agent 197
may report or provide any monitored, measured or collected
data to the monitoring service 198. In one embodiment, the
monitoring agent 197 transmits information to the monitoring
service 198 according to a schedule or a predetermined fre-
quency. In another embodiment, the monitoring agent 197
transmits information to the monitoring service 198 upon
detection of an event.

In some embodiments, the monitoring service 198 and/or
monitoring agent 197 performs monitoring and performance
measurement of any network resource or network infrastruc-
ture element, such as a client, server, server farm, appliance
200, appliance 205, or network connection. In one embodi-
ment, the monitoring service 198 and/or monitoring agent
197 performs monitoring and performance measurement of
any transport layer connection, such as a TCP or UDP con-
nection. In another embodiment, the monitoring service 198
and/or monitoring agent 197 monitors and measures network
latency. In yet one embodiment, the monitoring service 198
and/or monitoring agent 197 monitors and measures band-
width utilization.

In other embodiments, the monitoring service 198 and/or
monitoring agent 197 monitors and measures end-user
response times. In some embodiments, the monitoring ser-
vice 198 performs monitoring and performance measurement
of an application. In another embodiment, the monitoring
service 198 and/or monitoring agent 197 performs monitor-
ing and performance measurement of any session or connec-
tion to the application. In one embodiment, the monitoring
service 198 and/or monitoring agent 197 monitors and mea-
sures performance of a browser. In another embodiment, the
monitoring service 198 and/or monitoring agent 197 moni-
tors and measures performance of HTTP based transactions.
In some embodiments, the monitoring service 198 and/or
monitoring agent 197 monitors and measures performance of
a Voice over IP (VoIP) application or session. In other
embodiments, the monitoring service 198 and/or monitoring
agent 197 monitors and measures performance of a remote
display protocol application, such as an ICA client or RDP
client. Inyet another embodiment, the monitoring service 198
and/or monitoring agent 197 monitors and measures perfor-
mance of any type and form of streaming media. In still a
further embodiment, the monitoring service 198 and/or moni-
toring agent 197 monitors and measures performance of a
hosted application or a Software-As-A-Service (SaaS) deliv-
ery model.

In some embodiments, the monitoring service 198 and/or
monitoring agent 197 performs monitoring and performance
measurement of one or more transactions, requests or
responses related to application. In other embodiments, the
monitoring service 198 and/or monitoring agent 197 moni-
tors and measures any portion of an application layer stack,
such as any .NET or J2EE calls. In one embodiment, the
monitoring service 198 and/or monitoring agent 197 moni-
tors and measures database or SQL transactions. In yet
another embodiment, the monitoring service 198 and/or
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monitoring agent 197 monitors and measures any method,
function or application programming interface (API) call.

In one embodiment, the monitoring service 198 and/or
monitoring agent 197 performs monitoring and performance
measurement of a delivery of application and/or data from a
server to a client via one or more appliances, such as appli-
ance 200 and/or appliance 205. In some embodiments, the
monitoring service 198 and/or monitoring agent 197 moni-
tors and measures performance of delivery of a virtualized
application. In other embodiments, the monitoring service
198 and/or monitoring agent 197 monitors and measures
performance of delivery of a streaming application. In
another embodiment, the monitoring service 198 and/or
monitoring agent 197 monitors and measures performance of
delivery of a desktop application to a client and/or the execu-
tion of the desktop application on the client. In another
embodiment, the monitoring service 198 and/or monitoring
agent 197 monitors and measures performance of a client/
server application.

In one embodiment, the monitoring service 198 and/or
monitoring agent 197 is designed and constructed to provide
application performance management for the application
delivery system 190. For example, the monitoring service 198
and/or monitoring agent 197 may monitor, measure and man-
age the performance of the delivery of applications via the
Citrix Presentation Server. In this example, the monitoring
service 198 and/or monitoring agent 197 monitors individual
ICA sessions. The monitoring service 198 and/or monitoring
agent 197 may measure the total and per session system
resource usage, as well as application and networking perfor-
mance. The monitoring service 198 and/or monitoring agent
197 may identity the active servers for a given user and/or
user session. In some embodiments, the monitoring service
198 and/or monitoring agent 197 monitors back-end connec-
tions between the application delivery system 190 and an
application and/or database server. The monitoring service
198 and/or monitoring agent 197 may measure network
latency, delay and volume per user-session or ICA session.

In some embodiments, the monitoring service 198 and/or
monitoring agent 197 measures and monitors memory usage
for the application delivery system 190, such as total memory
usage, per user session and/or per process. In other embodi-
ments, the monitoring service 198 and/or monitoring agent
197 measures and monitors CPU usage the application deliv-
ery system 190, such as total CPU usage, per user session
and/or per process. In another embodiments, the monitoring
service 198 and/or monitoring agent 197 measures and moni-
tors the time required to log-in to an application, a server, or
the application delivery system, such as Citrix Presentation
Server. In one embodiment, the monitoring service 198 and/
or monitoring agent 197 measures and monitors the duration
auser is logged into an application, a server, or the application
delivery system 190. In some embodiments, the monitoring
service 198 and/or monitoring agent 197 measures and moni-
tors active and inactive session counts for an application,
server or application delivery system session. In yet another
embodiment, the monitoring service 198 and/or monitoring
agent 197 measures and monitors user session latency.

In yet further embodiments, the monitoring service 198
and/or monitoring agent 197 measures and monitors mea-
sures and monitors any type and form of server metrics. In one
embodiment, the monitoring service 198 and/or monitoring
agent 197 measures and monitors metrics related to system
memory, CPU usage, and disk storage. In another embodi-
ment, the monitoring service 198 and/or monitoring agent
197 measures and monitors metrics related to page faults,
such as page faults per second. In other embodiments, the
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monitoring service 198 and/or monitoring agent 197 mea-
sures and monitors round-trip time metrics. In yet another
embodiment, the monitoring service 198 and/or monitoring
agent 197 measures and monitors metrics related to applica-
tion crashes, errors and/or hangs.

In some embodiments, the monitoring service 198 and
monitoring agent 198 includes any of the product embodi-
ments referred to as EdgeSight manufactured by Citrix Sys-
tems, Inc. of Ft. Lauderdale, Fla. In another embodiment, the
performance monitoring service 198 and/or monitoring agent
198 includes any portion of the product embodiments
referred to as the TrueView product suite manufactured by the
Symphoniq Corporation of Palo Alto, Calif.

In one embodiment, the performance monitoring service
198 and/or monitoring agent 198 includes any portion of the
product embodiments referred to as the Teal.eaf CX product
suite manufactured by the Teal.eaf Technology Inc. of San
Francisco, Calif. In other embodiments, the performance
monitoring service 198 and/or monitoring agent 198 includes
any portion of the business service management products,
such as the BMC Performance Manager and Patrol products,
manufactured by BMC Software, Inc. of Houston, Tex.

The client 102, server 106, and appliance 200 may be
deployed as and/or executed on any type and form of com-
puting device, such as a computer, network device or appli-
ance capable of communicating on any type and form of
network and performing the operations described herein.
FIGS. 1E and 1F depict block diagrams of a computing device
100 useful for practicing an embodiment of the client 102,
server 106 or appliance 200. As shown in FIGS. 1E and 1F,
each computing device 100 includes a central processing unit
101, and a main memory unit 122. As shown in FIG. 1E, a
computing device 100 may include a visual display device
124, a keyboard 126 and/or a pointing device 127, such as a
mouse. Each computing device 100 may also include addi-
tional optional elements, such as one or more input/output
devices 130a-1306 (generally referred to using reference
numeral 130), and a cache memory 140 in communication
with the central processing unit 101.

The central processing unit 101 is any logic circuitry that
responds to and processes instructions fetched from the main
memory unit 122. In many embodiments, the central process-
ing unit is provided by a microprocessor unit, such as: those
manufactured by Intel Corporation of Mountain View, Calif;
those manufactured by Motorola Corporation of Schaum-
burg, Il1.; those manufactured by Transmeta Corporation of
Santa Clara, Calif.; the RS/6000 processor, those manufac-
tured by International Business Machines of White Plains,
N.Y.; or those manufactured by Advanced Micro Devices of
Sunnyvale, Calif. The computing device 100 may be based on
any of these processors, or any other processor capable of
operating as described herein.

Main memory unit 122 may be one or more memory chips
capable of storing data and allowing any storage location to
bedirectly accessed by the microprocessor 101, such as Static
random access memory (SRAM), Burst SRAM or Synch-
Burst SRAM (BSRAM), Dynamic random access memory
(DRAM), Fast Page Mode DRAM (FPM DRAM), Enhanced
DRAM (EDRAM), Extended Data Output RAM (EDO
RAM), Extended Data Output DRAM (EDO DRAM), Burst
Extended Data Output DRAM (BEDO DRAM), Enhanced
DRAM (EDRAM), synchronous DRAM (SDRAM), JEDEC
SRAM, PC 100 SDRAM, Double Data Rate SDRAM (DDR
SDRAM), Enhanced SDRAM (ESDRAM), SyncLink
DRAM (SLDRAM), Direct Rambus DRAM (DRDRAM), or
Ferroelectric RAM (FRAM). The main memory 122 may be
based on any of the above described memory chips, or any
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other available memory chips capable of operating as
described herein. In the embodiment shown in FIG. 1E, the
processor 101 communicates with main memory 122 via a
system bus 150 (described in more detail below). FIG. 1E
depicts an embodiment of a computing device 100 in which
the processor communicates directly with main memory 122
via a memory port 103. For example, in FIG. 1F the main
memory 122 may be DRDRAM.

FIG. 1F depicts an embodiment in which the main proces-
sor 101 communicates directly with cache memory 140 via a
secondary bus, sometimes referred to as a backside bus. In
other embodiments, the main processor 101 communicates
with cache memory 140 using the system bus 150. Cache
memory 140 typically has a faster response time than main
memory 122 and is typically provided by SRAM, BSRAM, or
EDRAM. In the embodiment shown in FI1G. 1E, the processor
101 communicates with various J/O devices 130 via a local
system bus 150. Various busses may be used to connect the
central processing unit 101 to any of the I/O devices 130,
including a VESA VL bus, an ISA bus, an EISA bus, a
MicroChannel Architecture (MCA) bus, a PCI bus, a PCI-X
bus, a PCI-Express bus, or a NuBus. For embodiments in
which the /O device is a video display 124, the processor 101
may use an Advanced Graphics Port (AGP) to communicate
with the display 124. FIG. 1F depicts an embodiment of a
computer 100 in which the main processor 101 communi-
cates directly with /O device 130 via HyperTransport, Rapid
1/0, or InfiniBand. FIG. 1F also depicts an embodiment in
which local busses and direct communication are mixed: the
processor 101 communicates with I/O device 130 using a
local interconnect bus while communicating with I/O device
130 directly.

The computing device 100 may support any suitable instal-
lation device 116, such as a floppy disk drive for receiving
floppy disks such as 3.5-inch, 5.25-inch disks or ZIP disks, a
CD-ROM drive, a CD-R/RW drive, a DVD-ROM drive, tape
drives of various formats, USB device, hard-drive or any
other device suitable for installing software and programs
such as any client agent 120, or portion thereof. The comput-
ing device 100 may further comprise a storage device 128,
such as one or more hard disk drives or redundant arrays of
independent disks, for storing an operating system and other
related software, and for storing application software pro-
grams such as any program related to the client agent 120.
Optionally, any of the installation devices 116 could also be
used as the storage device 128. Additionally, the operating
system and the software can be run from a bootable medium,
for example, a bootable CD, such as KNOPPIX®, a bootable
CD for GNU/Linux that is available as a GNU/Linux distri-
bution from knoppix.net.

Furthermore, the computing device 100 may include a
network interface 118 to interface to a Local Area Network
(LAN), Wide Area Network (WAN) or the Internet through a
variety of connections including, but not limited to, standard
telephone lines, LAN or WAN links (e.g., 802.11, T1, T3, 56
kb, X.25), broadband connections (e.g. ISDN, Frame Relay,
ATM), wireless connections, or some combination of any or
all of the above. The network interface 118 may comprise a
built-in network adapter, network interface card, PCMCIA
network card, card bus network adapter, wireless network
adapter, USB network adapter, modem or any other device
suitable for interfacing the computing device 100 to any type
of network capable of communication and performing the
operations described herein.

A wide variety of /O devices 130a-1307 may be present in
the computing device 100. Input devices include keyboards,
mice, trackpads, trackballs, microphones, and drawing tab-
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lets. Output devices include video displays, speakers, inkjet
printers, laser printers, and dye-sublimation printers. The I/O
devices 130 may be controlled by an I/O controller 123 as
shown in FIG. 1E. The I/O controller may control one or more
1/O devices such as a keyboard 126 and a pointing device 127,
e.g., amouse or optical pen. Furthermore, an /O device may
also provide storage 128 and/or an installation medium 116
for the computing device 100. In still other embodiments, the
computing device 100 may provide USB connections to
receive handheld USB storage devices such as the USB Flash
Drive line of devices manufactured by Twintech Industry, Inc.
of Los Alamitos, Calif.

In some embodiments, the computing device 100 may
comprise or be connected to multiple display devices 124a-
124n, which each may be of the same or different type and/or
form. As such, any of the 1/O devices 130a-130% and/or the
1/O controller 123 may comprise any type and/or form of
suitable hardware, software, or combination of hardware and
software to support, enable or provide for the connection and
use of multiple display devices 124a-124r by the computing
device 100. For example, the computing device 100 may
include any type and/or form of video adapter, video card,
driver, and/or library to interface, communicate, connect or
otherwise use the display devices 124a-124x. In one embodi-
ment, a video adapter may comprise multiple connectors to
interface to multiple display devices 124a-124n. In other
embodiments, the computing device 100 may include mul-
tiple video adapters, with each video adapter connected to one
or more of the display devices 124a-124#. In some embodi-
ments, any portion of the operating system of the computing
device 100 may be configured for using multiple displays
124a-124p. In other embodiments, one or more of the display
devices 124a-124n may be provided by one or more other
computing devices, such as computing devices 100a and
1005 connected to the computing device 100, for example,
via a network. These embodiments may include any type of
software designed and constructed to use another computer’s
display device as a second display device 124a for the com-
puting device 100. One ordinarily skilled in the art will rec-
ognize and appreciate the various ways and embodiments that
a computing device 100 may be configured to have multiple
display devices 124a-124n.

In further embodiments, an I/O device 130 may be a bridge
170 between the system bus 150 and an external communi-
cation bus, such as a USB bus, an Apple Desktop Bus, an
RS-232 serial connection, a SCSI bus, a FireWire bus, a
FireWire 800 bus, an Ethernet bus, an AppleTalk bus, a Giga-
bit Ethernet bus, an Asynchronous Transfer Mode bus, a
HIPPI bus, a Super HIPPI bus, a SerialPlus bus, a SCI/LAMP
bus, a FibreChannel bus, or a Serial Attached small computer
system interface bus.

A computing device 100 of the sort depicted in FIGS. 1E
and 1F typically operate under the control of operating sys-
tems, which control scheduling of tasks and access to system
resources. The computing device 100 can be running any
operating system such as any of the versions of the
Microsoft® Windows operating systems, the different
releases of the Unix and Linux operating systems, any version
of the Mac OS® for Macintosh computers, any embedded
operating system, any real-time operating system, any open
source operating system, any proprietary operating system,
any operating systems for mobile computing devices, or any
other operating system capable of running on the computing
device and performing the operations described herein. Typi-
cal operating systems include: WINDOWS 3.x, WINDOWS
95, WINDOWS 98, WINDOWS 2000, WINDOWS NT 3.51,
WINDOWS NT 4.0, WINDOWS CE, and WINDOWS XP,
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all of which are manufactured by Microsoft Corporation of
Redmond, Wash.; MacOS, manufactured by Apple Computer
of Cupertino, Calif.; OS/2, manufactured by International
Business Machines of Armonk, N.Y.; and Linux, a freely-
available operating system distributed by Caldera Corp. of
Salt Lake City, Utah, or any type and/or form of a Unix
operating system, among others.

In other embodiments, the computing device 100 may have
different processors, operating systems, and input devices
consistent with the device. For example, in one embodiment
the computer 100 is a Treo 180, 270, 1060, 600 or 650 smart
phone manufactured by Palm, Inc. In this embodiment, the
Treo smart phone is operated under the control of the PalmOS
operating system and includes a stylus input device as well as
a five-way navigator device. Moreover, the computing device
100 can be any workstation, desktop computer, laptop or
notebook computer, server, handheld computer, mobile tele-
phone, any other computer, or other form of computing or
telecommunications device that is capable of communication
and that has sufficient processor power and memory capacity
to perform the operations described herein.

B. Appliance Architecture

FIG. 2A illustrates an example embodiment of the appli-
ance 200. The architecture of the appliance 200 in FIG. 2A is
provided by way of illustration only and is not intended to be
limiting. As shown in FIG. 2, appliance 200 comprises a
hardware layer 206 and a software layer divided into a user
space 202 and a kernel space 204.

Hardware layer 206 provides the hardware elements upon
which programs and services within kernel space 204 and
user space 202 are executed. Hardware layer 206 also pro-
vides the structures and elements which allow programs and
services within kernel space 204 and user space 202 to com-
municate data both internally and externally with respect to
appliance 200. As shown in FIG. 2, the hardware layer 206
includes a processing unit 262 for executing software pro-
grams and services, a memory 264 for storing software and
data, network ports 266 for transmitting and receiving data
over a network, and an encryption processor 260 for perform-
ing functions related to Secure Sockets Layer processing of
data transmitted and received over the network. In some
embodiments, the central processing unit 262 may perform
the functions of the encryption processor 260 in a single
processor. Additionally, the hardware layer 206 may com-
prise multiple processors for each of the processing unit 262
and the encryption processor 260. The processor 262 may
include any of'the processors 101 described above in connec-
tion with FIGS. 1E and 1F. In some embodiments, the central
processing unit 262 