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SYSTEM AND METHOD FOR DETERMINING THE OPTIMUM
CONFIGURATION STRATEGY FOR SYSTEMS WITH MULTIPLE
DECISION OPTIONS

[0001] The present application claims priority to U.S. Provisional
Application of Willems et al., filed October 6, 2000, Serial No. 60/238,124,
the entirety of which is hereby incorporated into the present application by

reference as if set forth fully herein.

Copyright Notice

[0002] This patent document contains information subject to copyright
protection. The copyright owner has no objection to the facsimile
reproduction by anyone of the patent document or the patent, as it appears in
the U.S. Patent and Trademark Office files or records, but otherwise reserves

all copyright rights whatsoever.
BACKGROUND OF THE INVENTION

1. Field of the Invention

[0003] The present invention relates to systems and methods for
determining the optimum configuration strategy for systems with multiple
decision options at each stage of the system. More specifically, the present
invention relates to systems and methods for determining the optimum

configuration strategy for decision option chains.

2. Description of Related Art

[0004] Increasing competitive pressures are forcing companies to
increase their rates of innovation. The increasing rate of innovation shortens

each product’s duration in the market, thereby compressing each product’s life
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cycle. Product categories, like networking equipment, which used to have a
life span of two to four years are now obsolete after one to two years.

[0005] Without proper management, increasing product turnover will
increase design and manufacturing costs. More frequent product development
cycles require additional product development resources. Shorter production
runs inhibit a company’s ability to achieve manufacturing cost reductions by
exploiting the learning curve and scale economies. Unless companies can
efficiently manage multiple generations of the product, there is a substantial
risk that costs will spiral out of control.

[0006] With the above in mind, attention has been given to the design
of a product's supply chain. Factors that affect the design of a supply chain are
numerous. One factor is the quality of the supplier-manufacturer relationship.
Examples of this work include work on optimal sampling policies for
incoming parts (Nurani et al. (1995)), illustrating the benefits of highly robust
part designs (Clausing (1993)), and calculating the cost of quality implications
from poor quality vendors. Another stream of research has worked on
ensuring that the supplier is capable of meeting the manufacturer’s volume
requirements. This research, which falls broadly under the category of
supplier certification ( Grieco and Gozzo (1992) ), designs practices to ensure
that the supplier is able to keep up as the manufacturer ramps up production.
There are also relevant strategic issues including the proper organizational
structure for complex supply chains (Laseter (1998)).

[0007] At present, when a company selects a supply chain for a
product that they manufacture or assemble, they typically focus on the
product's unit manufacturing cost (UMC). UMC is defined as the per unit cost
of a completed finished goods item. This is typically the sum of two sets of
costs: direct costs and allocated overhead. As the name implies, direct costs
are those costs that can be directly attributed to the production of the product.
Examples include raw material, transportation, and processing costs.

Overhead costs include those costs that are necessary to support the product
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family but can not be attributed to specific units of production. Examples of
engineering costs include quality auditing and process engineering costs.
These two components of UMC are often treated independently. That is,
engineering costs are based on volume projections for the product and then
divided by the total number of units sold in order to yield a per unit cost.
Direct costs are just the sum of the direct costs added across the supply chain.
As described herein, UMC will refer to just the direct portion of the product’s
cost.

[0008] In practice, UMC is the dominant criterion in the design of a
supply chain for several reasons. First, in most structured product
development processes a product must achieve a gross margin target before it
gains approval. Gross margin is calculated by dividing the difference between
selling price and UMC by the selling price. Since the price is typically
dictated by exogenous factors, the team must focus on UMC in order to meet
the gross margin target. This gives UMC a disproportionate influence during
the product development process. Second, it can be measured directly,
without any ambiguity. This is in contrast to the calculation of costs like
expected safety-stock cost which require an estimate of quantities like demand
variability. Since, by construction, these estimates of variability are only
estimates, the actual realization of the safety-stock cost will almost surely
deviate from its expected value. Although materials managers understand this
fact, it nonetheless greatly complicates their budgeting process if they choose
to include safety-stock cost since it will make their budget numbers incorrect.
UMC does not have this problem because it equals the sum of costs that are
specified in contracts; its value will only change if a change in a contract is
negotiated. Third, the buyers that negotiate the part purchases are not the
same employees that deal with the consequences of the purchasing decisions.
They do not see the effects of choosing a cheaper, less responsive, supplier.
Finally, few quantitative tools exist to assess the impact of UMC-based

decisions on the rest of the supply chain. In the absence of a model that
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directly proves that minimizing UMC is a bad decision rule, they will continue
applying a rule that they know with certainty minimizes one cost: the cost-of-
goods sold.

[0009] A supply chain can be viewed as a network where the nodes (or
stages) represent functionality that must be provided and the arcs capture
precedence constraints among the functions. A function might be the
procurement of a raw material, the manufacture of an assembly, or the
shipment of a product to a distribution center, etc. For each of these functions,
there are one or more options available to satisfy the function. As an example,
two options might exist for the procurement of a resistor: a high cost local
distributor and a lower cost multinational manufacturer.

[0010] For most structured product development processes, there
comes a time when the materials management organization (MMO) is called
in to source the new product’s supply chain. The supply chain’s functions
have already been determined at this point. The role of MMO is to identify
the options that can satisfy each function and then to decide which options to
select. A question MMO faces is whether to create a higher unit
manufacturing cost, but more responsive, supply chain versus a lower
manufacturing cost, less responsive supply chain.

[0011] Since the supply chain has not yet been established, numerous
costs are configuration-dependent. That is, the options selected will impact
multiple supply chain design costs. The most obvious cost is the cost-of-
goods sold (“COGS”) where COGS is defined as the direct variable cost of the
product multiplied by the number of units sold. Traditionally, sourcing
decisions have minimized this cost by minimizing the UMC of the product. In
most industrial contexts, minimizing UMC is equivalent to minimizing COGS
because UMC can be broken into two components: material-related costs and
engineering-related costs. If both types of costs are independent then COGS
equals the direction portion of UMC times the number of units sold.

However, there are also other costs that are determined by the configuration of
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the supply chain. These costs include the cost of the inventory necessary to
provide the desired level of service to the customer.

[0012] On the multi-echelon inventory side, numerous papers address
optimizing safety-stock placement across the supply chain. The papers that
are the most relevant to our work are the papers by Ettl et al. (1996) and
Graves and Willems (1998). These papers, and many of their cited references,
optimize safety-stock levels for an established supply chain. That is, these
models consider supply chains that are already in existence. Because these
supply chains are established, several of the relevant costs in the supply chdin
are already fixed. In particular, the expected pipeline stock cost and COGS
are determined by the problem’s inputs. Therefore, these costs are constants
that do not enter into the analysis.

[0013] Inderfurth (1993) does jointly consider the optimization of
safety-stock costs and production times for a supply chain where the final
production stage produces multiple end items. The optimization captures the
impact that the finished goods’ lead-times have on the overall safety-stock
cost in the supply chain. However, the model only considers changing the
configuration at one stage in the supply chain and only considers safety-stock
costs.

[0014] Assessing the time-to-market costs for new products has also
been well studied. Quantitative models that evaluate the cost of development
times are considered in Ulrich et al. (1993) and Cohen et al. (1996). Several
empirical studies also ciuantify the benefits of a shorter time-to-market.
Hendricks and Singhal (1997) have examined the impact of delayed product
introductions on firms’ stock price and Datar et al. (1997) have shown that
faster product development correlates positively with increased market share
in the computer component industry.

[0015] In Graves and Willems (1998), a single-state dynamic program
is formulated to minimize the safety-stock cost in an existing supply chain.

Specifically, Graves and Willems (1998) provide an optimization algorithm
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for determining where to place safety-stock in the supply chain, which is
important since it dictates the major decoupling points in the supply chain.

[0016] However, the work performed to date on the design of supply
chains does not consider the supply chain system as a whole, and does not
optimize over a multitude of factors that affect the overall design of the supply
chain, where such factors include manufacturing cost, multi-echelon inventory
costs, and time-to-market costs.

[0017] Another decision problem that companies face is that the
products that they deliver must continually be improved, from one product
generation to the next. Thus, companies must decide which parts to design
into their product, while keeping in mind development costs associated with
fedesigning the product, the part manufacturing costs and the level of
functionality that the part must provide

[0018] A product can be thought of as consisting of two sets of parts:
custom parts and standard parts. In networking equipment, for example,
custom parts include microprocessors and ASICs. These are the parts that
dictate the performance level of the product and hence the product’s relative
attractiveness to consumers. Standard parts include memory and system
boards. These parts act to support the custom parts; they are necessary for the
operation of the product, but they do not differentiate the product from the
competition. Because custom parts dictate the product’s performance,
typically they will have to be revised each generation. However, there is no
such requirement on standard parts. Standard parts only need to be revised
when they conflict with custom parts or constrain the performance of the
product or when they become too expensive. For example, 66 megahertz
system boards bécome impractical to use when microprocessor speeds exceed
333 megahertz since the board’s slow speed acts to constrain the entire
product’s performance thereby negating the effect of the improved
microprocessor. With regards to cost, many standard parts are commodities

and as such can become prohibitively expensive to use as supply options
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decrease over time; this explains the move from four-megabyte memory chips
to sixteen-megabyte memory chips.

[0019] Another fact that complicates this problem is the fact that
performance requirements for future periods are uncertain, For example, a
computer manufacturer may know that the current product requires a 266
megahertz processor but there may be significant uncertainty whether the
requirement for the next period will exceed 333 megahertz. In the unlikely
event that the design team knows that the next generation processor will not
exceed 333 megahertz, then the 66 megahertz system board will be their
choice for the current generation. But if there is a high likelihood that the next
generation’s processor will exceed 333 megahertz, it may be cost-effective to
switch to the 100 megahertz system board in the current generation.

[0020] The exact part that will be chosen each period will depend on
the cost of changing the part from one period to the next, the per generation
part cost, and the level of uncertainty with regards to future performance
requirements. The product development, equipment selection, and technology
choice domains have all addressed aspects of this problem.

[0021] In the product development domain, Sanderson (1991) presents
a stylized model that examines the cost implication of different ratios of
standard to custom parts. The cost function is composed of product
development, fixed equipment and variable manufacturing costs. Both the
development and manufacturing costs depend on the ratio of standard to
custom parts. For a given ratio of standard to custom parts, the cost function
can be examined in order to identify ranges where adopting one set of parts
versus another is beneficial. For a single product generation, Krishnan et al.
(1998) determines the optimal set of common parts and the optimal number of
products to offer that maximizes the product family’s profitability. The
attractiveness of a product offering, and hence its profitability, is dictated by
the product’s performance level. The authors show that the problem can be

converted into a shortest path problem. Because Krishnan et al. (1998) is a
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single generation problem, the requirements for the period are known with
certainty and as such only appear in the demand function.

[0022] In the equipment replacement problem, a decision has to be
made to either replace a machine in the current period or to replace it in a
future period. The classic work in this field is by Terborgh (1949). Relevant
factors affecting this decision are the cost of operating the existing machine
and the operating characteristics of machines that will become available in the
future. For the deterministic version of the problem, extensive planning
horizon results have been developed, leading to the creation of efficient
forward dynamic programs; refer to Chand and Sethi (1982) for an example of
this approach.

[0023] The part selection problem differs in several ways from the
equipment replacement problem. First, equipment replacement focuses on the
role of depreciation and salvage costs for the existing piece of equipment.
There is no real analog to these costs in the part selection problem. Second,
the equipment replacement models assume that any piece of equipment is
suitable to the task at hand, albeit with different operating costs. This may be
a reasonable assumption for machinery but it is not a reasonable assumption
for parts. That is, there comes a time when some parts are simply unable to
satisfy a generation’s performance requirement. Finally, equipment
replacement models assume that the cost of different machines move in lock
step. That is, a newer machine is cheaper to operate than an older machine. A
corollary to this is that the newer machine will not become more expensive to
operate than older machines when the newer machine is no longer the newest;
the assumption here is that costs tend to move together.

[0024] The technology choice literature is distinct from the equipment
replacement literature in its focus on determining which technology to use
given the characterization of demand and the fixed and variable costs
associated with each technology. In the equipment replacement problem, the

objective is to minimize cost whereas in the technology choice literature the
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objective is to maximize revenue. The two approaches are not equivalent
because the technology literature allows the choice of technology to impact
the firm’s profitability. Examples of this work include Cohen and Halperin
(1986) and Fine and Freund (1990).

[0025] In Cohen and Halperin (1986), the authors develop a model that
jointly optimizes production levels and the technology chosen each period.
That is, different technologies will have different optimal production levels.
The authors provide a condition that, if satisfied, proves that any future
technology adopted will have a lower per unit variable cost than the existing
technology in place.

[0026] Oftentimes, technology choice considers flexible
manufacturing equipment that is capable of satisfying demand from multiple
end items. Fine and Freund (1990) consider a multiproduct firm that has a’
two-stage decision process. In the first stage, they must determine which
technologies to adopt. They can choose flexible equipment, at a higher cost,
that can produce any product or they can choose dedicated equipment that can
only produce a certain product. In the second stage, the capacity purchased in
the first period is used to satisfy demand. The authors solve this as a nonlinear
stochastic program and prove properties of the optimal solution.

[0027] Finally, the work of Rajagopalan et al. (1998) deserves special
consideration due to its close relation to our work. The authors present a
model that jointly optimizes technology choice, capacity, and replacement
decisions. The sources of uncertainty in their model are the times between
technology breakthroughs and the new technology that will emerge. This is
modeled as a semi-markov process where the transition from one technology
to the next is dependent on the best technology currently available.
Assumptions are that the set of possible technologies is known at the start of
the planning horizon, that the technologies can be indexed from worst to best,
and that the likelihood of moving from one technology to each superior

technology can be assigned a probability by the user. That is, at the start of
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the horizon the user needs to specify the possible interrelationships between
all technologies.

[0028] Thus, the part selection problem can be viewed as a more
constrained version of the technology choice problem. The added constraint is
the per period performance requirement. An example where this type of
constraint would be useful to the equipment replacement or technology choice
literature is for a product like a photolithography machine. In the current
generation, machines capable of .25 micron widths are sufficient but in two
periods they will need to be capable of .18 micron widths. The question is: do
you buy a .25 micron width machine now and install a .18 micron width
machine in two periods or do you install the .18 micron now; it is assumed that
the .18 machine is capable of producing .25 micron widths. If you install the
.18 micron machine now, your current period costs will increase but they may
be offset by the scale economies achieved by the .18 machine.

[0029] Also, the present disclosure incorporates by reference the
following dissertation: Sean Willems, "Two papers in supply chain design:
supply chain configuration and part selection in multigeneration products,"
Massachusetts Institute of Technology, 1999. Also, Graves, S. C., and S. P.
Willems, “Optimizing Strategic Safety-stock Placement in Supply Chains,”
Working Paper, 49 pages, January 1998, is incorporated into the present

application by reference.
SUMMARY OF THE INVENTION

[0030] Therefore, the present invention provides an apparatus and
method for optimizing total costs over the stages of a network of
interconnected stages. The method of the present invention includes receiving
at least one data set for each of a plurality of interconnected stages, each data
set corresponding to an option at the corresponding stage, each data set

including a first cost and a second cost. The method further includes
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determining, based upon the at least one data set, an optimum series of options
over a series of the stages by selecting a single option at each stage in the
series of the stages that minimizes the sum of total costs over the series of the
stages, wherein the total costs is a function of said at least one data set.

[0031] The present invention also provides an apparatus and method
for representing, via a user interface of a given computer, each stage of an
interconnected system using a stage symbol. The stage symbols are
interconnected with links to form a representation of the system, the links
being displayed on a display device, wherein each stage symbol is connected
to at least one other stage symbol by at least one link. Based upon information
associated with a plurality of options at the stages, the present invention may
include determining an optimum series of options over a series of the stages
by selecting a single option at each stage in the series of stages that minimizes
the sum of total costs over the series of stages, the total costs being a function
of the information.

[0032] The present invention further provides an apparatus and method
for determining the optimal set of components to be used in a product over a
series of periods. The method includes receiving information corresponding
to each of a plurality of components used in a product, the information
including first data and second data, wherein the first data is a quantifiable
attribute of interest and the second data is an availability of each component in
each of a plurality of time periods. The method includes determining, based
upon the information, corresponding functionality requirements that each
component must provide over each of a series of said periods that the
corresponding component is incorporated into said product. The method
further includes determining the optimal set of components to be used in the
product over a series of the periods that minimizes a cost functional subject to
satisfying at least one of the second data and the functionality requirements

over the series of the periods, wherein the cost functional includes the sum of
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at least one of a development costs and a manufacturing costs of the product

over the series of the stages.

BRIEF DESCRIPTION OF THE DRAWINGS

[0033] The present invention is further described in the detailed
description which follows, by reference to the noted drawings by way of non-
limiting exemplary embodiments, in which like reference numerals represent
similar parts throughout the several views of the drawings, and wherein:

[0034] Fig. 1 is a schematic depiction of a serial line supply chain;

[0035] Fig. 2 is a schematic depiction of an assembly network supply
chain;

[0036] Fig. 3 is a schematic depiction of a distribution network supply
chain;

[0037] Fig. 4 is a schematic depiction of a spanning tree network
supply chain;

[0038] Fig. 5 is a depiction of the spanning tree network of nodes
corresponding to stages of the network;

[0039] Fig. 6 is a depiction of the spanning tree network of Fig. 5 with
the nodes renumbered;

[0040] Fig. 7a is a flowchart of the method for determining the
optimum series of options over the network of interconnected stages;

[0041] Fig. 7b is an exploded flowchart of block S10 of Fig. 7a;

[0042] Fig. 7c is an exploded flowchart of block S22 of Fig. 7a;

[0043] Fig. 7d is an exploded flowchart of block S34 of Fig. 7a;

[0044] Fig. 8 is a schematic depiction of an example of a spanning tree
network for a digital capture supply chain;

[0045] Fig. 9 is a schematic depiction of the spanning tree network of

Fig. 8 showing the optimal service times for minimum UMC Heuristic.
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[0046] Fig. 10 is the schematic depiction of Fig. 8 showing the
production times for minimum UMC Heuristic;

[0047] Fig. 11 is the schematic depiction of Fig. 8 showing the optimal
safety-stock placement for the minimum UMC Heuristic;

[0048] Fig. 12 is the schematic depiction of Fig. 8 showing the optimal
service times for the minimum production time Heuristic;

[0049] Fig. 13 is the schematic depiction of Fig. 8 showing the
production times for the minimum production time Heuristic;

[0050] Fig. 14 is the schematic depiction of Fig. 8 showing the optimal
safety-stock placement policy for minimum production time Heuristic;

[0051] Fig. 15 is the schematic depiction of Fig. 8 showing the optimal
service times determined using the optimization algorithm of the present
invention; ‘

[0052] Fig. 16 is the schematic depiction of Fig. 15 showing the
production times for reference;

[0053] Fig. 17 is the schematic depiction of Fig. 8 showing the optimal
safety-stock placement determined using the optimization algorithm of the
present invention;

[0054] Fig. 18 is a block diagram of an embodiment of a computer
system according to the present invention;

[0055] Fig. 19 is a block diagram of an embodiment of a networked
configuration of the system according to the present invention;

[0056] Fig. 20 shows an exemplary embodiment of an interactive
decision option chain view page that may be provided by the present
invention;

[0057] Fig. 21 shows an exemplary embodiment of a chain home page
in accordance with the present invention;

[0058] Fig. 22 shows an exemplary embodiment of a decision option

chain stages and links in accordance with the present invention;
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[0059] Fig. 23 shows an exemplary embodiment of an expanded stage
display showing three stages in accordance with the present invention;

[0060] Fig. 24 is a flow chart of a method according to the present
mvention for providing requested stage information to a user located at a
second computer;

[0061] Fig. 25 shows an exemplary embodiment of a stage report
according to the present invention;

[0062] Fig. 26 shows an exemplary embodiment of an options
summary according to the present invention;

[0063] Fig.-27 shows an exemplary embodiment of an options report
in accordance with the present invention; |

[0064] Fig. 28 shows an exemplary embodiment of a stage properties
summary in accordance with the present invention;

[0065] Fig. 29 shows an exemplary embodiment of a stage properties
demand report in accordance with the present invention;

[0066] Fig. 30 shows an exemplary time metrics tracking report
associated with a series of stages representing a decision option chain;

[0067] Fig. 31 shows an exemplary cost metrics tracking report
provided in accordance with the present invention;

[0068] Fig. 32 shows an exemplary inventory metrics tracking report
provided in accordance with the present invention;

[0069] Fig. 33 shows an exemplary embodiment of a chain comparison
report in accordance with the present invention;

[0070] Fig. 34 shows an exemplary embodiment of a sensitivity
analysis results report in accordance with the present invention;

[0071] Fig. 35 is a flow chart for one embodiment of a method of the
present invention for providing modification of stage information by a user at

a second computer; and

PCT/US01/31223
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[0072] Fig. 36 is a flow chart illustration of an embodiment of a
method for representing an exemplary supply chain according to the present
invention.

[0073] Fig. 37 is a flowchart of the method for determining an optimal
set of components to be used in a product over a series of periods.

[0074] Fig. 38 is a graph showing product volumes over time for
several companies; and

[0075] Fig. 39 is a graphical depiction of the efficient frontier
calculated using the algorithm to determine part selection in multigenerational

products.

DETAILED DESCRIPTION

[0076] While the present invention will hereinafter be described in
connection with at least one exemplary embodiment thereof, it should be
understood that it is not intended to limit the invention to that embodiment.
On the contrary, it is intended to cover all alternatives, modifications and
equivalents as may be included within the spirit and scope of the invention as
defined by the appended claims.

[0077] One aspect of the present invention is that an apparatus and
method are provided for determining, based upon at least one data set, an
optimum series of options over a series of interconnected stages by selecting a
single option at each stage in the series of stages that minimizes the sum of
total costs over the series of the stages, wherein the total costs is a function of
the at least one data set. The at least one data set includes at least a first cost
and a second cost. The interconnected stages may be a production system, and
the production system may be a supply chain. Where the interconnected
stages is a supply chain, the first cost and second cost may include a monetary
cost and an amount of time, respectively.

[0078] Where the production system is a supply chain, the invention

provides a decision support tool that product managers can use during the
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product development process where the product’s design has been fixed, but
the vendors, manufacturing technologies, and shipment options have not yet
been determined. The supply chain design framework of the present invention
considers specific costs that are relevant when designing supply chains. The
specific costs that are considered include unit manufacturing costs, inventory
cost, and time-to-market costs. Inventory costs include safety-stock cost and
pipeline stock cost. The present invention minimizes the sum of these costs
when creating a supply chain.

[0079] The problem is a design problem because there are several
available decision options, or sourcing options, at each stage. Examples
include multiple vendors available to supply a raw material and several
manufacturing processes capable of assembling the finished product. Other
examples of decision options include wherein said decision options include
supply, distribution, manufacturing process, equipment, labor, purchase, or
other related decision options that would effect the variables including cost
and production time. These different decision options have different costs and
times. The costs and times include direct costs and production lead-times.
Therefore, choices in one portion of the supply chain can affect the costs and
responsiveness of the rest of the supply chain. The optimal configuration of
the supply chain will choose one option per stage such that the costs of the
resulting supply chain are minimized.

[0080] An optimal solution algorithm is developed to optimally solve
the supply chain configuration for four embodiments. In the first embodiment
provides the framework for an algorithm of a serial line supply chain. This
framework forms the building blocks of the more general algorithms of the
second, third, and fourth embodiments. The second embodiment extends the
serial line framework to solve assembly networks. Assembly networks are
networks where a stage can have several suppliers, but can itself supply only
one stage. The third embodiment extends the serial line framework to solve

distribution networks. Distribution networks are networks where a stage can
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have multiple customers, but only one supplier. The fourth embodiment
combines the results from the second and third embodiments to solve spanning
tree networks. While still having a specialized structure, spanning trees allow
the modeling of numerous real-world supply chains. Serial line networks,
assembly networks, and distribution networks are all special cases of the
spanning tree network, but discussing each in the above order facilitates
understanding of the most general, spanning tree network. Furthermore,
nomenclature, definitions, and the development of Equations for the first three
embodiments are applicable to the spanning tree network. Lastly, the
algorithm and several heuristics are applied to an industry example.

[0081] It will be understood to those skilled in the art that although the
apparatus and methods above and described herein are described in terms of a
supply chain, this application is not intended to be limiting. Rather, the
apparatus and method is applicable to any network of interconnected stages.
As such, although a supply chain may use cost and time (i.e., direct cost and
production lead-times) as the multivariable inputs, which correspond to the
first cost and second cost, respectively, any data that is option-specific may be
used. Also, the total costs described above and herein applicable to a supply
chain, which include at least one of a manufacturing costs, inventory costs,
and time-to-market costs, are not intended to be limiting. Rather, the
multivariable optimization method can be applied to any cost functional that

can be expressed by any quantifiable characteristics.

[0082] 1. Serial Line Formulation

[0083] 1.1  Network Representation

[0084] The first embodiment of the present invention presents an
optimization formulation for a serial line network of interconnected stages.
Where the serial line is a supply chain, the first embodiment therefore presents
a method to minimize at least one of manufacturing costs, inventory costs, and

time-to-market costs for an N-stage serial supply chain. The inventory costs
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may include both safety-stock cost and pipeline stock cost. Therefore, the
method may minimize the sum of at least one of manufacturing costs, safety-
stock costs, pipeline stock costs, and time-to-market costs.

[0085] Figure 1 shows a schematic of a plurality of interconnected
stages 10 having N stages, where stage 1 is the immediate upstream ““supplier”
for stage i+1, for1=1, 2, ..., N-1. In a supply chain, each stage may represent
an operation to be performed. The operation to be performed may be a
processing function. Therefore, a typical stage might represent the
procurement of a raw material or the manufacturing of a subassembly or the
shipment of the finished product from a regional warehouse to the customer’s
distribution center. Each stage is also a potential location for holding a safety-
stock inventory of the item processed at the stage, which is indicated by a
triangle 12 at the stage. A circle 14 at the stage indicates that the inventory is
to be further processed. Hence, stage 1, indicated as reference numeral 16, is,
for example, the raw material stage and has no supplier; and stage N (18) is,
for example, the finished goods inventory stage, from which customer demand
is served. Each stage 20, 22 represents a processing function in the supply
chain.

[0086] For each stage, one or more options exist that can satisfy the

stage’s processing requirement. The total number of options available at stage
iis denoted by O;. For example, if a stage represents the procurement of a

metal housing, then one option might be a locally-based high-cost provider

and another option could be a low-cost multinational company. If these are

the only two options available at stage 1, then O = 2 and the individual

options will be denoted O11 and O12 where Oj; denotes the jth available

option at stage i. Options are differentiated by their direct costs and
production lead-times. For each stage, only one option will be chosen in the
completed supply chain. Thus, the serial line system model restricts itself to

sole sourcing at each stage.
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schematically in Fig. 1. Stage 1 (16) represents the purchase of a raw material

from an external vendor. Stage 2 (20) represents transforming the raw

material. Stage 3 (22) represents sending the transformed raw materail

through the company’s distribution center. Stage 4 (14) represents the product

being shipped to the customer, who places orders directly on the distribution

center at stage 4. An example of the options at each of the above stages are

shown in Table 1:

Table 1.
Stage | Option | Description Direct Cost | Lead-time
1 1 Local supplier $45 20 days
1 2 Multinational supplier | $20 40 days
2 1 Manual assembly $10 10 days
2 2 Automated assembly $40 2 days
2 3 Hybrid assembly line $20 4 days
3 1 Company-owned trucks | $15 4 days
3 2 Third party carrier $30 2 days
4 1 Ground transportation $25 5 days
4 2 Air freight $45 3 days
4 3 Premium air freight $60 1 day

[0088] For example, referring to Table 1 and Fig. 1, at stage 1 (16) of

the supply chain, the procurement of raw material could be from a local

supplier (option 1), or a multinational supplier (option 2). From the local

supplier (option 1), the raw material will have a monetary cost of § 45 (direct

cost) and will take 20 days (lead-time); from the multinational supplier (option

2), the raw material will incur a monetary cost of $20 and will take 40 days.

Likewise, at stage 2 (20) of the supply chain, transforming the raw material

could be accomplished by manual assembly (option 1), by automated

assembly (option 2), or by a hybrid assembly line (option 3). Each of the costs

(i.e., direct cost and lead-time cost) associated with each option of each stage

of the supply chain of Fig. 1 is likewise shown in Table 1.
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[0089] It will be understood to those skilled in the art that the example
options in Table 1 and the description of operations/functions at each stage of
the supply chain of Fig, 1 are not intended to be limiting, but are rather
intended to merely illustrate the possible options and functions that could be
encountered by a manufacturer in a supply chain. Further, although only two
or three options are depicted at each stage, any number of options can be
available.

[0090] Additionally, although only Direct Cost and Lead-Time,
corresponding to a first cost and a second cost, respectively, are presented in
this section as being inputs that are option-specific to the supply chain, it will
be understood to those skilled in the art that any other data that are option-
specific can also be modeled in a straight-forward manner as extensions to the
Equations presented herein and throughout. For example, such data could
include defect rates, variability of lead-time, and bounds and conditions on
allowable service times that depend upon which option is chosen, or any other
variable quantities.

[0091] By merely reviewing the costs and lead-times of Table 1, it is
not immediately obvious which option should be selected at each stage. At the
extremes, one can create a high-cost, short production lead-time supply chain
or a low-cost, long production lead-time supply chain. Thus, the object of the
present invention is twofold. First, for a given set of options at each stage of
interconnected stages, wherein each option includes at least a first cost and a
second cost, a method for determining, based upon the given set of options,
the optimal series of options (i.e., configuration) that minimizes the total costs
is provided. Where the interconnected stages is a supply chain, the algorithm
minimizes total supply chain costs. Furthermore, the present invention
provides a methodology and algorithm to provide general insights and

conditions on when certain supply chain structures are appropriate.

PCT/US01/31223
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[0092] The stage notation and assumptions for the serial line supply
chain, which are also applicable to the embodiments that follow, is developed

below.

[0093] 1.2 Option definition

[0094] An option at a stage is defined as a {first cost, second cost}
pairing. In a supply chain using inputs of a monetary amount (i.e., direct cost

added) and an amount of time (i.e., lead-time), an option at a stage is therefore

defined as a {direct cost added, production lead-time} pairing. There are O;
options to choose from at stage i and the jth available option is defined by Oj;

= {cjj » Tjj}, where cjj denotes the direct cost added (i.e., first cost) and Tj;
denotes the production lead-time (i.e., second cost) of the jth option at stage i.
It is noted that 1 <j < Oj. When a stage reorders, the production lead-time is

the time to process an item at the stage, assuming all of the inputs are
available. The production lead-time includes both the waiting and processing
time at the stage, plus any transportation time required to put the item into
inventory. For instance, suppose stage i’s selected option has a three-day
production lead-time. If we make a production request on stage i in time
period t, then stage i completes the production at time t+3, provided that there
is an adequate supply from stage i-1 at time t.

[0095] It is assumed that the production lead-time is not impacted by
the size of the order. In effect, this assumes that there are no capacity
constraints that limit production at a stage.

[0096] An option’s direct cost represents the direct material and direct
labor costs associated with the option. If the option is the procurement of a
raw material from a vendor, then the direct costs would be the purchase price

and the labor cost to unpack and inspect the product.
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[0097] 1.3  Periodic-review base-stock replenishment policy

[0098] It is also assumed that all stages operate according to a periodic
review policy with a common review period. Each period each stage observes
demand either from an external customer or from its downstream stage, and
places an order on its supplier to replenish the observed demand. In effect,
each stage operates with a one-for-one or base-stock replenishment policy.
There is no time delay in ordering; hence, in each period the ordering policy
passes the external customer demand back up the supply chain so that all

stages see the customer demand.

[0099] 1.4  External demand

[00100] Without loss of generality, it is assumed that external
demand (i.e., customer demand) occurs only at node N, and dyy(t) denotes the

demand at stage N in period t. Itis assumed that the demand for the end item

comes from a stationary process for which the average demand per time period

is pn. It is also assumed that the demand process is bounded by the function
Dn(r), fort=1, 2, 3, ... MN, where My is the maximum possible
replenishm;:nt time for the item. That is, DN(‘c) > dn(t) +dn(t+H) + .+
dn(t+t-1) forall t and for t=1, 2, 3, ... M. We define DI;I(O) =0 and assume
that Dy(t) is increasing and concave on T = dj(t) = ¢1,i+1di+1(® , 2,3, ...

My Thus, DN(t) — Dn(t-1) is nonnegative and decreases as T increases.

[00101] 1.5 Internal demand

[00102] An internal stage is one with internal customers or
successors. In the serial line formulation, these are stages with labels 1, 2, ...,

N-1. For an internal stage, the demand at time t equals the order placed by its
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immediate successor. Since each stage orders according to a base stock
policy, the demand at internal stage i is denoted as d;(t) and given by:

di® = ¢4,i+1dj+1(0)

fori=1,2, ..., N-1 where ¢; j+1 denotes the number of units of stage’s i’s

product necessary to produce one unit of stage i+1’s product.
[00103] It is assumed that the demand at each internal node of the
supply chain is also stationary and bounded. The average demand rate for

component i is defined as:
Bi =04 i+1Hi+-
[00104] We also assume that demand for the component i is bounded
by the function Dj(7), fort =1, 2, 3, ... M;, where M;j is the maximum possible

replenishment time for the item. For the serial case, the demand bound at

stage i is derived directly from the demand bound at stage i+1.

[00105] 1.6 Guaranteed service times

[00106] Where the interconnected stages are a supply chain, the

model of the present invention assumes that the demand node N promises a
guaranteed service cost Sy by which the stage will satisfy customer demand.
Where at least one of the first cost and second cost is a lead-time, the
guaranteed service cost is a guaranteed service time Syy. For instance, if Sy =
0, then the stage provides immediate service from inventory to the final

customer. If Sy > 0, then the customer demand at time t, dn(t), must be filled
by time t + Sn. Furthermore, it is assumed that stage N provides 100% service

for the specified service time: stage N delivers exactly dy(t) to the customer
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at time t + SN. These guaranteed service times for the end items are model
inputs.

[00107] An internal stage i quotes and guarantees a service time S; to
its downstream stage i+1. Given the assumption of a base-stock policy, stage

i+1 places an order equal to ¢; j+1d;+1(t) on stage i at time t; then stage i

delivers exactly this amount to stage i+1 at time t + S;. For instance, if S; = 3,

8

then stage 1 will fulfill at time t + 3 an order placed at time t by stage i+1.
These internal service times are decision variables for the optimization model,

as will be discussed below.

[00108] 1.7 Single-Stage Single-Option Model

[00109] The following discussion presents a model for the inventory
at a single stage, where there is only one option available at the stage. The
single-stage model serves as the building block for modeling a multi-stage
supply chain. Since it is assumed that there is only one option per stage, the

option-specific index can be suppressed and denote the production lead-time at
stage i by Tj.

[00110] Where at least one of the first cost and second cost is lead-
time, we have already noted that each stage quotes and guarantees a service
time S; by which stage i will deliver product to its immediate successor. For a

serial supply chain, it must also be the case that stage i is being quoted a
service time by its upstream supplier. That is, the inbound service time to

stage i is the service time that stage i-1 quotes to stage i. By definition, this

inbound service time is equal to S;.1. For the case where i = 1, we assume that

So = 0; this corresponds to the case where there is an infinite supply of

material available to the supply chain.
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[00111] It will be understood by those skilled in the art that the term
“service time” is not intended to be limiting. For example, where neither the
first cost and second cost are lead-time, service time would represent the

particular numeric quantity that stage i-1 quotes stage i.

[00112] 1.7.1 Inventory model

[00113] In a supply chain, the finished inventory at stage i at the end
of period t is defined as I;(t), where we assume the inventory system starts at
time t=0. Under the assumptions of perfect service and a base-stock

replenishment policy, I;(t) can be expressed as:

Li(t) =B — dj(t— Si-1 ~ T3, t = Sy)

M

where B; = I;(0) > 0 denotes the base stock and where d;(a, b) denotes the

demand at stage i over the time interval (a, b]. Since a periodic-review
replenishment policy is assumed, then without loss of generality, all time

parameters can be expressed as integer units of the underlying time period.

Hence, dj(a, b), the demand at stage i over the time interval (a, b], is given by

dj(a, b) = dj(at1) + dij(at2) + .... + dj(b)

for a<b and dj(t) being the demand observed at stage i in time period t. When
a> b, we define dj(a, b) = 0. And for Equation (1) to be true for small t, we
define d;(a, b) = d;(0, b) for a<0.

[00114] To explain Equation (1), it is observed that the replenishment

time for the inventory at stage i is S;_1 + Tj. Thus, in time period t stage i

completes the replenishment of the demand observed in time period t — S;.1 —
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T;. Hence, at the end of time period t, the cumulative replenishment to the
inventory at stage i equals dj(0, t — Sj.; — T;). For a given service time S;, in
time period t stage i fills the demand observed in time period t — S; from its

inventory. By the end of time period t the cumulative shipments from the

inventory at stage i equal dj(0, t — S;). The difference between the cumulative
replenishment and the cumulative shipments is the inventory shortfall, d;(t —
Si.1 —Tj, t—Sj). The on-hand inventory at stage i is the initial inventory or

base stock minus the inventory shortfall, as given by Equation (1).

[00115] 1.7.2 Determination of base stock

[00116] In order to provide 100% service to its customers, it is
required that I;(t) > 0 with probability 1. From Equation (1) it is seen that
100% service requires that

Bi2dj(t—S;.1—Tj,t—Sj)  with probability 1.

Since it is assumed that demand is bounded, the above requirement can be
satisfied with the least inventory by setting the base stock as follows:

B;=Dj(t) wheret=max {0, Sj.1 +T;-S;}. 2

By assumption, any smaller value for the base stock can not assure that Ii(t) >

0 with probability 1, and thus cannot guarantee 100% service.
[00117] That is, the base stock is set equal to the maximum possible

demand over the net replenishment time for the stage. The replenishment time

for stage i is the time to get the inputs (S;.1) plus the production time at stage i
(T;). The net replenishment time for stage i is the replenishment time minus

the service time (S;) quoted by the stage. The demand over the net
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replenishment time is demand that has been filled but that has not yet been
replenished. The base stock must cover this time interval of exposure; thus the
base stock is set to the maximum demand over this time interval.

[00118] It is possible that the promised service time is longer than the
replenishment time, i.e., Si.1 + Tj <§S;, and thus the net replenishment time is

negative. For example, it may take five days for the stage to replenish its
inventory, but the promised service time is eight days. In this case, we see

from Equation (2) that there is no need for a finished goods inventory; the base

stock B; can be set to zero and still provide 100% service. Indeed, in such a

case, the stage would delay each order on its suppliers by S; — Sj.1 — T

periods, so that the supplies arrive when needed.

[00119] With no loss of generality, the inbound service time can be
redefined so that the net replenishment time is nonnegative. In particular, S; 1
is redefined to be the smallest value that satisfies the following constraints:

Sii1= S5 fori=1,2,...,N and
S;i1+Ti= S5 .

[00120] If the inbound service time is such that S;_{ > S; for some i =

1,2, ..., N, then stage i delays orders from stage i by Si.1 - S; periods.

[00121] 1.7.3 Safety-stock model

[00122] Equations (1) and (2) are used to find the expected inventory
level E[1;], thus:

E[L] =B;—E[dj(t - Sj.1 — Tj, t—Sp]

=Dji(Si-1 + Ti=8;) = Sic1 + Ti—-Si) 3)

PCT/US01/31223
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for Sj.1 + T;j—Sj = 0. The expected inventory represents the safety-stock held

at stage i. The safety-stock is a function of the net replenishment time and the

bound on the demand process.

[00123] 1.7.4 Pipeline Inventory

[00124] In addition to the safety-stock, the present invention accounts
for the in-process or pipeline stock at the stage. Following the argument for
the development for Equation (1), it is observed that the work-in-process

inventory at time t is given by

Wi(t) = di(t — Sj-1 — Tj, t = Sju1) -

That is, the work-in-process corresponds to T; periods of demand given the

assumption of a deterministic production lead-time for the stage. The amount

of inventory on order at time t is

Oj(t) = di(t - S;-1, 1)

where the units of Oj(t) are in terms of finished items at stage i, and denote the
amount of component kits on order from stage i-1 to stage i. Similar to the
work-in-process, the amount on order equals S;_1 periods of demand.

[00125] From Equation (1) it is seen that the finished inventory plus
the work-in-process plus the on-order inventory is a constant, namely the base
stock. Furthermore, it is seen that the expected work-in-process depends only

on the lead-time at stage i and is not a function of the service times:

E[Wi] =T ;. 4)
[00126] 1.7.5 Safety-stock cost calculation

[00127] Safety-stock cost is a cost associated with holding stock at a
stage to protect against variability. The variability may include a variability of

demand at the stage. Variability of demand may be based upon a forecast, or
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it may be based on other user defined criteria. Therefore, to determine the
safety-stock cost at stage i, stage i’s holding cost must first be determined.

Since this present discussion considers only the single-option model for each
stage, it is known that the direct costs added at the stage is ¢;. For the

purposes of calculating holding costs, it is necessary to determine the total
direct costs that have been added from stage 1 up to and including the current
stage. For stage i, denote C; as the total direct cost added up to and including
stage i, i.e., the cumulative cost at stage i. Since the supply chain in the

present discussion is a serial line by assumption, C; is determined by the trivial
recursion C; = Cj_1 +¢j for stagesi=1, ..., Nand Cy=0.
[00128] If we assume a holding cost rate of o then the per unit

holding cost at stage i equals aC;. Therefore, the expected safety-stock cost at

stage i equals aC;E[I;].

[00129] 1.7.6 Pipeline stock cost calculation

[00130] The cost of the pipline stock at stage I is equal to the pipeline
stock at the stage multiplied by the average value of the stock at the stage. Ifit

is assumed that the costs accrue as a linear function of the time spent at the

stage, then the average value of a unit of pipeline stock at stage i equals (C;.;
+ C;)/2. This can also be written as C;_1 + ¢i/2. Therefore, the expected

pipeline stock cost at stage i equals a(Cj.1 + ¢i/2)E[Wj]. This assumption of a
linear cost-accruail process approximates the real process. However, it is
contemplated that a more complicated function, i.e., a non-linear or multi-
linear function, can be used to determine the cost-accrual process if condiﬁons
justify this.

[00131] 1.8 Multi-Stage Multi-Option Serial Supply Chain Model
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[00132] The discussion above with respect to the single-stage single-
option model is now used as a building block to model the expected safety-
stock levels and pipeline stock levels across the multi-stage, multi-option,
serial supply chain. The consideration of multiple options at a stage does
introduce some additional complexity to the formulation. In particular, there
is the need to explicitly account for the fact that only one option will be

selected at each stage. To do this, a 0-1 indicator variable is introduced, the
indicator variable being yjj fori=1,2, ..., Nand 1 <j < O;. yjj equals 1 if
option j is selected for stage i and equals 0 otherwise, i.e., yj; = 1 implies Oj; is

selected. Given this additional notation, the model for stage i is formulated as:

O;
E[Ii ]= Z Yi [Di (Si-l +T; =S, ) - (Si-l +T; =, )“’i] (%)
1
0Oj
B[Wj]= > yijTijhi ©)
j=1
yij(si-l +T; _Si)ZO for1<j<0; 7
04
2.%ij =1 ®
j=1
Y € {0:1} for1<j<O; )

Equation (5) expresses the expected safety-stock as a function of the net
replenishment time and demand characterization given that optionj' is selected
at stage i. In Equation (6), the expected pipeline stock equals the mean
demand times the selected option’s production time. Equation (7) ensures that
the net replenishment time is nonnegative. Finally, Equations (8) and (9)
require that exactly one option be selected at each stage.

[00133] It can be seen from Equations (5)-(9) that the expected

inventory in the supply chain is a function of the demand process, the options
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selected and the service times. It is assumed that the options’ production lead-
times, and the means and bounds of the demand processes are known input
parameters. The guaranteed service time for stage N is also an input. Thus, in
any optimization context, the internal service times and opﬁons selected are
the decision variables.

[00134] In order to determine which options and service times are
optimal, we need to know how choosing a particular option and service time
configuration affects the supply chain’s costs. This is the subject of the next

section.

[00135] 1.9 Multi-Stage Multi-Option Objective Function
Determination

[00136] The formulation of total costs that are relevant to a supply
chain configuration problem will now be developed. In a supply chain, there
are at least four relevant costs that are considered during the optimization of
the supply chain: manufacturing cost, safety-stock cost, pipeline stock cost,
and time-to-market costs. Safety-stock cost and pipeline stock cost, which
constitute inventory costs, have already been introduced and only need to be
modified to handle the addition of multiple options at a stage. The
manufacturing cost is equal to the total direct cost of all the units of product
that are shipped to consumers. The time-to-market cost is a function of the
configuration’s longest path.

[00137] It will be understood by those skilled in the art that the total
costs of manufacturing cost, inventory cost, and time-to-market costs is not
intended to be limiting. Rather, and especially where the interconnected
stages is a network other than a supply chain, the total costs may be the
summation of any quantifiable characteristics that are desired to be optimized.

[00138] Note that all four of these costs are influenced by the option
chosen at each stage. For example, a'supply chain comprising stages with low

direct costs and long lead times may have a low cost of goods sold but a high

PCT/US01/31223
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safety-stock cost. To make this statement more rigorous, the direct and
cumulative cost added at each stage must first be determined. In particular,
the calculation of C; must take the selected options into account. This is done
as follows:

0Oj

Ci =Cj-1+ D, ¥ijcij (10)
j=1

fori=1,2, ..., N where Cy=0. That is, in general, the cumulative cost (i.e.,

cumulative first cost) is the sum of the first costs of the preceding stages of at
least one option plus the first cost at the given stage associated with a
corresponding option. With this cost information, we can now determine the

supply chain’s cost.

[00139] 1.9.1 Safety-stock Cost

[00140] By definition, safety-stock is held at the end of the stage, afier
its processing activity has occurred. Therefore, the value of a unit of safety-
stock at stage i is equal to the cumulative cost of the product at stage i. The

expected safety-stock cost at stage 1 is:

aCiE[1i] (11)

where a represents the holding cost rate.
[00141] 1.9.2 Pipeline Stock Cost
[00142] The cost of the pipeline stock for stage I is equal to the

expected pipeline stock multiplied by the average cost of the product at the

stage. Two equivalent cost calculations are shown below:
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O;
—ZTYC— cE[W,] (12)

o
C., Jrz—”zyii oE[W, =] C,

[00143] 1.9.3 Cost of Goods Sold

[00144] Cost of goods sold (COGS) (i.e., manufacturing cost)
represents the total cost of all the units that are delivered to customers during a
company-defined interval of time. Typically, the interval of time is one year.
The cosig of goods sold is determined by multiplying the end item’s annual
demand times the end item’s unit manufacturing cost. That is,

COGS =BCNMN (13)

where B is a scalar that converts the model’s underlying time unit into the
company’s time interval of interest; B is the scalar that expresses Equation
(13) in the same units as Equations (11) and (12). Recall that the model has an
underlying time unit that is common to all stages. For example, if the model’s

underlying time unit is one day and the company’s interval of interest is one
year, then we would need to multiply pn by 365 to get the expected annual

volume of the product. This annual volume would then be multiplied by the
unit manufacturing cost, Cy;, to get the expected cost of goods sold per year.

[00145] The above derivation of COGS is formulated from the
perspective of the end item. For an intuitive understanding of the cost, this is
an easier interpretation. However, when formulating the objective function,
we will find it useful to divide the cost among the stages in the supply chain.
To do this, we note that the cumulative cost at stage N is just the summation of
the chosen direct costs at each of the stages. Therefore, COGS can be

calculated as follows:

PCT/US01/31223
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N Oj
COGS=BY, ZYijCini (14)
i=1j=1

This formulation is analogous to the echelon stock cost seen in many classic

multiechelon inventory works, including Clark and Scarf (1960).

5 [00146] 1.9.4 Time-to-Market Cost

[00147] Time-to-market cost (TTMC) attaches a dollarized cost to the

longest time path in the supply chain. We let 7; denote the maximum time for

stage i. In general, Tj equals:
10 T = Zzythhj (s1)

Although the problem formulation is general enough to consider time-to-
market costs at all stages, in practice it is common to only associate time-to-

market costs with finished goods stages. For a serial line, by definition, the
only finished goods stage is stage N. The maximum time for stage N, Ty,
15 equals:

N O
W= Vi (s2)

i=1 j=1

That is, for a serial line, the maximum time at stage N equals the sum of the

production times at each of the stages in the supply chain.

[00148] The target time for stage i is denoted by A;. Time-to-market
20  costis a function of 7; and A;. Let the function L;(7; , A;) denote the time-to-

market cost at stage i. In general, Li(t; , A;) is of the form:

NI PG if 7 <A
L (’Cn?»l) = {8(11 AP if 5 > (s3)
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where 7, 6 and p are constants. It will be understood to those skilled in the art

that y, & and p could be stage dependent, and as such indexed by i. It will also
be understood to those skilled in the art that the definition of L;(z; , A;) in (s3)

is merely representative of the types of time-to-market costs seen in practice.
The problem framework is general enough to allow any time-to-market cost
encountered in the real world, whether it be convex, concave, or
discontinuous.

[00149] Given this development, the time-to-market cost can be
expressed as:

TTMC = %Li (Ti17"i) (s4)
i=1 '

As a practical matter, if the only relevant time-to-market costs are at stage N,

then A can be set to infinity and y set to zero for all stages other than stage N.

[00150] 1.10 Math Programming Formulation

[00151] With the inventory calculations discussed above with respect
to the multi-stage, multi-option, serial supply chain model (section 1.8) and
the formulation with respect to the relevant costs in the supply chain (section
1.9), we are now in a position to formulate an optimization problem for
finding the optimal options configuration for the entire serial supply chain,
which is shown below as problem P:

N O

minz Zi)’ij [OLCi [Di (Si—1 +Tjj— Si) - (Si—1 +Tjj —Si)ui]

i=1 j=1

N (i 0,
C
+(Ci - 7"J0€Tijui + Bcini:l + ) L [Z YijTij,xi]
i=1 h=1j=1

—
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st
Oj
Ci -Ci-1- D yjcij =0 fori=12,...,.N
=1
yii{Si1 + Tj -8;)20 fori=12,...,N,1<j<0;
SN <sN
0j
D vij =1 fori=12,....N
j=1
Vij € {0,1} fori=12,...,N,1<3<0;4
S; = 0andinteger fori=12,...,.N
i 6{0,1} fori=1,2,..,N,1<j<O,
vii{Sio1 + T = 8; )2 0 fori=1,2,...N,1<j=0;

where sy is the guaranteed service time for demand node N, and sy is a user-

specified input to the model. Thus, the objective of problem P is to minimize
the sum of the supply chain’s safety-stock cost, pipeline stock cost, cost of
goods sold, and time-to-market cost. The constraints, as described above,
assure that exactly one option is chosen per stage, that the net replenishment
time for each stage is nonnegative and that Stage N satisfies its service
guarantee. The decision variables are the service times and the options
selected.

[00152] Problem P is an integer nonlinear optimization problem. For

a fixed set of feasible yj; (corresponding to the case where the user specifies

the option selected at each stage) and L;() equal to zero (corresponding to the

case where there is no time-to-market cost), it is known in the art (see Graves

and Willems (1998)) that the objective function is a concave function provided
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that the demand bound Dj( ) is a concave function for each stage i. Hence, in

the single-option case, we minimize a concave function over a set of linear
constraints. Although the feasible region is not necessarily bounded, it can be

shown that the optimal service times need not exceed the sum of the
production lead-times, provided that the demand bound Dj( ) is a non-

decreasing function for each stage i. Thus, the problem for this restricted
version of problem P is to minimize a concave function over a closed,
bounded convex set. As is known in the art, an optimum for such a problems

is at an extreme point of the feasible region (see, e.g., Luenberger, 1973).

[00153] 1.11 Dynamic Programming Solution Procedure

[00154] The serial line case can be solved to optimality using
dynamic programming. Below is a construction of the dynamic program’s

state space and solution procedure.

[00155] 1.11.1 State space determination

[00156] In order to solve the dynamic program efficiently, a state
space that allows the algorithm to solve the network in a node-by-node
fashion, using only information that is locally available at the node needs to be
defined. When there is only one available option per stage, it is known in the
art (see Graves and Willems (1998)) how to formulate the dynamic program
with a single state variable. The state variable is either the inbound or
outbound service time at the stage. The type of service time that is used at a
stage depends on the where the stage resides in the network.

[00157] The single-option problem only requires one state variable
because several key parameters are uniquely determined by the options. In
particular, the maximum replenishment time and the cumulative cost at each

stage are known constants if there is only one available option per stage.
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Having a constant cumulative cost is important because this makes the
pipeline stock and cost of goods sold deterministic quantities. These two costs
do not depend on service times, so the options chosen entirely determine their
values. When there is only one option per stage, the maximum time for each
stage is also a constant. Therefore, when there is only one available option per
stage, the optimization problem simplifies to determining the optimal set of
service times that minimize the supply chain’s safety-stock cost.

[00158] When time-to-market costs are not included in the problem,
the multi-option serial supply chain problem can be modeled using two state
variables. As shown in Graves and Willems (1998), one state variable will
represent the outbound service time at the stage. The additional state variable
will be the cumulative cost at the stage. When time-to-market costs are
included, as in Problem P, three state variables are needed. The additional
state variable is the maximum time associated with the cumulative cost state
variable.

[00159] As noted in Section 1.2, an option at a stage may be defined
as a {direct cost added, production lead-time} pairing. This notion of paired
values will translate to the definition of the cumulative cost and maximum

time state variables. The set of feasible cumulative costs and maximum times
at stage 1 is defined by the pairing {X;, ¥;j}. Since the cumulative cost and

maximum time at stage i is determined by the options selected at stages 1 to i,
and there are a finite number of options at each stage, the cumulative cost and
maximﬁm time at stage i can only take on a set of discrete values. For
example, if stage 1 has two options then it can have at most two pairings of
cumulative costs and maximum times. In this case, each possible {cumulative
cost, maximum time} pairing is equal to one of stage 1°s options. If stage 2
also has two options, then stage 2 can have at most four {cumulative cost,
maximum time} pairings, which are created by adding each option’s cost
element to stage 1’s cumulative costs, and adding each option’s production

time to stage 1’s maximum times.

PCT/US01/31223
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[00160] It is also useful to define {XI;, WI;} as the set of incoming
cumulative costs to stage i. For the serial line supply chain, these are just the

cumulative costs at stage i-1. In set notation, {XT;, vI;} < {Xj.1, ¥i-1}-

[00161] 1.11.2 Forward recursive formulation

[00162] The dynamic program is a forward recursion starting at stage

1 and proceeding to stage N. For each stage, the dynamic program evaluates a
functional equation denoted by f;(C, , S). The function f;(C, t, S) is defined

as the minimum supply chain cost for node 1 to i given that stage i’s
cumulative cost is C, stage i’s maximum time is 7, and stage i quotes a service
time of S.

[00163] To develop the functional equation, we first define, in
general, the total costs of the interconnected system as a function of state
variables. The state variables include the first cost at stage I as a function of
the service second-cost quoted to stage I (SI), plus stage I's service second-
cost, cumulative first-cost (¢ ), maximum first-cost (t), and the option (Oy)
selected. Where the first cost and second cost are direct cost and lead-time, as
discussed above, the state variables thus include cost at stage i as a function of
the service time quoted to stage i (SI), plus stage i’s service time (S),

cumulative cost (C), maximum time (t), and option (Oj) selected, and the total

costs is given by Equation (15) below:

gj(SLC,%S) = OLCI:Di(S|+Tjj -8)-(sI+T;-9) M] +(C-921)aTijpi +Boyuy +Li (1)

(15)
gij(SL, C, 1, S) is the summation of the safety-stock cost, pipeline stock cost,

direct manufacturing cost, and time-to-market cost contributed by the stage.

PCT/US01/31223
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By observation, gj(SL, C, 7, S) is strictly decreasing in S over the interval 0 <
S < SI + Ty and strictly increasing in SI over the interval [S - Tij]+ <SI<M;.

1.
[00164] There are four conditions on g;;(SI, C, T, S); one condition

corresponding to each of the function’s parameters. The first condition is that

[S- Tij]+ < SI<1j- Tjj. The left inequality constrains the service time quoted

to stage 1 (SI) so that the net replenishment time at stage i is nonnegative. The
right inequality restricts the service time at stage i-1 to not exceed the

maximum service time that stage i-1 can quote. The second condition is that 0
< S <SI+Tjj. The service time at stage i must be nonnegative and can not

exceed the net replenishment time. Third, it is required that the incoming
cumulative cost to stage 1 equal a cost that the upstream configuration can

produce. This requires the cumulative cost (C) minus option j’s direct cost

(cjj) to equal a feasible cumulative cost at stage i-1 and the maximum time (t)
minus option j’s direct production time (Tj;) to equal a feasible maximum time
at stage i-1. Thus, for C to be feasible, we must have {C - ¢;j} € Xj.1 and for -

T to be feasible we must have {1 - Tj;} € ¥j_j.
[00165] The minimum supply chain cost for stages 1 through i given
that stage i utilizes option Oj; is now defined. Let £;(C, 1, S) denote this

option-specific optimal cost-to-go function, which is defined below:

fi(CrS) = néiln{gij (S1C%8)+fi-1(C ~cijv Ty, 8)} (16)

[00166] The first term represents the supply chain’s costs incurred at
stage i and is defined in Equation (15). The second term corresponds to the

minimum cost for the stages that are upstream of stage i. For these upstream
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stages, we include their minimum supply chain costs as a function of stage i-
1’s service time, SI, maximum time, t — Tjj, and its cumulative cost C Cij-
The four conditions on Equation (15) also apply to Equation (16).

[00167] The functional equation for f(C, t, S) is:

£(C1,8) = mjin {f(cr8)} (17)

where the minimization is over the options at stage i that are feasible given a
cumulative cost of C at stage i, a maximum time of 1 at stage 1, and a service
time of S.

[00168] The functional equation is evaluated for all {cumulative cost,

maximum time, service time} states that are feasible at stage i. Thus, for each

C e Xjandt € ¥jwesolve for S =0, 1, ..., M;. M;j, the maximum
replenishment time at stage 1, is calculated by the recursion M; = M;j_1 + max
{Tjj}. The set X; is defined by the recursion X; = {xj.1 +¢jj | xj.1 € Xj.1,j =1
» - » Oj } and the set '¥'j is defined by the recursion ¥j = {yj.1 + Tjj | wi.1 €

Yi1,i=1,...,0i}.
[00169] To find the optimal solution, it is first noted that the service

time at stage N can not exceed sN. Therefore, for each feasible cumulative

cost C and maximum time 7 at stage N, f(C, 1, sN) can be evaluated and the

option with the minimum cost chosen. By backtracking through the network,
as is generally known in the art, the optimal option and service time at each
stage can be produced.

[00170] The framework for finding the optimal supply chain of a
serial line system, as formulated and solved above, now provides the building
blocks for finding the optimal supply chain for an assembly network supply

chain, described below.
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[00171] 2.0 Assembly Network Formulation
[00172] 2.1 Network Representation

[00173] An exemplary assembly network of interconnected stages is
one in which each stage can receive inputs from several adjacent suppliers Jbut
can directly supply only one downstream stage. Figure 2 is an example of an
assembly network 24. The assembly network of Fig. 2 may be a supply chain.
In network terms, an assembly network is a graph where each node can have
multiple incoming arcs but only one outgoing arc. We assume the nodes are
topologically ordered. That is, for every arc (i,j) € A, i <j. By construction,
this implies that the finished goods node will be labeled node N.

[00174] Let B(i) denote the set of stages that are backwards adjacent
to stage i; B(1)={h:(h,i)e A}. The cardinality of B(i), denoted [B(i)|, equals the
number of stages directly supplying stage i.

[00175] For each node i we define Nj to be the subset of nodes {1, 2,

... 1} that are connected to i on the sub-graph consisting of nodes {1, 2, ... i}.

That is, Nj is the set of nodes that form an in-tree rooted at node i. The term
N; will be used to explain the dynamic programming recursion, discussed

below. The term N; is determined by the following Equation:

N, ={i}+ UN,

heB()

[00176] An example of the options at each stage of the supply chain

of Fig. 2 are shown in Table 2 below.

Table 2
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1 1 Multinational Supplier __|$5 10 days
1 2 Local Supplier $10 4 days
2 1 Multinational Supplier $5 10 days
2 2 Local Supplier $10 4 days
3 1 Local Vendor #1 $15 18 days
3 2 Local Vendor #2 $20 10 days
4 1 Manual Assembly $25 10 days
4 2 Automated Assembly $30 8 days
5 1 Low Volume Equipment [$10 30 days
5 2 High Volume Equipment |$15 15 days

[00177] bFigure 2 represents an example of a supply chain for a
subassembly that is created by inserting a circuit board into a metal housing.
The circuit board has two main components, a motherboard and a controller.
All of the stages ha\‘Ie two sourcing options, consisting of a low cost, long
lead-time supplier and a higher cost, shorter lead time supplier. Referring to
Fig. 2 and Table 2, stage 1 (26) represents. the operation of procuring the
controller, of which there are two options: a multinational supplier (option 1)
and a local supplier (option 2). Each of these options includes a first cost and
a second cost. More specifically, option 1 has a direct cost (first cost) of $5
and a lead-time (second cost) of 10 days. Option 2 has a direct cost (first cost)
of $10 and a lead-time (second cost) of 4 days. Stage 2 (28) represents the
procurement of the motherboard, which has two options. Stage 3 (30) may
represent the procurement of sheet metal, which has two options. Stage 4 (32)
may represent the assembly of the controller and motherboard onto the circuit
board, of which there are two options (manual or automatic assembly). Stage
5 (36) may represent the assembly of the circuit board and the sheet metal
housing, of which there are two options, one for low volume equipment and

one for high volume equipment.
[00178] For the supply chain shown in Fig. 2, Nj is {3} for i=3 and
{1, 2, 4} for i=4.
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[00179] It will be understood to those skilled in the art that the
example options in Table 1 and the description of functions at each stage of
Fig. 2 are not intended to be limiting, but are rather intended to merely
illustrate the possible options and functions at each stage that could be
encountered by a manufacturer in a supply chain. Further, although only two

options are depicted at each stage, any number of options can be available.
[00180] 2.2 Stage Notation and Assumptions

[00181] The assumptions and notation adopted for the serial line
network are equally valid for assembly networks. However, the discussion
which follows addresses two differences between the serial line and assembly
network cases. First, the notation for the demand process must be redefined
now that the network is not a serial line. Second, the incoming service time
(i.e., generally, incoming service second cost) to a stage has to be defined
since a stage can have several upstream suppliers, each quoting the stage a

different service time.

[00182] 2.2.1 Internal demand

[00183] For an internal stage, the demand at time t equals the order
placed by its immediate successor. Since each stage orders according to a
base stock policy, the demand at internal stage i is denoted as d;(t) and given
by:

di () = ¢3;d;(®)

where ¢j; denotes the number of units of stage’s i’s product necessary to
produce one unit of stage j’s product.

[00184] It is assumed that the demand at each internal node of the

supply chain is also stationary and bounded. The average demand rate for

component i is:
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Hi = jjHj-
[00185] It is also assumed that demand for the component i is

bounded by the function Dj(t), for t =1, 2, 3, ... M, where M,; is the

maximum possible replenishment time for the item. For the assembly case,
the demand bound at stage 1 is derived from the demand bound at its

downstream adjacent stage j.

[00186] 2.2.2 Guaranteed service times

[00187] Since each stage in a serial line has only one downstream
customer, S; still represents the service time that stage i quotes to its

downstream customer. However, the possibility of multiple upstream adjacent

stages requires additional notation to characterize the incoming service time

quoted to a stage. Let SI; denote the maximum incoming service time quoted

to stage 1. That is, SI; =max { Sy, } for all h such that (h,i) € A. This assumes

that stage i must wait until all of its raw materials arrive before it can begin its

processing function.

[00188] 2.2.3 Computation of maximum time at stage 1

[00189] Because of the added complexity of the three network

structures (assembly, distribution, and spanning-tree) compared to the serial
structure, the calculation of the maximum time at stage i, 1;, is more complex.

The maximum time at stage i is the maximum of the maximum time of all

stages that directly feed into 1 plus the time of the selected option at stage i.

h(hi)ed

o
7; = max (rh)+Zyij];j
j=1

PCT/US01/31223
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These can be calculated from i=1 up to i=N. That is, in general, the maximum
time (i.e., second cost) at stage 1 is the maximum second cost of the stages that
directly feed into a given stage plus the second cost associated with a

corresponding option.

[00190] 2.3 Solution Procedure
[00191] 2.3.1 Dynamic programming formulation

[00192] Generally, as in the serial line formulation discussed above,
the state variables for the assembly network formulation are service second
cost, maximum second cost, and cumulative first cost. Where the first cost
and second cost are a monetary amount (i.e., direct cost) and an amount of
time (i.e., lead-time), these state variables are designated as service time,
maximum time, and cuamulative cost. However, the assembly case is
complicated by the fact that different configurations at upstream stages can
produce the identical {cumulative cost, maximum time} pairing at the
downstream stage. Since these different configurations will have different
supply chain costs (i.e., total costs), there is needed a way to efficiently
enumerate and evaluate these configurations in order to determine the optimal
cost-to-go for the downstream stage. Therefore, before the dynamic
programming algorithm can be presented, a new data structure must first be

created.

[00193] 2.3.1.1 Incoming {cumulative cost, maximum time}
combinations
[00194] The new data structure will be developed for a supply chain
and for where the first cost and second cost for the corresponding options are a
monetary amount (i.e., direct cost) and an amount of time (i.e., lead-time).

However, it will be understood to those skilled in the art that the development
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below is applicable for any network of interconnected stages and for any

option data.

[00195] Let CI; denote the incoming cumulative cost to stage i. This
is equal to the cumulative cost at stage 1, C;, minus the stage’s direct cost
added, cjj. Let tl; denote the incoming maximum time to stage i. This is
equal to the maximum time at stage i, tj, minus the stage’s direct cost added,
Tj;. For the assembly network case, we need a data structure that allocates
{CI;, =l;} across the stages in B(i). In the serial network case, the allocation is
immediate: CI; = C;.1 and tl; =1j.1 since B(i) = {i-1}. In the assembly
network case, however, a combination at stage i is defined as a set comprising

[B(i)| elements, each element corresponding to a feasible cumulative cost for

one of the stages in B(i). Combining the elements of the combination will
equal the pairing {CI;,7;}.
[00196] Let Q;(CLr) denote the set of combinations where the

summation of each combination equals CI and the greatest maximum time

among each of the combinations equals 7l. For a combination q € Q;(CL7),
define vgh as the cumulative cost at stage h associated with combination q and
Wgh as the maximum time at stage h associated with combination q. That is,
Vgh € Xp and wgh € P,

[00197] For example, in the supply chain of Fig. 2 and options of
Table 2, two combinations produce an incoming cumulative cost of $65 at
stage 5. The configurations are {$45, $20} and {$50, $15} where the first
term of each combination is the cumulative cost at stage 3 and the second term

is the cumulative cost at stage 4. In the notation above: B(5) = {3, 4};
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|Qs5($65)| = 2; Qs5($65) = { {845, $20}, {$50, $15} }; vi3 = {$45}, via =

{820} and vo3 = {$50} , vo4 = {$15}.

[00198] 2.3.1.2 Forward recursive formulation

[00199] The dynamic program is a forward recursion, starting at stage

1 and proceeding to stage N. For each stage, the dynamic program evaluates a
functional equation denoted by f;(C, t, S). The function f;(C, t, S) is defined
as the minimum supply chain cost for the in-tree rooted at node i given that
stage 1 has a {cumulative cost, maximum time} pairing of {C, t} and quotes a
service time of S.

[00200] To develop the functional equation, the supply chain cost for
stage 1 as a function of the maximum service time quoted to stage i (SI), plus

stage i’s service time (S), cumulative cost (C), maximum time (t), and option

selected (Oyj) is first defined in Equation (18) below as:

ij(S1,C,%.8) = G| Dy (S1+ T — ) - (S1+ Ty - )i | +[C_%Janjm + By +Li(ny)

(18)
[00201] Note that Equation (18) is exactly the same as Equation (15).
It is only included here for completeness.
[00202] The next step is to characterize the minimum total supply

chain cost for each of the sub-networks that are upstream of stage i. That is,

the total cost-to-go for each subnetwork Ny, where h € B(i), is to be

calculated. Let FI;(C1,zL,SI) denote the minimum total upstream cost-to-go

given that the {incoming cumulative cost, incoming maximum time} pairing

PCT/US01/31223
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to stage iis {CI,tI} and the maximum incoming service time to stage i is SL

FI;(CL,7LSI) is defined below as:

Fli(cLﬂ,él): min {Z fh(vqh,wqh,Sl)} (19)

qeQ,(Cl7) heB(i)

[00203] Equation (19) finds the minimum total supply chain cost for
the in-trees rooted at stage i’s upstream adjacent stages. For a given
combination g, the function loops over all of the upstream adjacent stages and
returns the minimum cost-to-go for each stage given the maximum service
time it can quote and its allocated portion of stage i’s incoming cumulative
cost. The summation of these [B(i)| terms equals the cost of the combination
quoting a maximum service time of SI. To find the minimum total supply
chain cost, all upstream combinations belonging to the set Q;(CI,tI) must be
minimized.

[00204] The minimum cost-to-go at stage 1, given that stage i utilizes
option Ojj, will now be defined. Let fj5(C, t, S) denote this option-specific
optimal cost-to-go function. It is defined below as:

(6w}l (o-opr- ) e

[00205] The first term represents the supply chain costs incurred at
stage i1 and is defined in Equation (18). The second term, defined in Equation
(19), represents the minimum total supply chain cost for the subgraph that is

upstream adjacent to stage i. Since the {cumulative cost, maximum time}
pairing at stage i is {C,t}, this subgraph’s cumulative cost must equal C — Cjj
and its maximum time must equal © — Tj;.

[00206] We can now use Equation (20) to develop the functional

equation for £(C, 7, S):
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f(C,8) = mjin{fij (C.u8)} (21)

where the minimization is over the available options at stage i. The
minimization can be done by enumeration, as is generally known in the art.
[00207] The functional equation is evaluated for all {cumulative cost,

maximum time, service time} states that are feasible at stage 1. Thus, for each

CeXjandt € ¥;, wesolve for S=0, 1, ..., M;. Inthe assembly network,

distribution network, and spanning-tree network forrﬁulations, M;, the

maximum replenishment time at stage i, is calculated by the recursion:
M; = max (Mp)+ max (T} )
' heB() 1< jsoi( i)

[00208] To find the optimal solution, it is first noted that the service

time at stage N can not exceed sy. Therefore, for each feasible cumulative

cost C and maximum time t at stage N, f§(C, 7, sN) can be evaluated and the

option with the minimum cost chosen. By backtracking through the network,
as is generally known in the art, the optimal option and service time at each
stage can be produced.

[00209] The framework for finding the optimal supply chain for an
assembly network, as formulated and solved above, now provides building
blocks for finding the optimal supply chain for a distribution network supply

chain, described below.

[00210] 3.0 Distribution Network Formulation
[00211] 3.1 Network Representation

[00212] The interconnected stages can be modeled as a distribution
network. The distribution network may be a supply chain. A supply chain
that can be modeled as a distribution network is one in which each stage can

have only one supplier and one or more customers. A distribution network
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supply chain, designated as reference numeral 40, is shown schematically in
Fig. 3. In network terms, a distribution network is a graph where each stage
can have multiple outgoing arcs but only one incoming arc. By assumption,
the stages (or nodes) are topologically ordered. That is, for every arc (i,j) € A,

5 i<j. By construction, this implies that the raw material stage (or node) will be
labeled node 1 (42).

[00213] Let D(i) denote the set of stages that are forward adjacent to
stage i; D()={k:(i,k)e A}. The cardinality of D(i), denoted |D(@)], equals the
number of stages directly served by stage i. .

10 [00214] For each node i we define N; to be the subset of nodes {i, i+1,

... N} that are connected to i on the sub-graph consisting of nodes {i, i+1, ...

N}. Wewill use Nj to explain the dynamic programming recursion. We can
determine N; by the following Equaﬁon:

Ni={i}+ [JNg-

keD(i)
15
[00215] An example of the options at each stage of the supply chain
of Fig. 3 are shown in Table 3 below.
Table 3
Stage Option |Description Direct Cost |Lead-{ime
1 1 Low Volume Equipment |$10 30 days
1 2 High Volume Equipment-|{$15 15 days
2 1 3rd Party Carrier $3 ‘ 5
2 2 Premium Carrier $6 2
3 1 Shipment by Boat $5 30 days
3 2 Shipment by Air $25 3 days
4 1 3rd Party Carrier $6 10 days
4 2 Premium Carrier $12 - |3 days
5 1 3rd Party Carrier $6 10 days
20 - 5 2 Premium Carrier $12 3 days

[00216] Figure 3 represents an example of a supply chain 40 for a
product’s distribution system. Stage 2 (44) represents distribution of the
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product domestically, and stage 3 (46) represents exportation of the product.
As seen in Fig. 3, for the domestic market, there are two classes of customers,
class A, which is represented at stage 4 (48), and class B, which is represented
at stage 5 (50), respectively. All of the stages have two sourcing optiohs,
shown in Table 3, which include, for example, premium and basic
transportation vendors. As indicated by the circles and triangles at the stages,
each stage may hold safety-stock and each stage may further process the
product, respectfully.

[00217] For the supply chain shown in Fig. 3, Nj is {3} for i=3 and
{2,4,5} fori=2.

[00218] It will be understood to those skilled in the art that the
example options in Table 3 and the description of functions at each stage of
Fig. 3 are not intended to be limiting, but are rather intended to merely
illustrate the possible options and functions at each stage that could be
encountered by a manufacturer in such the supply chain. Further, although
only two options are depicted at each stage, any number of options may be

available.
[00219] 3.2 Additional Stage Assumptions

[00220] The assumptions and notation adopted for the serial network
are equally valid for distribution networks. However, the demand process and

the impact on service times must be clarified.

[00221] 3.2.1 Demand assumptions
[00222] 3.2.1.1 External demand

[00223] It is assumed that the demand process for each end item
behaves in the same manner as the demand process for the single end item in

the serial case. It is also assumed that the service time for each external node
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is bounded. For each stage i that is an external stage, let s; denote the

maximum service time the stage can quote.

[00224] 3.2.1.2 Internal demand

[00225] An internal stage is one with internal customers or
successors. For an internal stage, the demand at time t is the sum of the orders
placed by the immediate successors. Since each stage orders according to a
base-stock policy, thé demand at internal stage i is given by:

di® = D b5 dj(®

G,j)eA
where A is the arc set for the network representation of the supply chain.
[00226] We assume that the demand at each internal node of the

supply chain is stationary and bounded. The average demand rate for

component i is:

M= D05 B

(ij)eA
[00227] It is assumed that demand for the component i is bounded by
the function Dj(t), for T =1, 2, 3, ... M;, where M; is the maximum

replenishment time for the item. This bound may be a given input or it may be
derived from the demand bounds for the downstream, or customer, stages for

stage i, as generally known in the art. (See Graves and Willems (1998)).

[00228] 3.2.2.1 Service times
[00229] 3.2.2.2 Internal service times

[00230] An internal stage i quotes and guarantees a service time Sij

for each downstream stage j, (i, j) € A.
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[00231] For the initial development of the model, it is assumed that

stage i quotes the same service time to all of its downstream customers; that is,
we assume that Sj; = S; for each downstream stage j, (i, j) € A. A method to

extend the model to permit customer-specific service times is generally known
in the art. (See Graves and Willems (1998)). In brief, if there is more than
one downstream customer, zero-cost, zero production lead-time dummy nodes
can be inserted between a stage and its customers to enable the stage to quote
different service times to each of its customers. The stage quotes the same
service time to the dummy nodes and each dummy node is free to quote any
valid service time to its customer stage.

[00232] The service times for both the end items and the internal
stages are decision variables for the optimization model. However, as a model
input, bounds on the service times for each stage may be imposed. In
particular, it is assumed that for each end item a maximum service time is

given as an input.

[00233] 3.3 Solution Procedure
[00234] 3.3.1 Dynamic programming formulation

[00235] The state variables for the distribution network formulation
are service second cost, maximum second cost, and cumulative first cost.
Where the first cost and second cost are a monetary amount (i.e., direct cost)
and an amount of time (i.e., lead-time), these state variables may be designated
as service time, maximum time, and cumulative cost, respectively. However,
in contrast to the serial and assembly network cases, the service time state
variable refers to the incoming service time quoted to the stage. That is, the
incoming service time is the time (i.e., second cost) that a preceding stage
quotes fulfillment to a given stage. Thus, an outgoing service time is the time
(i-e., second cost) of an option that a given stage quotes fulfillment to a

successive stage. Also, in contrast to the serial and assembly network cases,
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the {cumulative cost, maximum time} pairing refers to the incoming

cumulative cost and incoming maximum time to the stage.
[00236] Although the Q;(C,t) data structure is developed for the

assembly network case, it is not necessary for distribution networks. Since
each stage only has one upstream supplier, the option selected at the current

stage uniquely determines the incoming cumulative cost to the stage.

[00237] 3.3.1 Recursive formulation

[00238] In contrast to the previous two sections, in the distribution
network the algorithm proceeds from the leaves of the network and works
back towards the node with no incoming arcs. For each stage, the dynamic

program evaluates a total cost function. The total cost functional equation is
denoted by F;(CI, =I, SI). The function Fj(CI, tI, SI) is defined as the

minimum supply chain cost for the out-tree rooted at node i given that stage i’s
incoming cumulative cost is CI, maximum incoming time is tl, and stage i is’
quoted a service time of SI.

[00239] To develop the functional equation, the supply chain cost for
stage i as a function of the maximum service time quoted to stage i, plus stage

1’s service time, cumulative cost and option selected is first defined, as:

gj(SLC5,S) = ocC[Di (S1+Tj-8)~(s1+ Ty —S)ui]+(C—%)ocTijui +Boijui +Li (14)

(22)
Note that Equation (22) is exactly the same as Equations (15) and (18). It is
only included here for completeness.

[00240] The next step is to define the minimum supply chain cost for
the out-tree rooted at stage i given that stage 1 utilizes option Oyj. Let Fji(C, 7,

S) denote this option-specific optimal cost-to-go function, defined below as:
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F,j(cw,s»:ngn gj (SLCI+cj e+ Ty, S)+ D Fic(Clecyrl+ Ty, S)y  (23)
keD(j)

The first term represents the supply chain costs incurred at stage i and is
defined in Equation (22). The second term represents the minimum total

supply chain cost for the subgraph that is downstream adjacent to stage i.
Since the cumulative cost at stage i is CI + ¢;j and its maximum time is 1l + Tj;
the incoming cumulative cost to each of these downstream customers must
equal CI + ¢j; and the incoming maximum time must equal I + Tj;.

[00241] There are two conditions on Equation (23). First, if stage i is

an internal stage then the service time (S) must be nonnegative and it must not
exceed the incoming service time (SI) plus the option’s production time (Tj;).

This condition prevents the net replenishment time from becoming negative.

If stage i is an external stage, then the upper bound on S is the minimum of SI
+ Tjj and s;. Second, the {incoming cumulative cost, incoming maximum
time} pairing {CI, tI} must be a feasible incoming pairing at stage i. That is,
CI € XJj and 1l € YI;.

[00242] Equation (23) is now used to develop the functional equation
for F;(CI, =L, SI):

R (CllSl) = mjin{F,j (CI,rI,SI)} (24)

where the minimization is over the available options at stage i. The
minimization can be done by enumeration, as is known in the art.
[00243] The functional equation is evaluated for all {incoming

cumulative cost, incoming maximum time, incoming service time} states that

are feasible at stage i. Thus, for each CI € XIj and T € ¥}, we solve for S =0,
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L, ..., Mj—min (Ty) for 1 <j < O;. M;, the maximum replenishment time at
stage i, is calculated by the recursion:
M; = max (Mh)+ max (Ti~)-
heB() 1<j<0;
[00244] To find the optimal solution, note that there is only one
{incoming cumulative cost, incoming maximum time, incoming service time}

state at stage 1; by construction this state is {$0, 0, 0}. Therefore, to find the
optimal solution the algorithm just picks the option associated with F;(0, 0, 0)

and progress through the network to produce the optimal option and service
time at each stage.

[00245] The framework for finding the optimal supply chain for
distribution network, as formulated and solved above, now provides building
blocks for finding the optimal supply chain for a spanning tree network,

described below.

[00246] 4.0 Spanning Tree Network
[00247] 4.1 Network Representation

[00248] A spanning tree network, generally indicated as reference
numeral 54, is shown schematically in Fig. 4. A spanning tree network is a
network of interconnected stages that contains N nodes and N-1 arcs.
Assembly networks and distribution network are both special cases of
spanning trees. Spanning trees allow the flexibility to capture numerous kinds
of real world systems, including real world supply chains. Spanning trees can,
for example, model supply chain networks where a common component goes
into different final assemblies that each have different distribution channels.
For example, Fig. 4 illustrates an example of a supply chain with the various
functions of the each stage labeled thereon. The premium product, indicated
at stage 9 (54) is delivered to specialty retailers at stage 5 (56), while the

standard product, indicated at stage 10 (58), is delivered to superstores at stage
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6 (60) and wholesalers at stage 7 (62). The common component is the circuit
board, indicated at stage 8 (64), which is fed into both stages 9 (54) and 10
(58). Stages 1 (66) and 2 (68) represent the procurement of a controller and a
motherboard, respectively, of the computer product. Stages 3 (70) and 4 (70)
represent premium and standard assemblies, respectively, that are not common
to the premium and standard products, respectively. It will be understood to
those skilled in the art that description of functions at each stage of Fig. 4 is
not intended to be limiting, but are rather intended to merely illustrate the
possible functions at each stage that could be encountered in a spanning tree
network, and more particularly, in a spanning tree supply chain network.
[00249] The following discussion for a spanning tree network,
therefore, presents a generalization of the previous three embodiments (i.e.,

the serial line system, the assembly network, and the distribution network).

~ As before, let B(i) denote the set of backwards adjacent nodes and let D(i)

denote the set of forward adjacent nodes. The next step is to label the nodes of

the spanning tree.
[00250] 4.1.1 Node Labeling Algorithm for Spanning Tree

[00251] The labeling procedure when an underlying network of the
interconnected stages is a spanning tree will now be described. To illustrate
the procedure, reference is made to Figs. 5 and 6. Fig. 5 shows an example of
a spanning tree, supply chain, network 72 with the stages numbered
sequentially from left to right, from stage 1 to stage 13.

[00252] For a spanning tree, there is not a readily apparent ordering of
the nodes by which the algorithm would proceed. Therefore, it is desired to
sequence or number the nodes so that the algorithm is most efficient. The

algorithm for labeling or re-numbering the nodes is as follows:

1. Start with all nodes in the unlabeled set, U.

PCT/US01/31223
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2. Setk:=1

3. Find anodei € U such that node i is adjacent to at most
one other node in U. That is, the degree of node iis 0 or 1
in the sub-graph with node set U and arc set A defined on
U.

4. Remove node i from set U and insert into the labeled set L;

label node 1 with index k.

5. Stop if U is empty; otherwise set k:=k+1 and repeat steps 3

—4.

[00253] For a spanning tree, it is easy to show, as is generally known
in the art, that there will always be an unlabeled node in step 3 that is adjacent
to at most one other unlabeled node. As a consequence, the algorithm will
eventually label all of the nodes in N iterations. Indeed, it can be shown that
each node labeled in the first N-1 steps is adjacent to exactly one other node in
set U. That is, the nodes with labels 1, 2, ... N-1 each have one adjacent node
with a higher label; define p(k) to be the node with higher label that is
adjacent to node k, fork=1, 2, ... N-1. The node with label N obviously has
no adjacent nodes with larger labels.

[00254] The above algorithm is thus used to renumber the nodes. For
instance, the above algorithm was used to re-number the nodes in Fig. 5 to
produce the sub-graph 74 of nodes illustrated in Fig. 6. Note that the labeling

is not unique as there may be multiple choices for node i in stép 3.
[00255] For each node k we define Ny to be the subset of nodes {1, 2,

... k} that are connected to k on the sub-graph consisting of nodes {1, 2, ... k}.
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The term Ny is used to explain the dynamic programming recursion. Ny is

determined by the following Equation:
N ={kj+  UNy + UNg -
i<k,(i,keA j<k(kj)eA

[00256] For fnstance, for the sub-graph 74 in Fig. 6, Ni is {3} for
k=3, {1, 2, 3,9} fork=9, {1, 2,3,4,5,9, 11} fork=11 and {6, 7, 8, 10, 12}
for k=12. Ny can be computed as part of the algorithm for re-numbering the
nodes.

[00257] For each node 1 we define N;j to be the subset of nodes {1, 2,
... 1} that are connected to i on the sub-graph consisting of nodes {1, 2, ... i}.

We will use Nj to explain the dynamic programming recursion. We can

determine Nj by the following Equation:

N; = {i}+ UNk + UNk
{kkeB(i)k<i} {kkeD(i)k<i}

[00258] For the spanning tree supply chain shown in Fig. 4, Nj is {1,
2, 8} fori=8 and {4, 6, 7, 8, 10} for i=10.

[00259] 4.2 Stage Notation and Assumptions

[00260] The assumptions and notation adopted for the previous cases
are still valid for spanning tree networks. No additional assumptions are
necessary. As with the previous embodiments, the discussion and
development which follows is directed toward a spanning tree supply chain
network. Furthermore, the first cost and second cost of each option of the
supply chain are a monetary amount (i.e., direct cost) and an amount of time

G.e., lead-time). However, it will be understood by those skilled in the art that
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the discussion below is applicable for any spanning tree network and for any

first cost and second cost data.

[00261] 4.3 Solution Procedure

[00262] As with the previous network topologies, spanning tree
networks can be solved as a three-state dynamic program. However, in the

case of a spanning tree, there will be two forms of the functional equation,

depending on the node’s orientation in the network. The first form is £(C, ,

S), defined as the minimum total costs for the subgraph N; given that stage i
has a cumulative cost C, a maximum time of t, and quotes a service time of S.

The second form is F;(CI, I, SI), defined as the minimum total costs for the

subgraph Nj given that stage i’s predecessor’s outgoing cumulative cost is C,

maximum time is 7, and quotes stage i a service time of SI. The first
functional equation is a straightforward generalization of the functional
equation for assembly networks. The second functional equation is an
adaption of the functional equation for distribution networks, where the
adaption explicitly considers the differences between spanning trees and
distribution networks. Where the spanning tree network is a supply chain, the
total costs are the supply chain total costs.

[00263] An important property of the node labeling procedure
described above is that for each node in the spanning tree, excluding the root
node, there is exactly one adjacent node that has a higher label. The root node
is the last node that is labeled by the labeling procedure. This adjacent node
with a higher label is referred to as the parent node, and the parent node to
node i is denoted p(i).

[00264] Atnodei for 1 <i<N-1, the dynamic programming
algorithm will evaluate the total costs as a function of first state variables or

second state variables, depending upon the orientation of node i relative to
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p(i). More specifically, at node i for 1 <i <N-1, the dynamic programming
algorithm will evaluate either f;(C, 7, S) or F;(CI, I, SI), depending upon on
the orientation of node i relative to p(i). If p(i) is downstream of node i, then

the algorithm evaluates f;(C, 1, S), where C, t, S are the first state variables. If

p(i) is upstream of node i, then the algorithm evaluates F;(CI, I, SI), where

CI, 71, SI are the second state variables. For node N, as will be seen, either

functional equation can be evaluated using the second state variables.

[00265] 4.4 Forward {cumulative cost, maximum time}

combinations

[00266] Before the functional equations can be developed, a new data
structure must be introduced. To some extent, this data structure is an analog
to the combination data structure that was introduced in above with respect to
incoming {cumulative cost, maximum time} combinations for an assembly
network (section 2.3.1.1), where a monetary amount (i.e., direct cost) and an
amount of time (i.e., lead-time) are used for the first cost and second cost. In
summary, the incoming {cumulative cost, maximum time} combination
addressed the fact that multiple upstream configurations could produce the
same incoming {cumulative cost, maximum time} pairing at the downstream
stage.

[00267] In the context of spanning trees, a similar type of situation
can arise when evaluating a node with downstream adjacent stages. Recall
that when solving distribution networks, if stage i supplies stage k then the
incoming cumulative cost at stage k equals the outgoing cumulative cost at
stage i and the incoming maximum tifne at stage k equals the outgoing
maximum time at stage i. By the definition of a distribution network, stage i
can be the only stage that supplies stage k, and hence there is a one-to-one

correspondence between the upstream stage’s outgoing {cumulative cost,
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maximum time} pairing and the downstream stage’s incoming {cumulative
cost, maximum time} pairing.

[00268] However, in the case of a spanning tree, a downstream stage
can have more than one supplier. For example, stages i and j can both supply
stage k. Therefore, when solving node i, accounting must be made for the
following: the incoming {cumulative cost, maximum time} pairing at stage k
will not equal the outgoing {cumulative cost, maximum time} pairing at stage
1. In fact, it is quite possible that multiple incoming {cumulative cost,
maximum time} pairings at stage k can be associated with each outgoing

{cumulative cost, maximum time} pairing at stage i.
[00269] Let Rjx(C,7) denote the set of incoming {cumulative cost,
maximum time} pairings at stage k that are feasible if stage i’s outgoing

{cumulative cost, maximum time} pairing is {C,t}. R;x(C,t) is defined for

eachk €e D(@)and C € X, 7€ ¥}

[00270] To relate the forward {cumulative cost, maximum time}

combination to the incoming {cumulative cost, maximum time} combination,

it is noted that {CL1I} e Rjk(C,t) implies there exists a q € Qx(CLxI) such

that v4; equals C and wg; equals ©. Whereas the incoming {cumulative cost,

maximum time} combination acts to tie all of a stage’s upstream adjacent
stages together, the forward {cumulative cost, maximum time} combination
individually relates a stage to its downstream adjacent customers. This
difference is due to the fact that when solving a stage involves evaluating a
forward adjacent stage, all of the stages adjacent to the forward stage, besides
the current stage, have already been solved. By definition of the solution
procedure, a forward adjacent stage will only be evaluated if it has already
been solved. And when a node is solved, it can have at most one adjacent
node unsolved. Therefore, there is nothing besides the current stage being

solved that relates the forward stages to one another.
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[00271] 4.3.1 Redefinition of Incoming {cumulative cost, maximum
time} combinations

[00272] In the assembly network formulation, Q;(CI,t) denotes the set

of combinations where the summation of each combination equals CI and the

greatest maximum time among each of the combinations equals 7. For
spanning trees, we have to modify the definition of Q;(CLz). In particular,
Qi(CLz) will only include nodes that have a label lower than stage i. This

means that Q;(CL ) can not contain stage i’s predecessor stage. If stage i’s
predecessor is downstream of stage i, then all of stages upstream adjacent of
stage 1 have already been solved and they are all included in Q;(CL,x).
However, if stage i’s predecessor is upstream of stage i, this stage is excluded

from all calculations of Q;(CLt). In fact, this stage will have its own version
of Q;(ClL,t) which is denoted P;(CI,t). If stage i’s predecessor is upstream,

then P;(CL ) translates all of the possible outgoing {cumulative cost,

maximum time} pairings from the predecessor into incoming {cumulative
cost, maximum time} pairings at stage i. One skilled in the art will recognize

that this transformation is immediate since the predecessor stage is the only
stage that comprises P;(CL1).

[00273] In summary, for spanning trees we have to partition the
original Q;j(CL ) into two sets. The new Q;(CIL,t) is defined as before with the

exception that the predecessor’s information is excluded if it is upstream of

stage i; note that if the predecessor is downstream of sfage 1, it would not be
included in the original definition of Q;(CI,t). If the predecessor is upstream
of stage i, then its {cumulative cost, maximum time} pairings are defined in

Pi(CLz). If the predecessor is downstream of stage i, then P;(CL,t) is empty.
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[00274] 4.3.2 Functional Equation development

[00275] The total costs (i.e., the total supply chain costs) for the
subgraph rooted at stage i as a function of the first state variables, where the
first state variables are stage i’s incoming service time (SI), outgoing

cumulative cost (C), outgoing maximum time (), outgoing service time (S),

and option selected (Oj)), is first be determined, as follows:

zj(S1.C,7,8) = gj(SLC,%S)+ _min > fa(vghwgn.S)
9sQ(C~Cy) | thineB(i)h<i} 25)
[ Cl1lS
" {CI,TI}[‘QII:QR(C,':){Fk( ' )}

{k:keD(i),k<i}

The first term is the supply chain cost at stage i and has previously been

discussed with respect to series line systems; it is Equation (15).
[00276] The second term corresponds to the nodes in N; that are

upstream of 1. The second term consists of the minimum supply chain cost for
the configuration upstream of stage i, as a function of the configuration’s '
cumulative cost, maximum time, and service time. The cumulative cost for
the configuration is equal to the outgoing cumulative cost at stage i minus

stage i's direct cost added, and also excludes the cost added by the predecessor
stage if that stage is upstream of stage I (i.e., if P;(CI, 1) is non-empty). The

configuration’s maximum time is less than or equal to the maximum time at
stage 1 minus stage i’s production time. The incoming service time to stage i
(SI) is the maximum service time that is being quoted to stage i. Therefore, SI

is an upper bound on the service time that each of the upstream stages can

quote. It can be shows that fi,(C, 7, SI), the supply chain costs for the

subgraph with node set Ny, is non-increasing in the outgoing service time to
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node i, and thus, the outgoing service time at h can be equated to the incoming

service time at i without loss of generality.
[00277] The third term corresponds to the nodes in Nj that are

downstream of node i. For each node k that is a customer to node i, we
include the minimum supply chain cost at stage k as a function of stage i’s
contribution to the cumulative cost and maximum time at stage k and the
service time i quotes k. The argufnent S represents the outbound service time

for node k, and thus a lower bound for the inbound service time for node k. It

can be shown that Fi.(CL,LS), the supply chain costs for the subgraph with

node set Ny, is non-decreasing in the incoming service time to node k, and

thus, the incoming service time at k can be equated to the outgoing service
time at i without loss of generality.

[00278] The minimum supply chain cost for the subgraph with node

set N; is now used to develop the functional equation for f(C, 1, S):

£(C,1,8) = Térﬂ{zij (SLC%.S)}

where the minimization is over the feasible set of options and incoming

service times. As in the case of Equation (15), the incoming service time is
bounded by max (0, S — Tjj) £ SIS M; — Tj; and ST integer. This minimization

can be done by enumeratioﬁ, as is generally known in the art.
[00279] The functional equation is evaluated for all possible integer

outgoing service times and feasible {cumulative cost, maximum time, service

time} states for nodei. Thatis, forS=0,1,...,MjandC € Xjand 7 € ¥;.

[00280] The functional equation for Fj(CLl,SI) is of a similar

structure:

F(CllSl) = Tisn{zij (SLC1+cjel++T; S)}
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WO 02/29608

10

15

20

25

67

The minimization is over the feasible set of options and outgoing service

times. If1iis an internal stage, then the feasible setis 1 <j<O;and S=0, 1,

..., Mj. Ifiis an external stage, then S=0, 1, ..., M;.

[00281] The functional equation is evaluated for all possible integer

incoming service times and feasible incoming {cumulative costs, maximum

time} for node i. Thatis, for CI € XIj, 1l € ¥I;, and SI=0, 1, ..., M; — min
{Tjj} for 0<; < O;.

[00282] 4.3.3 Dynamic programming algorithm

[00283] The dynamic programming algorithm is now as follows:

1. Fori:=1toN-1

2. If p(i) is downstream of i, evaluate f;(C,z,S) for S =

0,1,...Mjand C € Xjand 7 € ;.

3. If p(i) is upstream of i, evaluate F;(SLtI,CI) for SI=

0,1, ... Mj —min{Tjj} and CI € XIj and tI € ¥I;.

4. Fori =N evaluate F;(SLtI,CI) for SI=0, 1, ... Mj

—min{Tj} and CI € XJj and 1I € VL.

5. Minimize FN(SL, ©I,CI) for SI=0,1,... MNy—

min{Tyj} and CI € Xy and 11 € WI;.to obtain the

optimal objective function value.
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This procedure finds the optimal objective function value; to find an optimal
set of options and service times entails the standard backtracking procedure
for a dynamic program, as is generally known in the art.

[00284] The above method for determining, based upon the at least
one data set for each option received, an optimum series of options over a
series of the stages by selecting a single option at each stage in the series of
the stages that minimizes the sum of total costs over the series of the stages,
wherein the total costs is a function of the data sets, are further summarized
using a flowchart illustrated in Figs. 7a— 7d. In an embodiment, a method of
the present invention as shown in Figs. 7a — 7d may be implemented using a
computer system such as, for example, computer system 200 as set forth
herein and configured to perform the processing steps as specified in Figs. 7a
—17d.

[00285] At B2, the network of interconnected stages are defined. The
interconnected stages may be defined using a graphical user interface, which is
discussed in detail below in Section 6.0. The series of stages used in the
optimization may include all of the stages defined, or may include a single
stage.

[00286] With the interconnected stages defined, B4 receives at least
one data set for each of a plurality of interconnected stages, each of the at least
one data set corresponding to an option at the corresponding stage. Each data
set includes a first cost and a second cost. The at least one data set may
include a plurality of data sets.

[00287] At B6, the series of stages of the system are transformed into
a subgraph of numbered nodes such that each node corresponds to a stage and
each node, except a last node, has only one adjacent node to it that has a
higher node number, said one adjacent node having said higher node number
being a parent node, the first node of said subgraph being node i = 1, the last
node being node i =N, each node, except the last node, having a

corresponding parent node.
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[00288] Proceeding in sequential order from node=i to node=N-1, a
determination (at B9) of whether the corresponding parent node for node i is
downstream or upstream of node i is made at B8, or if node i is the last node
(at B7), node N. When the corresponding parent node for node i is
downstream thereof, Equation 25 (the total costs) is evaluated as a function of
the first state variables at B10. At B12, the first term of Equation 25 as a
function of the first state variables is evaluated. More specifically, the
summation of the total costs contributed by node i as a function of first state
variables is determined at B12, thus defining first node i costs. As discussed
above, the first state variables are a function of the first cost and the second
cost over the nodes.

[00289] At B14, the second term of Equation 25 as a function of the
first state variables is evaluated. More specifically, the summation of the total
costs for the remaindér of the system that is upstream of node i as a function of
the first state variables are minimized, defining first upstream node i costs.

[00290] At B16, the third term of Equation 25 as a function of the first
state variables is evaluated. More specifically, the summation of total costs of
the nodes that are downstream and adjacent of node i as a function of the first
state variables are minimized, defining first downstream node i costs.

[00291] At B18, the first node i costs, first upstream node i costs, and
first downstream node i costs determined in B12, B14, and B16, respectively,
are summed to define first minimum total costs for the subgraph rooted at
node i. It will be understood to those in the art that the order in which B12,
B14, and B16 are carried out is immaterial.

[00292] At B20, the first minimum total costs for the subgraph rooted
at node i are minimized over each option and over a first parameter. The first
parameter is one of the first state variables. More specifically, the first
parameter is the incoming service second cost. Where the second cost is an

amount of time, the incoming service second cost is an incoming service time.
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[00293] When the corresponding parent node for node i is upstream
thereof, Equation 25 (the total costs) is evaluated as a function of the first state
variables at B22. At B24, the first term of Equation 25 is evaluated as a |
function of the second state variables. More specifically, the summation the
total costs contributed by node i as a function of the plurality of second state
variables are minimized, defining second node i costs. The second state
variables are a function of the first state variables.

[00294] At B26, the second term of Equation 25 is evaluated as a
function of the second state variables. More specifically, the summation of
said total costs for the remainder of the system that is upstream of node i as a
function of the plurality of second state variables are minimized,ldeﬁnjng
second upstream node i costs.

[00295] At B28, the third term of Equation 25 is evaluated as a
function of the second state variables. More specifically, the summation of the
total costs for the nodes that are downstream and adjacent of node i as a
function of the plurality of second state variable are minimized, defining
second downstream node i costs.

[00296] ‘At B30, the second node i costs, second upstream node i
costs, and second downstream node i costs determined at B24, B26, and B28,
respectively are summed, defining a second minimum total costs for the
subgraph rooted at node i. It will be understood to those in the art that the
order in which B24, B26, and B28 are carried out is immaterial.

[00297] At B32, the second minimum total costs for the subgraph
rooted at node i are minimized over each option and over a second parameter,
the second parameter being one of the second state variables. The second
variable may be an outgoing second cost. Where the second cost is an amount
of time (i.e., lead-time), the outgoing service second cost is an outgoing
service time.

[00298] For the last node, when node i=N, Equation 25 is evaluated
as a function of the second state variables at B34. At B36, the first term of
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Equation 25 is evaluated as a function of the second state variables. More
specifically, the summation the total costs contributed by node N as a function
of the plurality of second state variables are minimized, defining node N costs.

[00299] At B38, the second term of Equation 25 is evaluated as a
function of the second state variables. More specifically, the summation of the
total costs for the remainder of the system that is upstream of node N as a
function of the plurality of second state variables are minimized, defining
upstream node N costs.

[00300] At B40, the third term of Equation 25 is evaluated as a
function of the second state variables. More specifically, the summation of the
total costs for the nodes that are downstream and adjacent of node N as a
function of the plurality of second state variable are minimized, defining
downstream node N costs.

[00301] At B42, the node N costs, upstream node N costs, and
downstream node N costs determined at B36, B38, and B40, respectively, are
summed, defining a third minimum total costs for the subgraph rooted at node
N. It will be understood to those in the art that the order in which B36, B38,
and B40 are carried out is immaterial.

[00302] At B44, the third minimum total costs for the subgraph rooted
at node N are minimized over each option and over the second parameter.

[00303] At B46, the option at each node that minimizes the sum of the
total costs for the subgraph rooted at each node over the nodes is determined.
This determination may be performed by a normal backtracking procedure, as
is known in the art. Therefore, at B46, the optimum series of options that
minimizes the sum of the total costs is defined.

[00304] The above method is applicable for any network of
interconnected stages in which total costs are to be optimized as a function of
multi-variable inputs (i.e., at least a first cost and a second cost). Generally,
the total costs may be the summation of quantifiable characteristics, which are

a function of the multi-variable inputs. Where the interconnected stages is a
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supply chain, each of the stages represents an operaﬁon to be performed, the

first cost may be a monetary amount associated with performing the operation,
the second cost may be an amount of time associated with performing the
operation, and the summation of quantifiable characteristics (i.e., total costs)
may include at least one of a manufacturing costs, inventory costs, and time-
to-market costs, as discussed above. The inventory costs may include safety-

stock costs and pipeline stock costs.

[00305] 5.0 Supply chain example

[00306] The following discussion presents a real world example for
the supply chain configuration problem. In the following example, time-to-
market costs are not considered. First, a company’s current (hereinafter “the
company’’) supply chain design process is presented. Then, a realistic
example and the associated analysis is presented. Lastly, some general results
and conclusions from this work is presented. The example which follows is
not intended to be limiting, but is provided only to illustrate the methodology

of the present invention.

[00307] 5.1 Current process description

[00308] A company currently employs a “target costing” approach
when designing new product supply chains. A target costing approach is
generally known in the art, and thus will not be described in significant detail.
(See Ansari and Bell (1997)). In brief, the market price for the product is set
outside of the product design group. Two common reasons for setting the
price outside the product design group are: 1) when the product faces many
competitors, implying that the firm will be a price taker, and 2) when another
department within the company, for example, marketing, specifies the

product’s selling price. Next, a gross margin for the product is specified,
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typically by senior management or corporate finance. The combination of the
prespecified selling price and the gross margin target dictate the product’s
maximum unit cost.

[00309] The product design team uses the maximum unit cost as an
upper bound on the product’s unit manufacturing cost (UMC). UMC is
defined as the sum of the direct costs associated with the production of a
single unit of product. Typical costs include raw material costs, the processing
cost at each stage, and transportation costs. The UMC acts as an overall
budget for the product, and this budget is then allocated to each of the
product’s subassemblies.

[00310] From an organizational perspective, the supply chain
development core team is composed of an early supply chain enabler and one
or two representatives associated with each of the product’s major
subassemblies. The early supply chain enabler is responsible for shepherding
the product through the product development process. She is brought in
during the early design phase and will stay with the project until it achieves
volume production.

[00311] The core team will allocate the UMC across the major
subassemblies. This is not an arbitrary process. The team will rely on
competitive analysis, past product history, future cost estimates, and value
engineering when making these decisions. Once the subassembly budgets are
set, the design teams for each subassembly are charged with producing a
subassembly that can provide the functionalify required subject to the
subassembly’s budget constraint. Even if these groups incorporate
multidisciplinary teams and concurrent engineering, the groups will still be
operating within their own budget constraints.

[00312] In much the same way that the UMC is allocated to the
subassemblies, each subassembly group must then determine what processes

and components to use. There are numerous factors to consider when
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sourcing a component, some of which include functionality, price, vendor
delivery history, vendor quality and vendor flexibility.

[00313] Since many of these factors are difficult to quantify, the team
establishes a minimum threshold for each of the intangible factors. Ifa
component exceeds each of the thresholds, then it can be considered. In the
context of the supply chain configuration problem, an option will be defined
as a {cost added, production lead-time} pairing that satisfies all of the
company’s intangible factors.

[00314] The company’s current practice can be described as choosing
the component with the least unit cost among all of the components that can be
considered. In the framework of the supply chain configuration problem, this
corresponds to choosing the option with the least cost added at each stage,
regardless of its production lead time. This practice minimizes the product’s
UMC. While this is admittedly a heuﬁstié, there are several reasons why the
company does this. First, as mentioned earlier, all of the other factors besides
cost are difficult, if not impossible, to quantify. For example, the company
only wants to do business with suppliers that have been certified. The
certification process involves a rigorous review of the supplier’s quality
practices. But given two certified suppliers, there is no mechanism to view
one supplier as superior to the other. Second, the UMC of the product will
dictate whether or not the business case to launch the product is successful. If
the UMC is not low enough to meet the gross margin target, then the project
will be terminated. Therefore, there is tremendous pressure to meet the UMC
target. Finally, the team that designs the supply chain is not the same team
that has to manage the completed supply chain. Although choosing parts with
long lead-times might increase significantly the supply chain’s safety-stock
requirements, this dynamic has not been explicitly considered during the new

product’s business case analysis.

[00315] 5.2 Digital Capture Device Example
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[00316] The product that is analyzed in the discussion that follows
can be described as a digital capture device. The product converts an analog
input into a digital form. Both scanners and digital cameras satisfy this high-
level description.

[00317] The product consists of three major subassemblies: the
imager, the circuit board, and the base assembly. The imager captures the
analog input. It is the subassembly that distinguishes the product in the
marketplace. The imager is created in a four-stage process that begins as raw
silicate and ends as a completed charge coupled device (CCD). The circuit
board converts the analog input into a digital output. To create the circuit
board, components are purchased from external vendors and assembled in-
house. The base assembly has two components: the base and an accessory.
Both components are purchased from an external vendor. The vendor must
first modify the accessory before it can be delivered to the company.

[00318] The assembly process for the digital capture device involves
fitting together the subassemblies and quality testing. Finally, the product
supplies two different markets: US demand and export demand.

[00319] A graphical depiction of the above described supply chain for
is shown in Fig. 9. The imager subassembly consists of the four stages,
labeled as “raw silicate” 100, “wafer fab” 102, “wafer packaging and test”
104, and “CCD Assembly” 106. Raw silicate is fabricated into imagers
which are then packaged and tested. An imager is then mounted onto a stand
to form the CCD. The components for the circuit board are grouped into
stages 108, 110, 112 according to their traditional procurement lead times.
The other stages include “parts on consignment™” 114, “accessory processing”
116, “miscellaneous components” 118, “circuit board assembly” 120, “base
assembly” 122, and “local accessory inventory” 124. The base assembly and
accessory processing are depicted in accordance with their previous

descriptions. After the digital capture product is assembled at 126, it then
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goes through central distribution at 128, from where it satisfies either US 130
or export demand 132.
[00320] Table 4 below contains the options available when sourcing
the supply chain of Fig. 9.
5 Table 4

Component/Process Description Option Production Time Cost

Raw Silicate 1 60 $5.00
2 20 $7.50
Wafer Fab 1 30| $800.00
2 8| $825.00
Wafer Pkg. and Test 1 10|  $200.00
2 5| $225.00
CCD Assembly 1 5  $200.00
2 2| $250.00
Miscellaneous Components 1 30/ $200.00
Parts w/ 8 Week LT 1 40| $105.00
2 20| $107.62
3 10| $108.96
4 0] $110.32
Parts w/ 4 Week LT 1 20| $175.00
2 10| $177.18
3 0 $179.39
Parts w/ 2 Week LT 1 10|  $200.00
2 0| $202.50
Parts on Consignment 1 0] $225.00
Circuit Board Assembly 1 20| $225.00
2 5] $300.00
Base Assembly 1 70| $650.00
2 30 $665.00
Accessory Processing 1 401 $100.00
Local Accessory Inv. 1 10 $60.00
Digital Capture Assembly 1 6] $420.00
2 3] $520.00
Central Distribution 1 5] $180.00
US Demand 1 5[ $12.00
2 1 $25.00
Export Demand 1 11 $15.00
2 2 $40.00

[00321] The company operates on a five day work week and there are

two hundred fifty days in the year. The annual holding cost rate is thirty
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percent. The company seeks to minimize the total supply chain configuration
cost incurred over one year.

[00322] For each stage, option 1 reflects the option that was
implemented for the existing supply chain. The additional options were
judged by the materials management group to reflect {cost added, production
lead-time} pairings that were alternatives to the options selected.

[00323] For the circuit board’s raw materials, the different options
refer to different classes of service that the vendor is willing to provide. The
head of materials management for the electronics subassembly estimated that
the cost of converting an eight week lead-time part to a consignment part
would equal 5% of the part’s eight week selling price. We used this
information to estimate the cost of reducing one week of lead-time for each
electronic part as 0.625% of the part’s selling price.

[00324] As a rule of thumb, the company valued one hour of
processing time at a stage at $50 per hour. Recall that the definition of
production time includes the waiting time at a stage plus the actual processing
time at the stage. Therefore, a slight increase in the processing time at a stage
can dramatically reduce the stage’s production time. For example, by adding
$25 to the cost of wafer fab, the production time was reduced to eight days. A
similar analysis was performed for wafer packaging and test, CCD assembly,
and the assembly stages.

[00325] The two demand stages represent the delivery of product to
the company’s retail stores. The maximum service time for each of the
demand stages equals zero. That is, they must provide immediate service to
external customers. In the case of US demand, the product can either be
shipped by ground transportation at a cost of twelve dollars and a
transportation time of five days or it can be shipped by air at a cost of twenty
five dollars with a one day transportation time. Export demand can be |
satisfied in a similar manner, albeit with different costs and transportation

times.
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[00326] The current product is an improved version of an existing
product. Therefore, the company used the previous product’s sales as well as
market forecasts when determining the demand requirements for the supply
chain. For US demand, the mean daily demand and standard deviation of

5 demand were estimated as 15 and 9. For Export demand, the estimates were 4
and 2, respectively. At each of the demand stages, the demand bound was

estimated as:

Dj(r) = 1u + ko VT

where 7 is the net replenishment time, and p and ¢ refer to the stage’s mean
10 and standard deviation of demand. The constant k was chosen to equal 1.645.

The supply chain group felt that this demand bound captured the appropriate

level of demand that they wanted to configure their system to meet using

safety-stock.

15 [00327] 5.3 Minimizing UMC heuristic

[00328] The minimizing UMC heuristic consists of choosing the
option with the lowest cost at each stage. For the example in Table 4, this
corresponds to choosing option 1 for each stage (or function). A summary of

20  the costs at the subassembly level is shown below:

Major Function  Cost % of Total
Wafer $1,205.00 31.95%
Base Platform $810.00 21.47%
CBA : $930.00 24.66% )
Misc $200.00 5.30%
Assembly $420.00 11.13%
Distribution $207.00 5.49%
Total $3,772.00

[00329] Given that there is only one option at each stage, the only
optimization to be done is the optimization of the safety-stock levels across the
25  supply chain, because the expected pipeline stock cost and cost of goods sold

are constant when there is only one option per stage. The optimal service
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times across the supply chain are shown in Fig, 9. As a point of reference, the
production times at each stage are shown in Fig. 10.

[00330] The optimal safety-stock policy exhibits a dominant path.
The dominant path is a serial line that starts at a raw material stage and
stretches to the demand stages. Minimizing the service times along this path
dictates the service times across the entire supply chain. Stages that are not on
the dominant path set their service times as high as possible without changing
the net replenishment times for any stages on the dominant path. In the Min
UMC supply chain, the dominant path starts at the parts with a one week lead-
time and ends at the distribution stages. Since the distribution stages are each
linked to the Central Distribution stage, the two external stages share the same
dominant path.

[00331] The optimal safety-stock policy is to position several
decoupling safety-stocks across the supply chain. Figure 11 provides a
graphical representation of the supply chain’s optimal safety-stock policy,
where a triangle 12 present at a stage signifies holding safety-stock at that
stage. A circle 14 indicates that the stage performs additional processing.

[00332] In the figure, a circle 14 denotes a processing operation and a
triangle 12 denotes a safety-stock location. Safety-stock is held at both of the
demand stages. Since both of these stages must quote a service time of zero,
they have to stock inventory. The demand stages are both quoted a service
time of 31 days. Given these service times, none of the subassemblies have to
hold safety-stock in a completed form. In fact, the safety-stock policies of the
subassemblies can best be described as policies that minimize their individual
portions of the supply chain given that they can each quote an outgoing
service time of 20 days (recall that if they quoted more than 20 days, the net
replenishment time of downstream stages like Digital Capture Assembly
would have to change). For the circuit board, this translates into storing a
safety-stock for each of the raw material stages. For the imager supply chain,

the optimal solution is to hold raw silicate and have wafer fab quote a service
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time of 5. Finally, stages like the accessory and the base assembly quote
service tifnes of 20, holding their inventory as far upstream as possible.

[00333] A summary of the configuration’s costs are shown below in
Table 5 (Cost Summary for Min UMC Heuristic).

Table 5

S8 Cost $178,386
PS Cost $979,127
COGS $17,848,750
Total $19,006,263

[00334] The safety-stock and pipeline stock costs reflect the
company’s 30% carrying cost. Therefore, the initial investment in safety-
stock and pipeline stock to create the supply chain equals $3,858,376 (this can
be seen by dividing the pipeline and safety-stock costs by 0.3). The expected
demand over the course of one year is 4,750 units; this is found by multiplying
the expected daily demand (19) by the number of days in the year (250).

Since a completed unit costs either $3,757 or $3,760, depending on the

customer region, COGS dominates the total supply chain configuration cost.

[00335] 5.4 Minimizing production time heuristic

[00336] The minimizing production time heuristic chooses the option
at each stage with the least production time. This corresponds to choosing the
option with the highest index for each function in Table 4. A summary of the

costs at the subassembly level is shown below in Table 6.

»

Table 6
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Major Function  Cost % of Total
Wafer $1,307.50 31.78%
Base Platform $825.00 20.05%
CBA $1,017.21 24.72%
Misc $200.00 4.86%
Assembly $520.00 12.64%
Distribution $245.00 5.95%
Total $4,114.71

[00337] Like the minimum UMC heuristic, the minimum production
time heuristic leaves only one option at each stage. The optimal service times
across the supply chain are shown in Fig. 12. As a point of reference, the
production times at each stage are shown in Fig. 13.

[00338] In the Min production time configuration, the dominant path
originates at the electronics components and ends at the demand nodes. The
optimal stocking policy is represented graphically in Fig. 14. An intuitive
explanation for the optimal stocking policy of Fig. 14 is that the minimum
production time heuristic causes all of the electronic parts to be held on
consignment. Therefore, the compressed lead-time of the entire circuit board
asserﬁbly makes it attractive to hold as little inventory as possible between the
circuit board and the final product; recall that the demand stages must stock
inventory due to their service time commitments. The other subassemblies
then locally optimize their own portion of the supply chain subject to the
constraint that they must quote a service time of 5 or less to Digital Capture
Assembly. Since each subassembly’s maximum replenishment time is more
than 5 days, they will each quote Digital Capture Assembly exactly 5 days.
The imager supply chain is the only subassembly that requires optimization;
for all the other stages it is either stock or don’t stock. The high cost of the
Wafer Fabrication makes it optimal to hold as little inventory as possible after
the fabrication step.

[00339] A summary of the configuration’s costs is shown below in

Table 7 (Cost Summary for Min Production Time Heuristic).

Table 7
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SS Cost $ 122,890
PS Cost $ 465,886
COGS $19.369.873

Total $ 19,958,648

[00340] The safety-stock and pipeline stock costs are dramatically
reduced due to the shortened production times across the network. However,
this comes at a significant cost since the product’s UMC increases by nine
percent. The initial investment in safety-stock and pipeline stock to create the
supply chain equals $1,962,586 (this can be seen by dividing the pipeline and
safety-stock costs by 0.3). The minimum production time heuristic results in a
supply chain configuration cost that exceeds the minimum UMC heuristic by
$950,000.

[00341] 5.5 Supply chain configuration optimization

[00342] The algorithm presented for a spanning tree is now applied to
the supply chain to the above example. The following options that were
selected at each stage are shown in Table 8 (Options Selected Using
Optimization Algorithm).

Table 8
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Component/Process Description  Option  Production Time Cost

Raw Silicate 1 60 $ 5.00
Wafer Fab 1 30/ $§ 800.00
Wafer Pkg. and Test 1 10| $ 200.00
CCD Assembly 1 5[ $ 200.00
Miscellaneous Components 1 30{ $ 200.00
Parts w/ 8 Week LT 3 10| $ 108.96
Parts w/ 4 Week LT 2 10| $ 177.18
Parts w/ 2 Week LT 1 10| $§ 200.00
Parts on Consignment 1 0] $ 225.00
Circuit Board Assembly 1 20| $ 225.00
Base Assembly 2 30| $ 665.00
Accessory Processing 1 401 $ 100.00
Local Accessory Inv. 1 10/ $ 60.00
Digital Capture Device Assembly 1 6| $ 420.00
Central Distribution 1 5| $§ 180.00
US Demand 2 11$ 25.00
Export Demand 2 2| $ 40.00

[00343] In this configuration, the electronic components not held on
consignment have a common two week procurement lead-time. Also, the base
assembly’s lead-time has been shortened to thirty days and the air shipment of
finished goods is preferred over the longer ground shipment option.

[00344] A summary of the costs at the subassembly level are shown
below in Table 9.

Table 9

Major Function  Cost % of Total
Wafer $1,205.00 31.45%
Base Platform $825.00 21.53%
Circuit Board $936.14 24.44%,
Misc $200.00 5.22%
Assembly $420.00 10.96%
Distribution $245.00 6.39%
Total $3,831.14

The optimal service times across the supply chain are shown in Fig. 15. Asa
point of reference, the production times at each stage are shown in Fig. 16.
The dominant path still originates at the electronics components and ends at
the demand nodes. The optimal stocking policy is represented graphically in
Fig. 17.
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[00345] The optimal policy holds a decoupling inventory at the
central distribution center. By holding inventory at the Central Distribution
Center, each of the external stages can hold significantly less inventory (since
the incoming service time to each of the demand stages equals zero, their net
replenishment time equals their production time). The primary reason this is
optimal is because the higher shipment costs make it less attractive to hold
inventory at the external stages. By choosing a one week production time for
each of the electronics components (besides the consignment stage, which is
restricted to a zero production time option) and choosing the least production
time base platform option, the optimal solution is one where the upstream
assemblies are “balanced.” That is, each subassembly is configured in the
optimal way to quote a service time of 30 to the Digital Capture Assembly. A
summary of the configuration’s costs is shown below in Table 10 (Cost

Summary for Optimization Algorithm ).

Table 10

SS Cost $ 148,254
PS Cost $ 700,097

COGS 18,022,915
Total $ 18,871,266

The initial investment in safety-stock and pipeline stock to create the supply
chain equals $2,827,837. This configuration increases the UMC by 1.6% over
the min UMC heuristic but decreases the total configuration cost by $135,000.
This represents a per unit savings of $28.42.

[00346] To help put this cost savings into perspective, the following
chart summarizes the costs for the Min UMC configuration when each stage
holds safety-stock (this situation is depicted in Table 11) (Cost Summary for
Min UMC Heuristic with Service Times Equal to Zero).

Table 11
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SS Cost $ 237,678
PS Cost $ 979,127
COGS $ 17,848,750
Total $ 19,065,555

The Min UMC heuristic with service times equal to zero is the most accurate
representation of the company’s implemented supply chain. The savings
generated by of)timizing the safety-stock levels without changing the supply
chain’s configuration equals $59,292 (this optimized case is actually the Min
UMC heuristic presented in Section [00327]). The savings generated by
jointly optimizing the safety-stock levels and the supply chain’s configuration
total $194,289. Therefore, jointly optimizing both the configuration and the
safety-stock placement will save three times as much as leaving the
configuration unchanged and only optimizing the safety-stock placement.
[00347] Also, it is important to note that implementing the optimal
policy is an extremely easy matter. The difficult step in the supply chain
design process is the identification of the parts that exceed all of the intangible
requirements. However, this step must be done regardless of which option is
eventually chosen. The optimization algorithm just optimally picks among the
set of options that are all sufficient to satisfy the product’s needs. Finally, it is
interesting to note that although the overall UMC has not increased by much,
there is no way the design team would have known to pick this configuration.
Table 12 summarizes the costs at the subassembly level for the Min UMC

heuristic and the Optimization Algorithm’s configuration.

Table 12
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Subassembly UMC under Subassembly UMC under

Major Function Min UMC Heuristic Optimal Configuration % difference
Wafer $1,205 $1,205 0.00%
Base Platform $810 $825 1.85%
Circuit Board $930 $936 0.66%
Misc $200 $200 0.00%
Assembly $420 $420 0.00%
Distribution $207 $245 18.36%
Total $3,772 $3,831 1.54%

[00348] For subassemblies like the base platform, increasing the
UMC by $15 is a dramatic increase that would not be authorized without the
kind of analysis presented in this section. The same is true of the adoption of
premium freight.

[00349] The optimization algorithm also neglected to make some
choices that the team might have considered “obvious” choices. For example,
the higher cost raw silicate option was not selected. Conventional wisdom
might have led one to believe that this option would be selected due to the fact
that the imager subassembly is an expensive component with a long maximum
replenishment time. And with a modest increase in the subassembly’s cost,
the maximum replenishment time could be significantly shortened. However,
the decrease in production time did not offset the subsequent increase in the

cost.

[00350] 5.6 General Conclusions

[00351] Based on the current analysis that has been performed, some
general hypotheses can be formulated. First, the farther upstream the supply
chain, the less likely it will be optimal to choose a significantly higher UMC
option. The reason is that choosing the higher cost option not only increases
the product’s UMC, it also increases the pipeline and safety-stock cost at
downstream stages. Furthermore, since these raw materials are in their
cheapest state, it is less costly to just hold a safety-stock of raw components,

thereby decoupling them from the rest of the supply chain. Therefore, when



WO 02/29608

10

15

20

25

30

87

choosing a higher cost option that is upstream, the savings will have to be
truly dramatic to justify the higher UMC.

[00352] Second, the larger the number of echelons in the supply
chain, the larger the potential significance of this approach. More echelons
imply more flexibility in setting up the supply chain. This gives the reduced
safety-stock and pipeline stock costs a greater opportunity to outweigh the
increase in COGS. This insight should be tempered by the realization that any
non-value added steps should be removed wherever possible. Before using the
model, a general recommendation would be té remove any non-value added
stages from the process.

[00353] Finally, given the fact that product life cycles are only getting
shorter, it is generally a bad idea to make large investments in creating a
supply chain. By making a larger dollar investment in safety-stock and
pipeline stock, it can be more difficult to effectively manage the “ramp down”
phase of the product’s life. In the “ramp down” phase, safety-stock and
pipeline stock are drawn out of the system and used to fulfill demand. The
goal is to leave as little inventory as possible in the supply chain when the
product is terminated; if the effort is completely successful, no inventory will
remain.

[00354] Since the Min UMC heuristic typically chooses the
configuration with the longest lead-times, it requires significant pipeline and
safety-stock levels. This is the exact opposite situation that a manager would
want to create. However, the desire to create a lower investment supply chain
must be balanced against the dramatic increase in cost created by
implementing the most responsive supply chain (which can be found by using
the Min Production Time heuristic).

[00355] The objective of the supply chain configuration problem is to
balance these two competing interests. An effective way for managers to
strike this balance is through the setting of the holding cost rate. The holding

cost rate can be used to help gauge how much risk the company associates
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with making a large investment in safety and pipeline stock. If the company
places a significant cost on making large initial investments in the supply
chain, they can attach a higher holding cost rate. This would make the safety-
stock cost and pipeline stock cost a much higher total proportion of the
configuration cost, thereby acting to mitigate the increase in COGS due to
choosing higher cost, lower lead-time options. Conversely, if the company is
not concerned about making a large initial investment, they can choose a
lower holding cost rate.

[00356] To demonstrate this effect, Table 13 (Configuration Cost
Summary Table Under Different Holding Cost Rates), below, summarizes the
optimal costs for each of the three configuration approaches when the holding
cost rate is 15%, 30%, 45% and 60%.

Table 13
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Minimum UMC Minimum Production Supply Chain
Heuristic Time Heuristic Configuration Algorithm
Holding Cost - 15%
Safety Stock Cost $89,193 $61,445 $81,006
Pipeline Stock Cost $489,563 $232,943 $417,484
COGSs $17,848,750 $19,369,873 $17,920,000
Total Configuration Cost $18,427,506 $19,664,260 $18,418,489
Investment Cost $3,858,375 $1,962,584 $3,323,262
Length of Longest Path 127 days 45 days 127 days
Holding Cost - 30%
Safety Stock Cost $178,386 $122,890 $148,254
Pipeline Stock Cost $979,127 $465,886 $700,097
COGS $17,848,750 $19,369,873 $18,022,915
Total Configuration Cost $19,006,263 $19,958,648 $18,871,266
Investment Cost $3,858,375 $1,962,584 $2,827,837
Length of Longest Path 127 days 45 days 118 days
Holding Cost - 45%
Safety Stock Cost $267,579 $184,334 $222,699
Pipeline Stock Cost $1,468,690 $698,828 $1,010,252
COGS $17,848,750 $19,369,873 $18,051,748
Total Configuration Cost $19,585,019 $20,253,035 $19,284,699
Investment Cost $3,858,375 $1,962,584 $2,739,892
Length of Longest Path 127 days 45 days 118 days
Holding Cost - 60%
Safety Stock Cost $356,772 $245,779 $270,291
Pipeline Stock Cost $1,958,253 $931,771 $1,254,324
COGS $17,848,750 $19,369,873 $18,170,498
Total Configuration Cost $20,163,775 $20,547,423 $19,695,113
Investment Cost $3,858,375 $1,962,584 $2,541,026
Length of Longest Path 127 days 45 days 96 days

[00357] As the holding cost rate increases, the supply chain

configuration algorithm chooses more higher cost, lower production lead-time

options. This is demonstrated in the Table 14 (Optimal Supply Chain
Configuration Under Different Holding Cost Rates) below.

Table 14
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15% 30% 45% 60%
Raw Silicate 1
Wafer Fab
Wafer Pkg. and Test
CCD Assembly
Miscellaneous Components
Parts w/ 8 Week LT
Parts w/ 4 Week LT
Parts w/ 2 Week LT
Parts on Consignment
Circuit Board Assembly
Base Assembly
Accessory Processing
Local Accessory Inv.
| Digital Capture Device Assembly
Central Distribution
US Demand .
Export Demand
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[00358] When the holding cost rate is low, COGS dominates the total
configuration cost. Therefore, the minimum cost heuristic produces a solution
that is very close to the optimal solution. But as the holding cost rate
increases, the supply chain configuration algorithm creates a supply chain that
comes closer to creating the supply chain created using the minimum

production time heuristic.

[00359] 6.0 Machine Implementation and Graphical User Interface

[00360] The present invention, including the methods of the present
invention as described in sections 1-5 and 7 herein and as illustrated in Figs.
7a—7d and 37, may be implemented according to a variety of computing
topologies. In one embodiment, the present invention may be implemented
using a networked computing system. In another embodiment, the present
invention may be implemented using a standalone computer platform.

[00361] A flow chart illustration of an embodiment of a representation
method 1200 according to the present invention is illusirated in Figure 36.

Referring to Figure 36, a user may initiate a method 1200 by analyzing a
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particular decision option chain for modeling at 1205. The present invention
may be used to represent a wide variety of operations in which an overall
operation is supported by a series of underlying interrelated operations. The
system and methods of the present invention provide for optimization of the
overall operation by analysis of various options available at each underlying
stage, and through selection of an optimum series of options that minimizes
the total costs over the series of stages. In the description of the invention
herein, a supply chain is used as a representative operation. Thus, a user of the
system according to the present invention may analyze the overall operation to
which the invention is to be applied in order to determine the appropriate
stages and their interrelationships for modeling.

[00362] A user may next select a combination of stage shapes and
colors to be used for stage symbols at 1210. The user may also choose the
locations of the stages on a display representation of the supply chain in an
arrangement that represents the interrelationships among stages of the supply
chain. Next, the user may establish links, which may be represented as
graphical links, between individual stage symbols in order to form a
representation of the overall supply chain operation, at 1215.

[00363] Once the supply chain representation has been established,
the user then may input information associated with at least one option for
each stage in the supply chain at 1220. A user may accomplish this using a
data entry device, or by providing a file containing the option information
suitable for access and storing by a database according to the system of the
present invention. Where a file containing at least the option information is
predefined and simply retrieved, representation of the stages of the supply
chain by stage symbols may be automatically performed, rather than the user
selecting the combination of shapes and colors to be used for stage symbols.

[00364] After the option information is obtained, the user may initiate
chain optimization at 1225, as discussed above in sections 1-5 and as

illustrated in Figs. 7a - 7d. In one embodiment, the present invention performs
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chain optimization by executing instructions using a processor that determine
an optimal option for each stage in the series of stages. The optimal series
may be selected that minimizes the sum of the total costs over the series of
stages for the entire supply chain. In performing the optimization, the present
invention may include certain quantifiable stage information in the
optimization calculations, and exclude other informatiop as described herein.
Such quantifiable information may include, for example, a first cost
corresponding to a monetary amount associated with performing an operation
and a second cost corresponding to an amount of time associated with
performing an operation.

[00365] After the optimization has been performed, the present
invention may make available to one or more users the results of the
optimization by generating (and, in a networked configuration of the system
according to the present invention, by transmitting formatted results to remote
computer systems) and outputting using, for example, a display device, one or
more reports’ to a requesting user of the system at 1230.

[00366] Certain users having modification permission (1240) may add
or modify the option information for one or more affiliated stages in order to
perform a subsequent optimization using the new or modified information, and
to observe the associated optimization results, at 1235.

[00367] Certain of these portions of method 1200 are described in
further detail elsewhere herein and in connection with, for example, Figs. 7a —
7d.

[00368] 6.1 Computing Platform .

[00369] Figure 18 is a block diagram of a computer system 200 (i.e., a
computer) which may be used to implement the present invention. In an
embodiment, computer system 200 may be a personal computer configured for
executing DOS and Microsoft Windows™ based programming instructions.

Alternatively, computer system 200 may be a workstation or a server system
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such as, for example, the Sun Netra™ server or Sun UltraSPARC™ based
workstations available from Sun Microsystems, Inc. of Palo Alto, California.
Computer system 200 may include a bus 240 or other communication
mechanism for communicating information, and a processor 205 coupled with
bus 240 for processing information. Computer system 200 also may include a
main memory 220, such as a random access memory (RAM) or other dynamic
storage device, coupled to bus 240 for storing information and instructions to
be executed by processor 205. Main memory 220 also may be used for storing
temporary variable or other intermediate information during execution of
instructions to be executed by processor 205. Computer system 200 further
may include a read only memory (ROM) 210 or other static storage device
coupled to bus 240 for storing static information and instructions for processor
205. A storage device 215, such as a magnetic disk 61' optical disk, may be
provided and coupled to bus 240 for storing information and instructions.

[00370] Processor 205 may comprise a processing portion of
computer system 200 configured to execute a sequence of programmed
instructions provided in accordance with the methods of the present invention
as described herein. A receiving portion of computer system 200 may include
data entry device 235, pointing device 230, storage device 215, main memory
220, database 250, and communications interface 225. The receiving portion
may function to accept code and data from a variety of sources for input to the
processing portion of computer system 200.

[00371] In one embodiment, database 250 may be coupled to bus 240
for storing static information and software instructions. Information stored in
or maintained using database 250 may be provided in conformance with a
database management system format such as, but not limited to, the structured
query language (SQL) format. In one embodiment, database 250 may be a
SQL database provided by the Oracle Corporation of Redwood Shores,
California. Alternatively, database 250 may be a SQL Server 7.0 database
supporting the ActiveX Data Object (ADO) and Open Database Connectivity
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(ODBC) protocols provided by IBM Corporation or Sybase Corporation.
Database 250 may include information including, but not limited to, database
query and access instructions in the form of one or more scripts which, when
executed by a processor such as processor 205, serve to store and retrieve data
maintained using database 250 according to the instructions contained in the
script, and in particular regarding the data fields to be accessed, as well as
their arrangement, provided in the response to processor 205.

[00372] Computer system 200 may be coupled via bus 240 to a
display 245 for outputting information to a computer user. In one
embodiment, display 245 may be a cathode ray tube (CRT) computer display
monitor capable of displaying information using multiple colors.
Alternatively, display 245 may be a liquid crystal display or a monochrome
monitor.

[00373] A data entry device 235, including alphanumeric and other
keys, may be coupled to bus 240 for communicating information and
command selections to processor 205. Another type of user input device
which may be coupled to bus 240 is pointing device 230, which may be a
computer mouse, trackball, cursor direction keypad, tactile directional
fingerpad, or other such device for allowing a user to control cursor location
and movement on display 245, and for communicating direction information
and command selections to processor 205. This pointing device 230 typically
has two degrees of freedom in two axes, a first axis (e.g., X) and a second axis
(e.g., y), that allows the pointing device to specify positions in a plane.

[00374] The present invention is related to the use of computer system
200 for decision option (i.e., option) analysis. According to one embodiment
of the present invention, decision option analysis in the manner described
earlier herein may be provided by computer system 200 in response to
processor 205 executing one or more sequences of instructions contained in
main memory 220. Such instructions may be read into main memory 220

from another computer-readable medium, such as storage device 215 or
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database 250. Execution of the sequences of instructions contained in main
memory 220 may cause processor 205 to perform the process steps described
herein. One or more processors in a multi-processing arrangement may also
be employed to execute the sequences of instructions contained in main
memory 220. In alternative embodiments, hard-wired circuitry may be used in
place of or in combination with software instructions to implement the
invention. Thus, embodiments of the invention are not limited to any specific
combination of hardware circuitry and software.

[00375] The term “computer-readable medium” as used herein refers
to any medium that participates in providing instructions to processor 205 for
execution. Such a medium may take many forms, including, but not limited
to, non-volatile media, volatile media, and transmission media. Non-volatile
media include, for example, optical or magnetic disks, such as storage device
215. Volatile media include dynamic memory, such as main memory 220.
Transmission media can also take the form of acoustic or light waves, such as
those generated during radio frequency (RF) and infrared (IR)
communications. Common forms of computer-readable media include, for
example, floppy disk, a flexible disk, hard disk, magnetic tape, any other
magnetic medium, a CD ROM, DVD any other optical medium, punch cards,
paper tape, any other physical medium with patterns of holes, a RAM, a
PROM, an EPROM, a Flash EPROM, any other memory chip or cartridge, a
carrier wave as described hereinafter, or any other medium from which a
computer can read.

[00376] Various forms of computer-readable media may be involved
in carrying one or more sequences of one or more instructions to processor
205 for execution. For example, the instructions may initially be borne on a
magnetic disk of a remote computer. The remote computer may load the
instruction into its dynamic memory and send the instructions over a telephone
line using a modem. A modem local to computer system 200 may receive the

data on the telephone line and use an infrared transmitter to convert the data to
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an infrared signal and place the data on bus 240. Bus 240 may carry the data
to main memory 220, from which processor 205 retrieves and executes the
instructions. The instructions received by main memory 220 may optionally
be stored on storage device 215 either before or after execution by processor
205.

[00377] Computer system 200 may also include a communication
interface 225 coupled to bus 240. Communication interface 225 may provide
a two-way data communication coupling to a network 260. For example,
communication interface 225 may be a modem or an integrated services
digital network (ISDN) card to provide a data communication connection to a
corresponding type of telephone line. As another example, communication
interface 225 may be a local area network (LAN) card to provide a data
communication connection to a compatible LAN. Wireless links may also be
implemented. In any such implementation, communication interface 225
sends and receives electrical, electromagnetic, or optical signals that carry
digital data streams representing various types of information.

[00378] Communication interface 225 may provide data
communication through one or more networks to other data devices. For
example, communication interface 225 may provide a connection through a
local network to a host computer or to data equipment operated by an Internet
Service Provider (ISP). The ISP may in turn provide data communication
services through the worldwide packet data communication network, now
commonly referred to as the “Internet.” These networks use electrical,
electromagnetic, or optical signals that carry digital data streams. These
signals are exemplary forms of carrier waves transporting the information.

[00379] Computer system 200 may send messages and receive data,
including program codes, through the network(s) and communication interface
225. In the Internet example, a server might transmit a requested code for an
application program through the Internet, ISP, and communication interface

225. In accordance with the present invention, one such downloaded
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application provides for decision options analysis as described herein. The
received code may be executed by processor 205 as it is received, and/or
stored in storage device 215, or other non-volatile storage for later execution.
In this manner, computer system 200 may obtain an application code in the
form of a carrier wave.

[00380] Figure 19 is a block diagram of an embodiment of a
networked configuration of the system according to the present invention.
Referring now to Figure 19, in the networked computing topology multiple
computer systems 200 may be interconnected for communication using a
network 260. In the network configuration, one of the computer systems 200
that communicate with database 250 may also be configured as a web server
270 to respond to user requests for supply chain or stage information received
from one or more client systems 280. Client systems 280 may also include
computer system 200. The web server 270 may generate and transmit the
requested stage information to the requesting user via World Wide Web page
using the Internet. Network 260 may be, for example, a network of
interconnected networks such as the Internet, a local area network (LAN), a
wide area network (WAN), an intranet including any of these, and/or the
public switched telephone network (PSTN). Communications interface 225
may further include a web browser or thin client 220. The web browser
displays data and is capable of communicating with other computers via a
network such as, for example, the Internet or an intranet. The web browser
provides a user with a way to navigate, via, for example, hyperlinks which are
selected by a pointing device 230 such as a computer mouse, or as typed in by
the user. The web browser uses.a protocol such as, for example, HyperText
Transfer Protocol (HTTP) of File Transfer Protocol (FTP), to transmit data of
various content such as, for example, HyperTekt Transfer Markup Language
(HTML) formatted documents, plain text documents, graphic images, and
Extensible Markup Language (XML) documents for presentation to the user
via a display 245. Web pages formatted in accordance with HTML or XML
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may also be provided in accordance with the eXtensible Style Language
(XSL) specification available from the World Wide Web Consortium. XSL is
useful for separating style from content as well as for providing a common
interface for sharing of web pages across applications. The web browser may
also run or execute programs, such as Java applets including sequences of
instructions provided in accordance with the Java programming language, or
JavaScript. The web browser may be, for example, Internet Explorer by
Microsoft Corporation, Netscape Navigator by Netscape, or any other web
browser. '

[00381] Certain information maintained using database 250 may be
stored in the form of XML-formatted database files. Such XML-formatted
information may include stage option information as discussed herein. In
addition, code and data may be passed between or among the various software
modules and components used to implement an embodiment of the present
invention, and the transferred code and data also may be provided in
accordance with the XML standard.

[00382] A thin client utilizes a two or more tiered client server model.
In this model, the client runs a minimal set of services that provide
functionality to interface with at least one server. A web browser may be a
thin client.

[00383] In one embodiment, instructions executed by processor 205
from main memory 220 may include application software instructions that
cause processor 205 to perform the decision option analysis described herein.
In this embodiment, these application instructions may be implemented in the
form of source code statements provided in accordance with the Visual C++
and Visual Basic™ higher order programming languages, development kits
for which are available from Microsoft Corporation of Redmond, Washington.
Other embodiments are possible. Application instructions may also include
database scripts for accessing, storing, or selectively retrieving information

contained in database 250. The database scripts may be contained in storage



WO 02/29608

10

15

20

25

30

99

device 215 or may be stored using database 250. The database scripts may be
implemented in the form of programming statements provided in accordance
with, for example, structured query language (SQL) version 7.0 database
management system query language, as well as Transact SQL. Other database
implementations are possible, including those available from Oracle™ or IBM
DB2™,

[00384] In an embodiment, computer system 200 may be configured
to perform methods of the present invention as shown in Figs. 7a— 7d and 37
by executing a sequence of application software instructions embodying the
processing as described herein with respect to those figures. Such sequences
of instructions may be used to implement, for example, the optimal solution
algorithm, spanning tree network, multivariable optimization, and dynamic

forward recursion processing, as well as other methods as described herein.

[00385] 6.2 User Interface Display Methodology

[00386] In one embodiment, application software instructions include
a user interface portion, which may be a graphical user interface (GUT)
portion, for generating interactive display screens by which a user may
provide data to and receive information from computer system 200 and
database 250 using display 245. A user may interact with computer system
200 via the graphical user interface provided by the GUI portion by using
pointing device 230 and data entry device 235. The GUI portion may place
the output of computer system 200 in a format for presentation to a user via
display 245.

[00387] In particular, a user may select a particular data entry field of
an interactive display page presented using display 245 by using the pointing
device 230 or data entry device 235 to select that field. Upon selecting a field,
a user may then enter information into the data entry field using a data entry
device 235. After the user has entered data into the data entry field, the user

may cause the GUI portion to input the user-entered information to computer
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system 200 using the pointing device 230 to select a corresponding display
icon or command button.

[00388] The present invention provides a system and methods by
which one or more users may observe and manipulate the overall end-to-end
decision chain. In a decision chain with multiple stages, the present invention
allows a user to define the relevant properties of each stage, link the stages
together to represent inter-stage dependencies, and provide a visual mapping

of the entire decision chain.

[00389] 6.2.1 Login and View Chain

[00390] In one embodiment, users of the system must first login in
order to access decision option information. Login may be accomplished by
the user entering a corresponding Uniform Resource Locator (URL) address at
the client web browser of the user’s local computer system 200. In one
embodiment, the accessing user’s local computer system 200 may be a client
system 280 which includes a second computer system not collocated with the
server 270. Server 270 may include a first computer system 200 used to host
the information and application program instructions as discussed herein using
database 250. Client system 280 and server 270 may be interconnected using
anetwork 260. Referring again to Figure 19, entering at the second computer
the URL associated with server 270 may cause client system 280 to transmit a
login request message to server system 270 using a network 260. Upon
receipt of the login request, server system 270 may generate and transmit an
interactive login web page to client system 280 for display to the user via
display 245. The requesting user may then enter identification data using the
interactive login web page such as user identifier and password and command
client system 280 to transmit the login information to server system 270.

[00391] Upon receipt of the login information from client server 280,
server system 270 may compare the received information to corresponding

login information maintained in database 250. If the received information
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matches corresponding stored login information, then server system 280 may
generate and transmit an interactive home web page to client system 280.

[00392] In performing the above login processing as well as the
client-server interaction described below, server system 270 may receive
requests for information as well as user entered data from client system 280
via network 260. Such user provided requests and data may be received in the
form of client-user entered data contained in an interactive web page provided
in accordance with the Active Server Pages standard. Alternatively, user
provided requests and data may be received in the form of client-user entered
data contained in an interactive web page provided in accordance with the
Java Server Pages™ standard developed by Sun Microsystems. In response to
a user entered request, server system 270 may generate a report in the form of
an interactive web page by obtaining decision option information associated
with the user request by, for example, executing a corresponding command or
scripted instruction (using, for example, ActiveX scripting developed by
Microsoft Corporation) or sequence thereof to cause retrieval of the associated
data from database 250. Upon receipt of the requested data, server system 270
may build an interactive web page including the requested information and
transmit the page to the requesting client system 280 in accordance with
HTML and ASP formatting standards.

[00393] In one embodiment, upon successful login a decision option
chain view page may be provided to the requesting user that includes a list of
one or more decision chains that may be viewed by that user. Figure 20 shows
an illustration of an interactive decision option chain view page 300 listing
multiple decision chains that may be viewed by an exemplary logged in user.
Referring now to Figure 20, decision option chain view page 300 may include
for each viewable decision option chain one or more interactive data fields
such as a chain name 305, chain status 310, view chain checkout type 315, a

chain owner 320, a chain creation date 325, and a last change indicator 330.



WO 02/29608 PCT/US01/31223

10

15

20

25

102

[00394] Chain name 305 may be a name given to a particular decision
option chain by the chain’s creator. As shown in Figure 20, chain name 305
may also include a version number for the chain. In one embodiment, the
system according to the present invention includes a versioning capability in
which a user having read/write access to a decision option chain may save a
modified chain into a separate version. Each version of a decision option
chain may be independently selected for view using client system 280, and
different versions of the same chain may be compared in order to review the
changes.

[00395] Chain status 310 may provide an indication of whether or not
a given decision option chain is available for editing. Chain status 310 may
include a “Checked-Out” status to indicate that a particular decision option
chain is currently checked out by another user, and a “Checked-In” status to
indicate that no other user has checked out the decision chain for edit. A
decision option chain having a chain status 310 of “Checked-Out” may not be
edited and can only be viewed as read-only.

[00396] View chain checkout type 315 may provide an indication of a
level of access available to a particular user with respect to a particular chain.
For example, checkout type 315 may indicate that a particular user has
read/write access to a chain; or, alternatively, a user may have read-only
access to a particular chain. In one embodiment, view chain checkout type
315 may be a discrete variable maintained using database 250 under control of
the chain owner 320. The chain owner 320 may have the ability to set the
view chain checkout type 315 access level for each other user having access to
a particular decision option chain. In one embodiment, server system 270
allows the chain owner 320 to assign the view chain checkout type 315
parameter for each other user having access to a particular chain by selecting
the corresponding entry from a pull-down menu of parameters options (e.g.,

“read/write,” “read only”).
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[00397] Chain owner 320 may be one user who has responsibility for
managing administrative and substantive changes to a particular decision
option chain. The chain owner 320 may correspond to the chain creator.
Chain creation date 325 may provide a date/time stamp of when a particular
version of a chain was created. Last change indicator 330 may provide a
date/time stamp of when a particular chain version was last updated as
indicated by an associated information field contained in database 250.

[00398] Each of the columns for decision option chain view page 300
corresponding to a particular interactive data entry field may be sorted
according to a variety of criteria. For example, a user may choose to view
multiple decision option chains in order of creation date by, for example, using
a pointing device 230 to double-click on the “Created” header field associated

with the column containing chain creation date 325.

[00399] Chain Creation

[00400] In one embodiment, a user may create a new decision option
chain by selecting a corresponding selection tab provided within a primary
navigation menu 340 by, for example, using a pointing device 230 to click on
the “Create New Chain” selection tab as shown in Figure 20. Upon user
request to create a new decision option chain, client system 280 may transmit
arequest for a new chain home page to server system 270 using network 260.
Upon receipt of this request, server system 270 may generate and transmit a
chain home page to the requesting client system 280. Figure 21 shows an
embodiment of an exemplary chain home page 350 in accordance with the
present invention. |

[00401] Referring now to Figure 21, chain home page 350 may
include, but is not limited to, a chain modeling space 355 providing a
graphical workspace for assembling a decision option chain, primary
navigation menu 340 for selecting input/output options, a secondary

navigation menu 365 for selecting decision chain input and analysis tools,
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tracking tools pull-down displays 370, and drawing tools 375. To create a
decision option chain, a user may select the stage drawing tool from drawing
tools 375 using pointing device 230, then cause a new stage to be shown in
chain modeling space 355 by moving the cursor, using pointing device 230, to

a desired location within chain modeling space 355. The user may cause

' computing system 200 to display a new stage at a particular location by, for

example, clicking a selection button of pointing device 230 when the cursor is
positioned at the desired location. Once a new stage is displayed within chain
modeling space 355, a user may move the position of the stage within chain .
modeling space 355 using pointing device 230. Using this technique, the user
may choose to add further new stages to chain modeling space 355 as required
to represent a corresponding decision chain or portion thereof.

[00402] Further to creation of a decision option chain, after adding
new stages in the manner described above, for example, or during the addition
of new stages, a user may wish to connect stages using one or more links. In
one embodiment, a user may select the link drawing tool from drawing tools
375 using pointing device 230, then cause a new link to be shown in chain
modeling space 355 by moving the cursor using, for example, pointing device
230 to a desired stage from which a link is to be made (e.g., Stage 1), selecting
that stage, then moving the cursor to a second stage to which a link is to be
made (e.g., Stage 2), within chain modeling space 355. In one embodiment,
these actions will cause computer system 200 to create a link between the
stages (e.g., Stage 1 linked to Stage 2). Using this technique, the user may
choose to add further links between and among stages within chain modeling
space 355 as required to represent a corresponding decision chain or portion
thereof.

[00403] Figure 22 shows an example of a decision option chain 400
having stages 405 and links 410. As shown in Figure 22, any stage 405 may
be the terminus for one or more links 410, and, further, any stage 405 may be

the origination point for one or more links. Using this capability, a user may
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create decision option chains of multiple dimension or degree. The system
and methods of the present invention thereby provide for the representation or
mapping of decision option chains of various types and topology such as, but
not limited to, linear chain, one-to-many, many-to-one, and spanning tree

networks.

[00404] 6.2.3 Stages & Links

[00405] In one embodiment, a user can select from among a variety of
symbols to represent a stage or decision option point. In one embodiment of
the exemplary supply chain decision option system described herein, a first
symbol may be used to denote a processing stage 405. The first symbol may
be a “@.” Further, a second symbol may be used to denote a safety stock

location. The second symbol may be a “a.” A user may also define a

particular unique user-defined icon to be used to represent a stage, in addition
to or in place of one or more system provided icons. In addition, color may be
used in conjunction with the stage symbols to represent information associated
with a particular stage. As with shapes, the user can choose a color from
among a variety of system provided colors, or may choose to define a uniqﬁe
color using a color selection palette provided by the system. If the user does
not select a particular color or colors, then the system will assign a default
color to a given stage.

[00406] In one embodiment, links may be used to represent stage
interdependencies. The method of the present invention includes representing
each stage of an interconnected system using the stage symbols and links and
displaying the representation using a display device such as display 245. The
method of the present invention may further include maintaining information
associated with one or more options that can be used or selected for each
discrete stage representation and calculating an optimum series of options over
a series of the stages in order to minimize the sum of total costs over the series

of stages based on the information provided for each stage option. In one
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embodiment, the calculation of the optimum series may include applying one
or more of the algorithms described previously herein to the stage information
associated with the options for each stage in order to determine an optimum
series of options based on total costs as a function of the stage option
information. In one embodiment, information included as a basis for the
optimum series calculation may include a first cost corresponding to, for
example, a stage service time, and a second cost corresponding to, for
example, a procurement cost. Certain stage information associated with a
stage and maintained using database 250 but not affecting the total costs may
be excluded from the optimum series calculation. For example, the
information may includé first data, which may be a stage modification
permission parameter, may be excluded from the optimum series calculation.
In this manner, the total costs is the summation of the quantifiable
characteristics of the information associated with each stage.

[00407] Furthermore, a user may manually exclude one or more |
stages from being factored into the optimum series calculation. In one
embodiment, a user may exclude a stage from optimum series calculations by
clicking on a checkbox associated with the stage and provided for that purpose
on an interactive display page on display 245, using pointing device 230.

[00408] In the exemplary embodiment described herein, decision
options are described in terms of the stages of a supply chain and a link may
represent a material feed from an upstream stage to downstream stage. In this
example, a stage may represent an operation to be performed as part of a
supply chain (the supply chain itself may represent a relatively larger
operation). Those skilled in the art will appreciate that the stages and the
processing, mathematical notation, and user interface representation of stages
described herein may apply to a variety of decision option applications in
accordance with the present invention.

[00409] In the exemplary supply chain embodiment described herein,

a stage may represent a process or operation which may result in stored
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inventory for an item, component, assembly, subassembly, product or system.
For example, a stage may represent processes such as, but not limited to, a raw
materials warehouse after a procurement process, a work in process inventory
after an assembly process, a distribution center after a transportation process,
or a finished goods warehouse after a transportation process.

[00410] In an embodiment, upon receiving a user request to view a
particular version of a decision option chain, server system 270 may retrieve a
sequence of instructions that, when executed by computer system 200, will
render the requested decision option chain representation for display. The
sequence of instructions may include application programming instructions
implemented as one or more a Java applets, as well as scripted instructions
which may be formatted in accordance with the XML standard. The
application programming instructions operate upon the scripted instructions to
produce the decision option chain representation. The scripted instructions
may embody information that, when executed in conjunction with application
programming instructions by computer system 200, determine certain aspects
of the decision chain representation such as, but not limited to, the number and
location of stages and the number, direction and location of links used to
interconnect the stages in the manner described herein.

[00411] The scripted instructions may be stored using database 250.
In an embodiment, information associated with each version of a decision
option chain may be stored in a single row in a table containing at least one
such row in database 250. The table may include a number of columns
associated with different items of information for each of the versions. At
least one of the columns in the table may be a large text column that contains
the full XML document associated with a display of a particular version of a
decision option chain. Information stored using the table may include
strategic supply chain data or supply chain design data, such as the stage
option information described further herein. For eXample, a column may be

provided in the table for each category of stage option information. Portions
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of the information contained thusly in the table may be retrieved or updated by
computer system 200 executing one or more corresponding instructions or
scripts. While the invention has been described in an implementation using
the data structure described above, other data structures and embodiments are

possible.

[00412] 6.2.4 Stage Options and Information

[00413] For a decision chain with multiple stages, the present
invention allows a user to define one or more attributes of relevant information
associated with a decision or subdecision involving that stage. Stage
information associated with one or more options for that stage may include,
but is not limited to, a first cost corresponding to a monetary amount
associated with performing an operation such as a procurement cost, a second
cost corresponding to an amount of time associated with performing an
operation such as a stage service time, and a third information which may
correspond to a stage modification permission parameter. As described
further herein, the first cost, second cost, or third information may be modified
by a user of the system having permission to modify the information
associated with a particular stage.

[00414] Other costs and information may also be represented for each
stage option, including variations and derivations of the foregoing
information. For example, in the exemplary supply chain embodiment
described herein, such information may include, but is not limited to,
parametric information such as procurement time, production time, service
time, cost added, holding cost rate, demand statistics, demand uncertainty, and
a total cost including a total of at least one of a manufacturing cost, an
inventory cost, and a time to market cost. Each item or type of information
and its current value may be selected by a user to be displayed for one or more
stages of a decision chain using display 245. Each item of information may be

maintained using database 250 and obtained from database 250 as required for
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display to a user via display 245. Stage information may be selected and
displayed individually, in portions, or together in groups up to and including
all items of stage information, including the optimum series of options.
Combihations of particular items of stage information may represent stage
options for evaluation using the system and methods of the present invention
as discussed herein. For example, a stage 405 representing a component
procurement process may have a choice of options, each option having a
different lead time and cost. Further to this example, a first option (e.g.,
Option 1) may represent a lead time and component cost quoted by a first
supplier of, say, 60 days lead time at $10 per part, and a second option (e.g.,
Option 2) may represent a lead time and component cost quoted by a second
supplier of say, 90 days lead time at $8 per part.

[00415] The network configuration may be particularly useful for
allowing the exchange and update of decision option information by one or
more users of the system. For example, if a first computer system 200 is used
to host database 250 and applications for decision option analysis as described
herein, then a user at a second computer system 200 (which may or may not be
collocated with the first host computer) may access and update the information
associated with one or more decision options maintained using database 250
by interacting with the first host computer system 200 using the network 260.
In one embodiment, a first computer may be a server 270 and a second
computer may be a client system 280.

[00416] For example, in one embodiment, a user may select a stage
report in order to view the current set of stage information associated with a
particular stage 405. In a networked configuration, a user at a second
computer may request to view stage information maintained at a first
computer capable of sending and receiving information and requests to and
from the second computer using a network. The second computer may
correspond to a client system 280 and the first computer may be server 270. A

method 1000 of the present invention for providing requested stage
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information to a user located at a second computer is shown in Figure 24.
Referring to Figure 24, upon user selection of a user interface icon
corresponding to a request for stage information at 1005, such as a stage report
option using secondary navigation menu 365, client system 280 may prepare a
message requesting the stage information at 1010 and transmit a request for a
stage report to server system 270 using network 260 at 1015. Upon receipt of
this request at 1020, server system 270 may retrieve the requested stage
information from database 250 at 1025, then generate a stage report page
formatted for display at the second computer at 1030, and download the

formatted stage report page containing the requested stage information to the

‘requesting client system 280 at 1035. Upon receipt of the stage report page at

the second computer, the stage information received from the first computer
may be stored in memory locations of the second computer at 1040 for use and
display at the second computer at 1045.

[00417] Figure 25 shows an embodiment of an exemplary stage report
500 in accordance with the present invention. As can be observed from Figure
25, a stage report 500 may include a display of stage information associated
with a particular stage. The system of the present invention may also include
a link report that shows a detailed description of a selected link, including, but
not limited to, source stage(s), destination stage(s), and distance or cost.

[00418] Furthermore, certain users may read, or modify and update,
portions of the stage information at the second computer. One embodiment of
a method of the present invention for providing modification of stage
information by a user at a second computer is shown in Figure 35. Referring
to Figure 35, a user at a second computer may request stage information as

described above with respect to Figure 24 at 1105. For users at a second

- computer having read access, only the local copy of the stage information

contained in memory at the second computer may be modified by the user for
comparative analysis using the techniques and methods described herein. For

users at a second computer having modify and update access, the user may
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select the information to be modified at 1110, in which case the local copy of
the stage information contained in memory at the second computer may be
modified at 1115. The modified information may then be transmitted from the
second computer to the first computer using a network such as, for example,
network 260 at 1120. Upon receiving the modified stage information at 1125,
the first computer may replace the corresponding stage information currently
stored using database 250 with the modified stage information received from
the second user from the second computer at 1130.

[00419] By providing a means for allowing certain remote users of the
system to manipulate and change the decision option information for one or
more stages or nodes, the present invention may permit and facilitate
collaboration among various interested parties such as, but not limited to,
component suppliers, assembly providers, distributors, wholesalers, and
retailers. For example, a supplier of a component input at a given node of the
supply chain may become aware of a forecast surplusage of the component
due to, for example, a canceled order, which may result in a shorter lead time
for the component than that currently reflected for the corresponding stage in
the supply chain. Using the collaboration capability provided by the present
invention, the component supplier can quickly enter the reduced lead time
information for the stage into computer system 200 as a user of, for example, a
second computer configured as a client system 280 for update and storage
using database 250. In this way, all users of the system may be provided the
most accurate information available for each stage of the supply chain. Such
entered changes may be propagated forward and backward to effect changes in
the analysis calculations and results for the overall supply chain.

[00420] As discussed above, certain users may also modify certain
items of stage information as described herein, allowing that user to observe
the stage impact and the end-to-end chain impact caused by a change in the
parameter. The change may be made prospectively, thereby supporting “what

if” analyses, or the change may be made in response to an actual change in the
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corresponding parameter. For example, inventory holding cost may increase
at a particular stage due to increased facility costs. A user having
“Read/Write” update permission for the stage representing that inventory
location may use the system of the present invention to update the holding cost
parameter for the stage, thereby providing all users of the system with updated
actual information. The system of the present invention thereby allows users
to observe the quantified impact to the stage as well as the impact to the
overall end-to-end decision chain caused by the modified stage property. In
the context of the exemplary supply chain described herein, this capability
allows one or more users to determine optimum locations and levels of safety
stock at various stages, or other inventofy determination, in order to minimize
the total inventory cost across the entire supply chain. Similar modifications
may be made to other items of stage information to reflect changes or
proposed changes to other parameters in order to allow one or more users to
select the best decision options for suppliers, manufacturers, shippers,
wholesalers, and retailers. In particular, one or more stages may be
particularly affiliated with one or more users having modify and update access
for the information associated with those stages. Other users may be granted
“Read Only” access and are not able to modify stage information stored using
database 250.

[00421] In one embodiment, a user having read/write access may
select one or more particular options, corresponding to a particular grouped set
of stage information, from among one or more options choices, to represent
stage information associated with the stage. A user may choose to display one
or more, or none, of the stage information associated with a particular stage.
In one embodiment, for example, a user may select a particular stage 405
using pointing device 230, right-click on the selected stage 405 to cause
computer system 200 to display a pull-down menu of options, and select an
expanded stage display option. Selection of the expanded stage display option

may cause one or more stage information 420 to be displayed proximate to the

PCT/US01/31223



WO 02/29608 PCT/US01/31223

10

15

20

25

30

113

stage 405 icon within chain modeling space 355. Figure 23 shows three stages
405 displayed along with an expanded stage display. Stage information may
include, but is not limited to, safety stock level, contribution to Cost of Goods
Sold (COGS), initial inventory investment, service time, purchase cost,
replenishment lead time, net replenishment lead time, pipeline stock cost,
production unit cost, weighted unit cost, mean demand, standard deviation in
demand, and coefficient of variation in demand. Figure 23 shows an example
of expanded stage displays for safety stock level, contribution to Cost of
Goods Sold (COGS), and initial inventory investment.

[00422] 6.2.5 Stage Editing and Reporting

[00423] A system and method according to the present invention
provides the capability to generate and present to the user a variety of stage
and chain related reports. An example of one such report is the stage report
500 discussed above. Furthermore, several mechanisms may be provided by
which a user (with read/write permission) may edit or modify the information
associated with a particular stage.

[00424] In one embodiment, a user may select a stage editing
capability by, for example, double-clicking on a stage 405 of a displayed
decision option chain 400 using pointing device 230. Upon receiving this user
request, computer system 200 may generate and display one or more stage
editor pages using display 245. For a requesting user at a client system 280,
server 270 may generate and transmit a default stage editor options summary
page 600 to client system 280 using network 260. Alternatively, a user can
obtain a stage editor options summary page 600 by selecting the
corresponding selection tab provided within a primary navigation menu as
shown in Figure 26.

[00425] Referring to Figure 26, stage editor options summary page
600 may present a variety of stage information for a particular selected stage

405. In one embodiment, options summary page 600 includes stage
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information for one or more options associated with the stage, the options
being listed by option name 605. For each option, information may be
provided such as, but not limited to, total option time 610 representing, for
example, the number of days required by the option, total option cost 615
which may be a monetary cost, holding cost rate 620 for inventory
determination, a user-selectable checkbox 625 for including or excluding the
stage 405 from optimization calculations, and a user-activated selection
indicator 630 for reporting which one of the one or more options is currently
selected for this stage.

[00426] Further stage edit pages which a user may select for view
using pointing device 230 include, but are not limited to, an options detail
editor for user editing of specific options in more detail and for specifying
constraints on certain optimization parameters (e.g., specifying upper and
lower bounds on option service time), an options report, a stage properties
summary, a stage name editor, a production and services editor, an inventory
and cost editor, a demand editor, and an optimization parameters editor.
Constraints placed on particular optimization parameters are useful for
preventing selection of an impractical option during optimization.

[00427] Figure 27 shows an exemplary embodiment of an options
report 650 in accordance with the present invention. Referring to Figure 27,
options report 650 may include one or more report selection buttons 655 by
which a user may select a particular options report. As shown in Figure 27, in
one embodiment report selection buttons 655 provide the user the capability to
choose to view the time-based values, inventory levels, cost values, or all
values associated with one or more options for a particular stage 405.

[00428] Figure 28 shows an exemplary embodiment of a stage
properties summary 675 in accordance with the present invention. Referring
to Figure 28, stage properties summary 675 may include a presentation of the
values and parameters associated with the'option currently selected for the

stage 405. In particular, a series of optimization selection buttons 680 may be
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provided for a user to specify in more detail which, if any, particular
optimization calculations from which to exclude the stage 405 from
consideration. For example, in one embodiment as shown in Figure 28, a user
may specify, using optimization selection buttons 680, that a stage is to be
excluded from all optimization, only cost optimizations, or only time
optimizations.

[00429] Further to these reports and editing capabilities, a user may
also specify particular characteristics of the demand statistics that apply to a
particular stage. Figure 29 shows an exemplary embodiment of a stage
properties demand page 700 in accordance with the present invention.
Referring to Figure 29, stage properties demand page 700 may include one or
more data entry fields in an interactive display page for a user to specify stage
demand statistics for modeling, including, but not limited to, average demand
as well as the standard deviation and coefficient of variation of demand that
applies to the stage. In one embodiment, the capability is provided for a user
to specify a pooling factor for a given stage. The pooling factor may be used
to represent the statistical independence of two or more demand streams
operating at a stage that represents a distribution stage.

[00430] Additional reporting capabilities provided by an embodiment
of the present invention includes one or more metrics tracking reports. In
particular, computing system 200 configured according to the present
invention may include metrics trackers for reporting certain time metrics, cost
metrics, and inventory metrics. Exemplary embodiments of these metrics
tracking reports are shown in Figures 30, 31, and 32, respectively. Figure 30
shows an exemplary time metrics tracking report 800 associated with a series
of stages 405 representing a decision option chain 400.

[00431] As shown in Figure 30, time metrics tracking report 800 may
include a number of time-oriented metrics associated with a stage such as a
time horizon specifying a period over which financial metrics are calculated, a

base time unit, an indication of the longest path through the chain representing
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the sum of the stage times, a total weighted activity time indicating the
weighted measure of the average stage time, and a total weighted traversal
time indicating the weighted measure of the average stage time plus the
average time spent in inventory throughout the chain.

[00432] Figure 31 shows a cost metrics tracking report 810 that may
include a number 6f cost metrics associated with a stage such as a total supply
chain cost which may represent the total inventory cost and product cost
throughout the chain over the time horizon, a total pipeline stock cost
throughout the chain over the time horizon, a total safety stock cost throughout
the chain over the time horizon, a total inventory investment cost required to
fill the chain before product can be released, a weighted unit cost which may
represent the final product cost weighted across all customer demands, and a
cost of goods sold value for the cost of final products sold over the time
horizon. |

[00433] Figure 32 shows an inventory metrics tracking report 820 that
may include a number of inventory metrics associated with a stage such as
inventory turns, total safety stock days of supply, total pipeline stock days of
supply, and a total stock days of supply which may represent the number of
periods of demand worth of inventory stored throughout the supply chain.
Furthermore, in one embodiment the computer system 200 configured
according to the present invention may calculate the optimum levels of safety

stock (i.e., “right-sized”) for each stage of a supply chain.

[00434] 6.3 Analysis Tools

[00435] The present invention may further provide one or more
analysis tools useful for optimizing the supply chain in order to minimize the
total costs of the overall supply chain. In one embodiment, an optimization
tool is provided which applies the minimization calculations and methods
described herein to the stage information, and the various options which may

be associated with each stage, for the supply chain. In particular, the
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optimization tool determines those options at each stage which when selected
operate to minimize the total costs of the supply chain. In this manner, the
system and methods according to the present invention provide an end-to-end
optimization across the complete decision option chain.

[00436] In one embodiment, a user may initiate optimization
calculations provided by the optimization tool by selecting the corresponding
interactive user selection tab using pointing device 230. Upon receiving the
user request for optimization, computer system 200 may execute sequences of
application software instructions embodying the optimization calculations
described herein. As a result of the optimization calculations, computer
system 200 may generate and display an updated chain home page 300
(reference Figure 20) reporting the optimized options selected for each stage.
The user may be a user of a client system 280, in which case the updated chain
home page 300 may be transmitted to the client system 280 from a server 270
using a network 260.

[00437] The present invention also may provide the capability to
generate and present a side by side chain comparison report. Figure 33 shows
an exemplary embodiment of a chain comparison report 900 in accordance
with the present invention. Referring to Figure 33, chain comparison report
900 may show one or more total costs 905 for all stages for an optimum series
of options 910 for a supply chain, as compared to the corresponding total costs

905 for all stages for another series of options 905 for a supply chain. As

shown in Figure 33, the total costs 905 may be presented in tabular form.

Alternatively, the total costs 905 may be presented in graphical form.

[00438] The present invention may also provide the capability to
generate and present a sensitivity analysis. Figure 34 shows an exemplary
embodiment of a sensitivity analysis results page 950 in accordance with the
present invention. Sensitivity analysis may be useful to provide an indication
of the relevant impact to the overall chain total costs caused by a

corresponding change in the information associated with the option under
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analysis. Typically, a sensitivity analysis is accomplished by varying the
option information in discrete steps over a user-specified range and observing
the calculated total costs for the overall chain over the same period of time. In
one embodiment, the user may specify the range (i.e., the initial value and the
final value) of the option information being varied, and may also specify the
number of iterations to be calculated for the sensitivity analysis. The user may
input these parameters using a corresponding sensitivity analysis input page
and pointing device 230. As shown in Figure 34, the sensitivity analysis
results may be presented in graphical format 955 or tabular format 960.

[00439] In addition, computer system 200 in accordance with the
present invention may include additional reports including, but not limited to
the following:

a. A Profit/Loss Calculator that compares financial metrics (e.g., a
simulated balance sheet) of a pre-optimized and a post--
optimized (or a "before" and "after") version of a supply chain
model.

b. A Cost Breakout that allows a user to view high-level inventory
cost and COGS, broken out by different groupings/aggregations
of stages within the supply chain.

An Inventory Breakout showing unit inventory levels.

d. An Inventory by Cause Report providing a more detailed
analysis of why inventory is being stored throughout the supply
chain which may assist a user in determining the cause of
inveﬁtory levels present throughout a supply chain (e.g., due to
batching, early arrivals, demand uncertainty, or stage-time
uncertainty).

e. An Configurable Chain Report which provides an ad hoc
reporting tool for filtering, selecting, grouping, and presenting

stage information in a user specified arrangement.
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requirements.
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[00441] 7.1 Introduction

[00442] Another aspect of the present invention is the determination
of optimal part selection strategies in multigeneration products. The object of
this invention is to provide a decision support tool that a product development
team can use when they are determining what parts to design into their
product. The model framework considers the development cost associated
with redesigning the product, the part manufacturing cost and the level of
functionality that the part must provide. The part selection problem seeks to
choose the optimal set of parts that minimize the sum of the development and
manufacturing costs subject to satisfying each period’s functionality
requirements.

[00443] This section will look at determining optimal part selection
strategies in multigeneration products. The goal is to develop a decision
support tool that a product development team can use when they are
determining what parts to design into their product. The model framework
considers the development cost associated with redesigning the product, the
part manufacturing cost and the level of functionality that the part must
provide. The part selection problem seeks to choose the optimal set of parts
that minimize the sum of the development and manufacturing costs subject to
satisfying each period’s functionality requirements.

[00444] First, the modeling framework is introduced, followed by
different cases that are formulated and solved. Then, a brief numerical

example is presented.
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[00445] 7.2 Model Introduction

[00446] This section preéents the basics of the modeling framework.

The decision variables and inputs are defined.

[00447] 7.3 Performance definitions
[00448] 7.3.1 Part performance level

[00449] A single attribute, or a collection of attributes, determines the
performance level of each part. A mapping function transforms the part’s
attribute into a performance level value, which may be a unit index value. The
performance level value can range from negative to positive infinity. The
nature of the attribute will dictate whether a part with a higher or lower
performance level corresponds to a superior part. We assume that each part
can be mapped into the performance level.

[00450] For some attributes, the mapping function is simply the
multiplication of the technical attribute by a constant to create a unit-less index
value. For example, for microproceésors, if the attribute of interest is speed,
multiplying by 1/mhz creates a valid performance range; i.e., a 100 mhz
processor has a performance of 100. For other attributes, like weight or
picture quality, more complicated mapping functions are necessary. It will be
understood by those skilled in the art that any mapping function is
contemplated. Additionally, the mapping function may include interpolation
of the attribute of interest with a predefined, computer memory stored table of

data.

[00451] For each part i, we let aj denote its attribute of interest. The

function pj(a;) then converts part i’s attribute into its corresponding
performance level in period j. Note that the performance mapping function,

pj0), is period dependent. Thus, we can allow the part to decline relatively to
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other available parts. In addition, if the performance level is a function of

multiple attributes, then a; would be a vector of these attributes.

[00452] 7.3.2 Performance requirement

[00453] Each period, there is a performance value that represents the
desired part performance level value. The performance level value may thus
be a desired index value for each component in each of said periods. The
desired index value and the index value of the performance requirement value
are of the same units. Informally, this corresponds to the market’s “sweet
spot.” If cost was not a concern and the set of available parts was sufficient to
cover all possible performance levels, then each period the selected part’s
performance level would equal the period’s performance requirement.
However, since these two conditions are not met each period, it will not
always be feasible, let alone optimal, to meet exactly the performance
requirement each period.

[00454] The nature of performance requirement dictates the solution
procedure employed. Two cases are considering: when the performance
requirement is deterministic and when the performance requirement is an
independent random variable. When the performance requirement is
deterministic, each period’s performance requirement is known with certainty
at the start of the problem horizon. In this case, the performance requirement
value may be determined from a predefined function. In the case where the
performance requirement is a function of a random variable, the probability

distribution for each period’s requirement is known at the start of the horizon.

[00455] 7.4 Timing of Events

[00456] We consider a firm that is determining its part selection

strategy for the next N periods, where time proceeds from period 1 to period

PCT/US01/31223
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N. At the start of each period, the period’s performance requirement is
realized. The firm then chooses the part that will be used to satisfy the current
period’s performance and demand requirements. After the part has been

selected, the period’s costs are incurred.

[00457] 7.5 Partindexing

[00458] Let n denote the total number of distinct parts that are
available in at least one of the N periods. We assume that the parts are
indexed from 1 to n and that a part’s index stays constant across periods. That
is, if part i is available in two different periods, then part i refers to the same
part. A further impact of this assumption is that the set of parts available each
period will likely not be numbered contiguously. Since a part’s performance
level can be period dependent, we can not order the parts in an ascending or

descending order based on their performance levels.

[00459] We let S; denote the set of parts that are available in period j.

[00460] 7.6 Costs

[00461] There are three relevant costs to consider: development cost,

manufacturing cost and recycling cost.

[00462] 7.6.1 Development cost

[00463] A development cost of K is incurred whenever the part used
in the current period in the product differs from the part used in the previous
period. Typical activities that must occur when a new part is selected include
redesigning the interface between the part and the rest of the product,
prototyping the new part, and certifying the part’s supplier. Although the

development cost could be both part and time dependent, we assume that it is
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a constant in our formulation. This is due to the example that motivated this

research. .

[00464] 7.6.2 Manufacturing cost

[00465] Manufacturing cost is composed of the costs required to make
a part in the current period. Typical costs include the procurement of raw
materials and the transformatidn of the raw materials into completed parts.
The period’s unit manufacturing cost will depend on its initial cost net any -
discounts that can depend either on cumulative production volume or the
length of time the part has been used. We denote the initial unit cost of part i
in period j by cj;.

[00466] This model considers both time and quantity discounts. In
practice, both discounts are specified in the part’s contract; this contract would
be written in period t after the part is selected.

[00467] The time discount is a negotiated price break that occurs in
every period the part is produced. For example, the discount might be 5% of

the initial part cost for each period that the part is used. The volume discount

" is based on the part’s cumulative production volume prior to the start of the

current period. For example, the supplier might give a 1% discount for every

100,000 units purchased in earlier periods.
[00468] Let ejj(t,v) denote the discount rate for part i in period j given

that the part was introduced in period t and the cumulative production up to

period j equals v. It is defined below:
eij(t,v) = (j - tod +[ l,]si forj>t (27)
vi

where q, is the time-depeﬂdent discount, B; is the volume-dependent discount,

and v; is the volume discount step size; these constants are all part specific.
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[00469] 7.6.3 Recycling cost

[00470] There are two ways to satisfy demand in the current period.
First, as described above in Section 7.6.2, they can produce new parts.
Second, the firm can recycle parts that are returned (the company has an active
and successful recycling program). The cost to recycle an existing part is
significantly less than the cost of producing a new part. Recycling an existing
part requires extricating the part from the housing and testing it to make sure
that the part is still functional.

[00471] It is important to note that only the products containing the
current part are worth recycling. Since the product had to be modified to

accommodate the current part, older parts are unusable even if they still
function properly. Let y;j denote the cost of remanufacturing part i.

Remanufacturing is a labor-dominated process and as such does not depend on
the period or the part’s original manufacturing cost.
[00472] 7.7 Production and demand requirements

[00473] Before the part selection problem can formulated, the demand

and recycling processes must first be characterized.

[00474] 7.7.1 Demand process characterization

[00475] Assume that demand each period is deterministic. Demand in

¥

period j is denoted d.

[00476] 7.7.2 Recycling process characterization

[00477] Of interest is characterizing the stream of recycled parts that

are available to use in each period. In the context of recycling, let T denote the
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useful life of the product. That is, a product produced in period t can only be
recycled during the interval [t+1,t+1]. yi is a scalar that represents the fraction

of parts used in period t — k that are returned in period t. Since we can not

receive more units than was shipped in a period, it must be true that:

where the constraint is satisfied with equality only when all the parts produced
in a period are eventually returned within T periods.

[00478] Let q;(t) denote the number of recycled parts that are
available to satisfy demand in period j given that the part was introduced in

period t. gj(t) is a function of the amount of the current part in circulation, and

is computed as follows:

L . '
6i(t) = Z(ylefj-k) where £ =min (z,t ) 28)
=

For example, if T = 3, the current périod is 5 and the part was introduced in

period 1, Equation (28) would look like:

95(1)=v1d4 +v2d3 +73d2.

[00479] 7.7.3 Cumulative production recursion

[00480] The presence of recycling makes the calculation of the
cumulative production slightly more cumbersome. The cumulative production
is not simply the sum of the demands from previous periods. Dépending ont
and when the part was introduced, a part produced in a ﬁrevious period might

be reused multiple times.
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[00481] We let v(t) denote the cumulative production at the start of

period j given that the part was introduced in period t. v;(t) is calculated as

follows:

vi(t) =dj-1 —qj-1(O+vj-1(t) 29

where vj(t) =0if t 2j. The cumulative production at the start of period j

equals the cumulative produétion at the start of period j-1 plus the amount of
new production in period j—1. The amount of production in period j—1 is the
difference between the period’s demand and the amount of product returned in
period j—1.

[00482] It is assumed that the demand in a period is always greater
than the amount recycled in the same period. This is a valid assumption if the

product is seeing steady annual growth.

[00483] 7.8 Algorithm Formulation

[00484] As mentioned above, the formulation for the discrete part
selection problem depends on the nature of the performance requirement. This
section will treat séparately‘two instances of the performance requirement. In
the first case, the performance requirement is deterministic. That is, the
performance requirement for each period is known with certainty at the start of
period 1. In Section 7.9 (Case 1), this problem is formulated as a shortest path
problem. In the second case, each period’s performance requirement is an
independent random variable. In this case, the distribution for each period’s
performance requirement is known at the start of period 1, but the period’s
requirement is not realized until the start of the period. In Section 7.10 (Case
2), this problem is formulated as a backward dynamic program.

[00485] Before these three algorithms can be constructed, there is first
the need to describe how the performance requirement and the part

performance level interact. This is described below.

PCT/US01/31223
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[00486] 7.8.1 Relating the performance requirement and performance
level
[00487] Depending on the part being analyzed, the performance
requirement can be enforced using a hard constraint or a target constraint. The
specifics of the industrial application will dictate which type of constraint will
be required. As we will see in later sections, the enforcement technique will
significantly affect the problem’s structure and the solution procedure.

Therefore, we will analyze each of these enforcement techniques separately.

[00488] 7.8.1.1 Hard constraint definition

[00489] If the enforcement is done using a hard constraint, then the
chosen part’s performance level must meet or exceed the period’s performance
requirement. If higher performance values denote superior performance (as in
the case of processor speed) then this requires the part’s performance level to
meet or exceed the performance requirement. If lower levels denote superior
performance (as in the case of product weight) then this requires the part’s
performance level to be no greater than the performance requirement. In
either context, there is no penalty for exceeding the period’s performance
requirement. For example, if a digital camera’s CCD must capture 768 bits in
the current generation, a CCD capable of 1024 bit resolution is also
permissible to use. In this case, the camera’s software will ignore the higher
resolution and only process images at 768 bits. However, a CCD that can only
capture 512 bits is unacceptable because there is no way for this part to
capture the required 768 bits.

[00490] Thus, the hard constraint acts to further limit the set of

candidate parts in period j; only the subset of parts from the set S; that meet or

exceed the performance requirement are candidates when there is a hard

constraint.

PCT/US01/31223
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[00491] 7.8.1.2 Target constraint definition

[00492] If the enforcement is done using a target constraint, a penalty
is imposed based on the deviation of the performance level from the
requirement. For example, an example presented later in this chapter utilizes
the target constraint when planning the size of a circuit board. The ideal size
of the circuit board in the first period is 50 cubic centimeters. Larger and
smaller sizes are feasible, but they will require a costly redesign of the
product. A target constraint is also applicable when the performance level is
an aggregation of several different technical attributes.

[00493] Rather than imposing a constraint in the problem formulation,

we capture the target constraint by adding a quadratic cost to the objective
function. A period-dependent scalar, 1j, is multiplied by the square of the

difference between the chosen part’s performance level and the realized

performance requirement.

[00494] 7.9  Case 1: Deterministic performance requirement

[00495] Let w; denote the performance requirement in period j. Since

the performance requirements are deterministic, their values are known for all

j € N at the start of period 1.

[00496] 7.9.1 Shortest path formulation

[00497] We formulate the shortest path problem on a N+1 node
network where the nodes are labeled from 1 to N+1. Each node represents a
period in the model, with node N+1 representing the termination of the
horizon. An arc from j to k represents selecting a new part in period j and

using it through period k—1. In this formulation, a development activity will
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occur in periods j and k. By construction, there can be no arcs (j,k) such that j
k.
[00498] Let Cjx denote the cost on the arc from j to k, namely the cost

of choosing the part that is feasible for periods j through k-1 and satisfies the
periods’ demand requirements at a minimum cost. If there is no part that is

feasible for each of the periods j through k-1, then there will be.no arc from j
to k in the network. Cjy is determined below for both the hard constraint and

target constraint cases.

[00499] 7.9.1.1 Hard constraint case

[00500] In this section, it is assumed that higher performance levels
denote superior performance.In the hard constraint case, the cost for the arc

from j to k equals:

Cy = min K+1§[1—ew(j,ve(j))cij(df—qe(j))+yiqz(j)]} (30)
=]

where 1 <j <k <N+1 and i satisfies

k-1
{i :1€ NS4, plai) > wlforj < £ < k}- (31
£=j

Recall that gj(), the number of recycled parts that are available in period j, is

given by (28) in Section 7.7.2 (Recycling process characteristics), v;(), the

cumulative production in period j, is given by (29) in Section 7.7.3 -
(Cumulative production recursion), and &jj(), the discount rate for part i in

period j, is given by (27) in Section 7.6.2 (Manufacturing cost). Equation (30)

represents the minimum cost of choosing a part in period j and using that part

through period k-1. There are three componenté of this cost. First, a



WO 02/29608 PCT/US01/31223

130

development cost of K must be incurred since one development cycle will
occur during the interval [j,k—1]. Second, the manufacturing cost for new
parts is incurred. The per unit cost in a period is the initial unit manufacturing
cost net any discounts accrued since period j. The number of new units
5  manufactured in a period equals the period’s demand net any units that are
recycled in the period. Finally, a remanufacturing cost is applied to all of the
units that are recycled each period.
[00501] The minimization in (30) occurs over the set of parts that
meet two conditions: First, they must be available in periods j to k—1.
10 Second, they must meet or exceed each period’s performance requirement.

This set is constructed in (31).

[00502] 7.9.1.2 Target constraint case

15 [00503] As mentioned in Section 7.8.1.2, the target constraint is
captured by adding a quadratic penalty cost to the objective function. The cost

of the arc from j to k equals:

G =minfK+ 3 (-eislov Oeos -aeO)rvias Ornosl)-wr P} 6

L=j
20
k-1
where 1 <j<k<N+landie NSy.
{=j

[00504] The development, manufacturing, and recycling costs in (32)
are the same as in (30). The additional term in (32) captures the per period

penalty cost incurred when the part’s performance level deviates from the
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period’s performance requirement. The only requirement for a part to be
considered is that it must be available from period j through period k1.
[00505]
[00506] 7.9.2 Problem complexity

[00507] When the shortest path is constructed and solved, the
bottleneck operation is the construction of the network itself. Recall that the
total number of parts available during the problem’s horizon is n. There will

be a maximum of N arcs emanating from each node. Therefore, the

complexity of the network construction phase is O(nl\]2 ).

[00508] 7.10 Case 2: independently distributed performance
requirements

[00509] The performance requirement in period j is a random variable

denoted by W;j. At the start of period 1, for all j € N, W; has a known
probability density function ¢;(w) and distribution function @;j(w). At this
point, we assume that the W; are independent for all j € N. Without loss of

generality, we assume that period j’s performance requirement, wj, is realized

at the start of period j. At some point before period j’s demand occurs, the
design team knows the requirement for period j. This model assumes that the

requirement becomes known at the start of the period.

[00510] 7.10.1 Hard constraint case

[00511] For this section it is assumed that higher performance levels
denote superior performance. When the performance requirement is a random
variable, the hard constraint case is formulated as a backward dynamic

program. There are two state variables: the part used in the previous period
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and the period in which the part was introduced. We need to keep track of the
part’s introductory period in order to determine the amount recycled in the

current period as well as the current period‘s discount rate.

[00512] Let gj(i,t,k) denote the cost in period j if the initial state is (i,t)

and part k is selected. gj(i,t,k) is defined below:

gi(i,tk)=1 (156 vi(O)kig (0 -aj©)+ viaj@)  ifk=i
K-+opgd; 0.w.

The value of g;(i,t,k) depends on whether or not part i is replaced in period j.

If part i is not replaced (k equals i) then the part used in period j is the same
part that was used in period j-1, and the recycling stream and discounts from

previous periods have to be considered. This corresponds to the first
expression for gi(i,tk). If parti isreplaced (k does not equal i), then

production in period j is starting from scratch. There are no discounts to apply
and no recycled parts available to remanufacture. In this case, the only two
costs that are incurred are the development cost and the cost to manufacture

the entire period’s demand.
[00513] Let £i(i,t,w) represent the minimum cost from periods j
through N given that the state at the start of period j is (i,t) and the realized

performance requirement in period j is w. fj(i,t,w) is formulated below:

£.(i,t, W) =n113n{gj (G, t,k) +f,,, (k. 1)} (33)

where k satisfies k € S;j and pj(ay) 2 w.

[00514] The cost-to-go function, £(L,), represents the minimum cost

from periods j through N given that the state at the start of period j is (i,t). The
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state variable definition allows the cost-to-go function to be separated into the
cost in period j plus the optimal cost-to-go for periods j+1 through N. In the

hard constraint case, the cost-to-go Equation equals:

£,0.9=Bif (.t W) (34)

where 1 <j<N.

[00515] 7.10.2 Target constraint case

[00516] As with the deterministic performance requirement presented
in Section 7.9.1.2 (Target Constraint Case), the stochastic performance

constraint can be solved as a shortest path problem when the target constraint
is employed. Recall that in the target constraint case, a part that belongs to S;

is not excluded in period j if the part’s performance level does not exceed the
performance requirement. A cost is incurred in the objective function, but it is
still possible to use the part. Therefore, in the target constraint case, each
period’s set of feasible parts is known at the start of the horizon.

[00517] As in the deterministic formulation, we formulate the shortest
path problem on a N+1 node network where the nodes are labeled from 1 to
N+1. Each node represents a period in the model, with node N+1 representing
the termination of the horizon. In the stochastic formulation, an arc from j to k
represents the expected cost of selecting a new part in period j and using it
through period k—1, where the expectation is taken over the performance

requirements from period j through k-1. ,
[00518] Let Cjk denote the expected cost of choosing the part that is

feasible for periods j through k-1 and satisfies the periods’ demand

requirements at a minimum cost. If there is no part that is feasible for each of
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the periods j through k-1, then there will be no arc from j to k in the network.

Cik is determined below:

k—
C; =min 1[_.. SN\ A)
= {Wj,"_’EWk_l K Yl=eie veeidt- )
(35)
o a. 2
+ yip£() + tl(pl(“1) — wl)
5
k-1
where 1 <j <k <N+1 and i satisfies i € (1Sy. Recall that gj(), the number of
L=j

recycled parts that are available in period j, is given by Equation (28) in

Section 7.7.2, vj(), the cumulative production in period j, is given by Equation

(29) in Section 7.7.3, and ej;(), the discount rate for part i in period j, is given

10 by Equation (27) in Section 7.6.2. Equation (35) represents the minimum
expected cost of choosing a part in period j and using that part through period
k-1. There are four components of this cost. First, a development cost of K
must be incurred since one development cycle will occur during the interval
[j,k—1]. Second, the manufacturing cost for new parts is incurred. The per

15  unit cost in a period is the base unit manufacturing cost net any discounts
accrued since period j. The actual number of new units manufactured in a
period equals the period’s demand net any units that are recycled in the period.
Third, a remanufacturing cost is applied tb all of the units that are recycled
each period. Finally, a quadratic penalty.cost is applied to the deviation of the

20  part’s performance level from each of the performance requirements in periods

j through k-1. The per period penalty cost is the square of the difference



WO 02/29608 PCT/US01/31223

135

between the performance level value in a given period for a given component
and the performance requirement value in the given for the given component,
multiplied by a period dependent constant, rl. The period dependent constant,
r/, may be an input.

S [00519] It is now shown that the stochastic formulation can be
converted into the deterministic formulation. Certainly equivalence holds
when the optimal solution from a stochastic formulation remains the same
after the random variables are replaced with their expected values. Their costs
will differ by a constant, but the optimal solution is the same. »

10 [00520] That certainty equivalence holds in this case can be seen by
performing some basic algebraic manipulations of Equation (35). We first

separate the quadratic penalty cost as shown below:

k-1

Co =miin{ [ Kot 2 [1-eifG, vl ~a) +yial() ]
=)

15

(36)

k-1
+Wj,...,EWk—1{ > [rZ(pE(ai)—Wl)z ]} } }
=

20  Since the expectation of the sum equals the sum of the expectations, we can

further rewrite Equation (36) as:

k-1
Co = miin{ [ K+ EZ_[(I —eil(j, v£G)))cij(dl — q€()) + yiglG) ]
=]
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(37

k-1

+ zz=1 [rz(pz(ai)z ~2pl(ai)E[w¢] )] } }+k—1[

Z- rZE[wj2 ]]

where the last term has been removed from the minimization because it does

not depend on i. Finally, if we complete the square, we can rewrite (36) as:

-1
5 C; = miin{ [ K 201-eitG G —atG) +iat) ]
:J .
k-1
+y [re(pf(ai)—E[wzl)z] J }
. £:j

+ Z[rﬂ(E[wjz ]— E[wj]2 )} (38)

The minimization considers four costs: the development cost, manufacturing

10 cost, remanufacturing cost, and quadratic penalty cost. However, the
quadratic penalty cost depends only on the expected values of the performance
requirements. The final terms (on the third line of Equation (38)) are outside
the minimization since they do not depend on i. On the path from j to k, this is
the constant by which the deterministic and stochastic formulations differ.

15 [00521] When the deterministic formulation is populated with tﬁe
means of the periods’ performance requirements, the constant by which the
stochastic and deterministic formulations will differ equals:

%l:rf(E[wjz ]— E[wi? H (39)
£=]
The constant by which the two formulations differ equals the summation of

20  each period’s penalty cost times the variance of the period’s performance

requirement. As the variance increases, so too does the constant.
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[00522] Recasting the stochastic formulation as a deterministic
shortest path problem significantly reduces the problem’s computational time.
Certainty equivalence will always hold when the problem consists of a
quadratic penalty function and linear constraints. For a different construction
of the certainty equivalence result, the interested reader is referred to
Bertsekas (1995).

[00523] The above method for determining the optimal set of
components to be used in a product over a series of periods is generally
summarized using a flowchart shown in Fig. 37. In an embodiment, the
method of the present invention as shown in Fig.37 may be implemented using
a computer system such as, for example, computer system 200 as set forth
herein and configured to perform the processing steps as specified in Fig. 37.

[00524] Generally, referring to Fig. 37, the method comprises
receiving, at B50, information corresponding to each of a plurality of
components used in a product. The information includes first data and second
data, wherein the first data is the quantifiable attribute of interest and the
second data is an availability of each component in each of a plurality of time
periods. The method includes determining (at B54), based upon the
information received at B50, corresponding functionality requiremerits that
each component must provide over each of a series of the periods that the
corresponding component is incorporated into the product. Generally, the
method determines the optimal set of components to be used in said product
over a series of said periods that minimizes a cost functional subject to
satisfying at least one of said second data and said functionality requirements
over said series of said periods, wherein said cost functional includes the sum
of at least one of a development costs and a manufacturing costs of said
product over said series of said periods. The solution method differs
depending on whether the problem is a Hard Constraint Case or a Target

Constraint Case.

PCT/US01/31223
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[00525] If the problem is a Hard Constraint Case (determined at B66),
Equation (30) (i.e., the cost functional) is evaluated and minimized, beginning
at B70. If the problem is a Target Constraint Case, Equation (32) (i.e., the cost
functional) is evaluated and minimized, beginning at B82. In the Hard

Constraint Case (at B70), the method includes proceeding in sequential order

from the last period N of said series of periods to the first period 1 of said
series of periods. At each period, the method includes determining, at B74,
the cost functional value at each period to define given period costs. The
method includes determining, at B78, the cost functional at each period from
the given period to the last period for each of the components to define
feasible period costs. The method includes minimizing, at B88, the sum of the
given period costs and the feasible period costs over the series of periods
subject to satisfying the second data and the functionality requirements over
the series of the periods.

[00526] In the Target Constraint Case (at B70), the method includes
proceeding in sequential order from the last period N of said series of periods
to the first period 1 of said series of periods. As discussed above, the cost
functional of Equation (32) include includes the per period penalty cost.
Generally, the method includes determining, at B82, the cost functional for
each of the components at each period to define second feasible period costs.
The method includes minimizing, at B92, the second feasible period costs over
the series of periods subject to satisfying the second data over the series of the
periods.

[00527] The above method for determining the optimal set of
components may be implemented on a computer or computer system, which is
described in Section 6.0. In an embodiment, the method of the present
invention for determining the optimal set of components as shown in Fig. 37
may be implemented using computer system 200 as~ set forth herein and

configured to perform the processing steps as specified in Fig. 37.
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[00528] 7.11 Example

[00529] This section presents an exploratory application of the part
selection problem. Section 7.11.1describes the company’s current part
selection process. Section 7.11.2 presents an initial investigation to see if the

model is applicable to their problem.

[00530] 7.11.1 Current Process

[00531] A hypothetical firm’s product competes in a high volume
consumer-focused business. For the purposes of this section, we will assume
that the firm sells a handheld personal digital assistant (PDA). Size, as
measured by the product’s volume, is the primary differentiating characteristic
in the market. As a general rule, the smaller the product, the more desirable
consumers find the product. The product category has existed for several
years now and the company has been quite good at estimating the size
requirements for future versions of the product.

[00532] Figure 38 contains a version of the recent history for the
product category’s volume requirements over time.

[00533] The market place is populated with three firms, although it is
dominated by two firms: Competitor 1 and the sponsor company. The
customer marketplace has been segmented according to size and cost
preferences. Competitor 1 has established itself as the leader in PDA
miniaturization, allowing it to charge a market premium and to attract lead
users who value this feature. The sponsor company has kept pace with
Competitor 1 but its product is consistently larger. Its product costs slightly
less, thereby targeting a more price sensitive customer segment.

[00534] Currently, product introductions occur once a year in the Fall.

The product introduction coincides with the industry’s large trade show.

PCT/US01/31223
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[00535] A PDA is composed of several standard off-the-shelf
components like the LCD display and the serial connector. The company’s
operating procedure has been to assume that each component takes up a
certain percentage of the product’s total volume. Smaller and larger volume
options are available, but the smaller volume option will significantly increase
the per unit cost of the component. The bulk of the cost for the product is the
circuit board. Although this part’s functionality does not change significantly
from year to year, its size does.

[00536] As a general rule, the circuit board consumes twenty five
percent of the product’s volume. If a higher volume circuit board is chosen,
then less space is available for other parts, so more expensive components will
have to be used for the other parts. If a lower volume circuit board is chosen,
then the plastic housing can be designed to fill the space that is not consumed
by the circuit board. However, a smaller circuit board requires smaller parts
which can significantly increase the board’s price.

[00537] Each generation, the cost of a new circuit board with a
volume of 25% of the product’s volume is typically right around fifty cents.
Two factors contribute to this general rule. First, the entire industry has a
good sense of what the product size requirements will look like over time.
Second, the industries that provide components are also miniaturizing their
offerings at a well-defined rate. The combination of these two factors means
that the price for a standard set of components is nearly constant from
generation to generation, although the size of the components has decreased
each generation.

[00538] If a firm wanted to use a smaller circuit board, that would be
possible but the per unit cost can run upwards of one dollar and fifty cents. In
this firm, one often hears the comment “pennies matter.” And this advice is
quite appropriate. Since product volumes are 400,000 units a year and
growing at 15% a year, the cost of choosing a circuit board that is smaller than

necessary can easily exceed one hundred thousand dollars in the first year.
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[00539] An important part of the company’s strategic vision is the
ability to let customers return a previous generation’s product in exchange for
a discount towards the purchase price of a new product. This corporate
strategy was put in place in order to decrease the likelihood that an existing
customer will switch to a rival’s product. If the returned product’s circuit
board is the same board that is being used, then it can be put into the current
generation’s PDA. If the circuit board is a different board, then the entire
product is scrapped. The circuit board is the only part worth recycling. All of
the other components have either been scratched or are incompatible with the
current product’s design. While it is true that the plastic parts from each
returned product are pulverized into plastic pellets, this cost is such a small
part of the product’s cost that it can safely be ignored.

[00540] The company’s design strategy has been to redesign the
product from scratch each generation (each year). This means that all
components, including the circuit board, are redesigned each year. There are
several reasons the company has done this. First, the company is struggling to
revise the product each generation. There are few resource available to devote
to solving problems that do not concern the next product launch. Second, the
entire customer segment is growing rapidly. Therefore, the company’s
emphasis has been on delivering products that the customer wants to purchase

in the current year. This product has not yet seen the kind of cost

* consciousness that is more prevalent in mature market segments. Third, up to

this point, the company has had no way to characterize the benefits of doing
anything other than myopically optimizing each generation’s design.

[00541] To summarize, the company’s current circuit board selection
process consists of choosing the part that minimizes the circuit board cost in
the current generation. This involves minimizing the per unit cost plus any
cost that must be incurred based on the board’s deviation from the “ideal” size
that period. Whether a smaller or larger part is chosen will depend on the

relative importance of these two costs.
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[00542] 7.12 Handheld Product Example

[00543] To explore the utility of this approach, this section will
S examine the part selection process for the years 1999 to 2002. The circuit

board’s yearly performance requirement is displayed below in Table 15.

Table 15: Circuit Board Performance Requirement

Performance
Requirement (cm”3)
1999 52.5
2000 45.0
2001 37.5
2002 30.0

Year

10

[00544] The performance reqﬁirement is estimated to equal twenty-
five percent of the product’s performance requirement; recall that the
company’s estimate of the performance requirements were displayed in Fig.
38. We assume that the performance requirements are deterministic.

15 [00545] We assume that there are 8 different circuit boards available.
For simplicity, all eight boards are available in every period. The boards have
performance levels ranging from 54 to 26 cubic centimeters. Although the
performance level of each board does not vary by period, its initial part cost
does vary. We assume that the board’s per unit cost in a period is derived

20  from the Equation:

min{ $.50 + (w—-p)x $.03,$.33 }

where w is the period’s performance requirement and p is the part’s
performance level.

25 [00546] Although these numbers are entirely fictitious, the formula
captures the proper behavior of a part’s unit cost. If the part performance level
equals the requirement, then the part costs fifty cents. If the part’s
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performance level is larger than the requirement, then the part costs less than
fifty cents. This corresponds to the case where the part is an older part.
However, no part can cost less than 33 cents. Finally, if the part’s
performance level exceeds (is less than) the performance requirement, then the
part is more expensive. The higher expense could either reflect the scarcity of
the part or the increased cost due to the smaller components used. The
performance level and initial part cost per period for each part are shown in
Table 16.

Table 16 : Part Performance Levels and Initial Costs

Initial Cost by Year

Part Performance Level 1999 2000 2001 2002
1 54 0.46 0.23 0.33 0.33
2 50 0.58 0.35 0.33 0.33
3 46 0.70 0.47 0.33 0.33
4 42 0.82 0.59 0.37 0.33
5 38 0.94 0.71 0.49 0.33
6 34 1.06 0.83 0.61 0.38
7 30 1.18 0.95 0.73 0.50
8 26 1.30 1.07 0.85 0.62

[00547] The development cost is initially assumed to equal $250,000
whenever the circuit board’s design is modified. The entire product will be
revised each period but the circuit board will only be revised when necessary.
For this reason, the rest of the product’s development costs are viewed as fixed
and the analysis in this section focuses on the development of the circuit
board.

[00548] In order to capture the effect of the recycling process, each
year is separated into two six-month periods. Therefore, there are eight
periods in the model. The recycling rate in the period after the part’s
introduction is assumed to be 50%. In all subsequent periods, the recycling

rate is zero; using the notation in Section 7.7.2, Tt = 1.
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[00549] To achieve the stated annual growth rate of 15%, the
semiannual growth rate is set at 7.24%. As a starting point, we also assume
that the demand in the first half of 1999 equals 200,000 units.

[00550] There is no time discount but there is a 1% quantity discount

S for every 100,000 circuit boards that are produced.

[00551] The scalar associated with the quadratic penalty cost was set
to equal 1000. Recall that this scalar will be multiplied by the squared
difference between the part’s performance level and the period’s performance
requirement. Another way to view this scalar is that, each period, it acts to

10 limit the set of parts to some set of parts centered at the ideal part performance
level. Setting this scalar higher will act to reduce the set of parts that are
realistic to consider each period.

[00552] The results in the Table 17 below summarize the optimal

solution and the company’s heuristic of redesigning the circuit board each

15  period:
Table 17
Company Heuristic
Part Used Period Introduced Last Period Used  Total Cost
1 1999 1999 416,545
3 2000 2000 443,737
4 2001 2001 467,646
6 2002 2002 492,179
Total ($k) 1,820
Optimal Upgrade Strategy
Part Used Period Introduced Last Period Used Total Cost
2 1999 2000 697,595
5 2001 2002 819,782
Total ($k) 1,517
20

The company’s heuristic is approximately $303,000, or 20%, more expensive

than the optimal upgrade strategy. Recall that the arc from i to j denotes a part
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revision in both years i and j. We define a part selection strategy as a
sequence of parts that cover every period in the model. That is, each period is
served by exactly one part. To better understand the results in Table 17, we

can separate the total cost for a part selection strategy into three costs:

5 development cost, production cost and conformance cost. Development cost
is the sum of the development costs incurred over the problem’s horizon. The
production cost is the total manufacturing and remanufacturing costs over the
production horizon. The conformance cost is the total penalty costs incurred
over the horizon. A summary of these costs is displayed in Tablé 18 below:

10

[00553] Table 18: Detailed Cost Analysis

Company Heuristic

PCT/US01/31223

Conformance

Part Used Period Introduced Last Period Used Development  Production
1 1999 1999 250000 162045 4500
3 2000 2000 250000 191737 2000
4 2001 2001 250000 177146 40500
6 2002 2002 250000 210179 32000
Totals ($k) 1000 741 79
Optimal Upgrade Strategy
Part Used  Period Introduced  Last Period Used Development  Production  Conformance
2 1999 2000 250000 385095 62500
5 2001 2002 250000 441282 128500
Totals ($k) 500 826 191

The company’s heuristic does a good job of minimizing production and

15  conformance costs, but it must incur a large development cost to achieve this.

The optimal upgrade strategy incurs higher production and conformance costs

but offsets these costs by skipping two product development cycles. The

optimal strategy uses each circuit board for two product generations. To

accomplish this, the optimal strategy overdesigns the product in the first year,

20  incurring extra manufacturing cost. In contrast, the company’s heuristic

“anderdesigns” the part each generation. Since the company is redesigning

the part each generation, it is clear that they will either choose between the

two parts that are closest to the performance requirement. Given the
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parameters presented in this example, the optimal decision is to choose the
larger volume part. This is due to the decreased manufacturing costs

associated with older parts.

[00554] 7.12.1 Sensitivity analysis

[00555] It is now desired to better understand the impact that the
development cost has on the optimal number of product revisions over the

problem horizon. In order to do this, we want to express the cost of each
upgrade strategy as a function of the develop cost. Let fj(d) denote the

minimum total cost when the development cost is d and the product is revised

exactly i times over the product horizon.

[00556] We want to determine fj(d) fori=1, 2, 3, and 4. To calculate

fj(d), we find the upgrade strategy that minimizes production and conformance

costs subject to their being exactly i product revisions. Since the number of
upgrades is fixed for each calculation, the development cost is not included in
this calculation. The following table, Table 19, summarizes the optimal

upgrade strategy when the number of upgrades is held fixed.

Table 19: Summary of Optimal Upgrade Strategies

PCT/US01/31223
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Part Used Period Infroduced Last Period Used Production  Conformance
1 1999 1999 162045 4500
3 2000 2000 191737 2000
4 2001 2001 177146 40500
6 2002 2002 210179 32000
Totals ($k) 741 79
Three Part Development Strategy
Part Used Period Introduced Last Period Used Production  Conformance
2 1999 2000 385095 62500
4 2001 2001 177146 40500
6 2002 2002 210179 32000
Totals ($k) 772 135
Two Part Development Strategy
Part Used Period Intfroduced Last Period Used Production  Conformance
2 1999 2000 385095 62500
5 2001 2002 441282 128500
Totals ($k) 826 191
One Part Development Strategy
Part Used Period Introduced Last Period Used Production  Conformance
[ 4 | 1999 | 2002 [ 1102319 | 567000 |
Totals ($k) 1102 567

The information in Table 19 is sufficient to calculate f;(d). This is done in the

5  Table 20, below.

Table 20: fj(d) calculation

fi(d)

820 + 4d

907 + 3d

1017 +2d

Bl -

1669 +d

10

Using the information in Table 20, we can now calculate the ranges for d

where each upgrade strategy is optimal. Letting F(d) denote the optimal cost

policy as a function of the development cost, F(D) is calculated below:
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820+4d for d<87

907+3d for 87<d<110
F(d)=<
1017+2d for 110<d <652

1669 +d for d<652

N

[00557] This section has calculated the efficient frontier for the
optimal number of product revisions as a function of the development cost. A

graphical representation of this efficient frontier is shown in Fig. 39.

[00558] 7.14 General insights

[00559] At this point, several general insights can be drawn from an
examination of the problem’s structure. These results are summarized in
10 Table 21 and described below in more detail.

Table 21: General Behavior of Optimal Solution

Variable Action  Effect on Number of Revisions
Development Cost | Increase Decrease
Demand Increase Increase
Penalty Cost Increase Increase
Recycling Rate Increase Decrease

As the development cost increases, the optimal number of revisions decreases.
15  This is due to the fact that if the development cost increases, then it is more
attractive to find paths that increase the penalty and conformance cost while
lowering the development cost. As demand increases, the number of revisions
also increases. The primary cost involved here is the production cost. As
demand increases, the production cost increases. An increase in the penalty
20 cost increases the number of part revisions. Increasing the penalty cost
increases the total penalty cost, making it more optimal to find parts that might

require a higher manufacturing cost but are more closely aligned with each
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period’s requirement. Finally, increasing the recycling rate decreases the

number of revisions. Increasing the recycling rate decreases the production
cost when parts are used longer.

[00560] An informal way to look at these results is to note that
different variables affect the self-sufficiency of each generation. Conditions
that promote self-sufficiency in each generation make it cost effective to
redesign the circuit board more often.

[00561] While the invention has been described in connection with
what is presently considered to be the most practical and preferred
embodiments, it is to be understood that the invention is not to be limited to
the disclosed embodiments and elements, but, to the contrary, is intended to
cover various modifications, combinations of features, equivalent
arrangements, and equivalent elements included within the spirit and scope of

the appended claims.
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WHAT IS CLAIMED IS:

1. A method, comprising:

receiving at least one data set for each of a plurality of
interconnected stages, each data set corresponding to an option at the
corresponding stage, each data set including a first cost and a second cost; and

determining, based upon said at least one data set, an optimum
series of options over a series of said stages by selecting a single option at
each stage in said series of said stages that minimizes the sum of total costs
over said series of said stages, wherein said total costs is a function of said at

least one data set.

2. The method of claim 1, further comprising:
transforming said series of said stages into a subgraph of
numbered nodes from 1 to N such that each node corresponds to a stage and
each node, except a last node N, has only one adjacent node to it that has a
higher node number, said one adjacent node having said higher node number

being a parent node.

3 The method of claim 2, further comprising:
proceeding in sequential order from node i = 1 to node i=N-1,
when the corresponding parent node for node i is downstream thereof:
a) determining the summation of said total costs
contributed by node 1 as a function of first state variables to define first node i
costs, said first state variables being a function of said first cost and said

second cost over said nodes;
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b) minimizing the summation of said total costs for the
remainder of the nodes that are upstream of node i as a function of said first
state variables to define first upstream node i costs;

c) minimizing the summation of total costs of the nodes
that are downstream and adjacent of node i as a function of said first state
variables to define first downstream node i costs ;

d) summing the first node i costs, first upstream node 1
costs, and first downstream node i costs to define first minimum total costs for
the subgraph rooted at node i;

e) minimizing the first minimum total costs for the
subgraph rooted at node i over each said option and over a first parameter, said

first parameter being one of said first state variables.

4. The method of claim 3, further comprising:

when the corresponding parent node for node i is upstream of
node i:

a) determining the summation said total costs contributed
by node 1 as a function of a plurality of second state variables to define second
node i costs, said second state variables being a function of said first state
variables;

b) minimizing the summation of said total costs for the
remainder of the system that is upétream of node 1 as a function of said
plurality of second state variables to define second upstream node i costs;

c) minimizing the summation of said total costs for the
nodes that are downstream and adjacent of node i as a function of said
plurality of second state variable to define second downstream node i costs;

d) summing the second node i costs, second upstream node
i costs, and second downstream node i costs to define a second minimum total

costs for the subgraph rooted at node i;
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e) minimizing the second minimum total costs for the
subgraph rooted at node I over each said option and over a second parameter,

said second parameter being one of said second state variables.

5. The method of claim 4, further comprising:

for the last node, at node i=N:

a) determining the summation of said total costs
contributed by node N as a function of said plurality of second state variables
to define node N costs;

b) minimizing the summation of said total costs for the
remainder of the nodes that are upstream of node N to define upstream node N
costs;

c) minimizing the summation of said total costs for the
nodes that are downstream and adjacent of node N as a function of said
plurality of second state variables to define downstream node N costs;

d) summing the node N costs, upstream node N costs, and
downstream node N costs to define third minimum total costs for the subgraph
rooted at node N;

e) minimizing the third minimum total costs for the
subgraph rooted at node N over each said option and over said second

parameter.

6. The method of claim 5, further comprising:
selecting the option at each node that minimizes the sum of said

total costs for the subgraph rooted at each node over said nodes.

7. - The method of claim 5, wherein said plurality of first state
variables includes a cumulative first cost at a given node, said cumulative first

cost being the sum of said first costs of the preceding nodes of at least one
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option plus the first cost at the given node associated with a corresponding

option.

8. The method of claim 7, wherein said plurality of first state
variables includes an incoming service second cost at a given node, said
incoming service second cost being the second cost of an option that a

preceding node quotes fulfiliment to the given node.

9. The method of claim 8, wherein said plurality of first state
variables includes a maximum second cost at node i, the maximum second
cost at node i being the maximum said second cost of said nodes that directly
feed into a given node plus said second cost associated with a corresponding

option.

10.  The method of claim 9, wherein said plurality of first state
variables includes an outgoing service second cost, said outgoing service
second cost being the second cost of an option that a given node quotes

fulfillment to a successive node.

11.  The method of claim 8, wherein said first parameter is said

incoming service second cost.
12.  The method of claim 11, wherein said plurality of said second
state variables include said first state variables having added to each thereto a

corresponding said first cost and said second cost of a corresponding option.

13. The method of claim 12, wherein said second parameter is said

outgoing service second cost.

14. The method of claim 1, wherein
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said interconnected stages is a supply chain;

each of said plurality of stages represents an operation to be
performed;

said first cost is a monetary amount associated with performing
said operation; and

said second cost is an amount of time associated with

performing said operation.

15.  The method of claim 14, wherein said total costs include

manufacturing costs of a given stage.

16.  The method of claim 15, wherein said manufacturing costs at
each stage is the product of an average demand for a product at a given stage

and the monetary amount associated with each option.

17.  The method of claim 14, wherein said total costs include

inventory costs at a given stage.

18.  The method of claim 17, said inventory costs include a safety-
stock cost, said safety-stock cost being a cost associated with holding stock at

a stage to protect against variability.

19.  The method of claim 18, wherein said variability is variability

of demand at the stage.

20. The method of claim 19, wherein said variability of demand is

based on a forecast.

21.  The method of claim 18, wherein said safety-stock cost at each

stage is the product of an expected safety-stock cost at each stage, a holding
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cost rate, and a cumulative cost, said cumulative cost being the sum of said
monetary amounts of the preceding stages plus the monetary amount at a stage

associated with a corresponding option.

22.  The method of claim 21, wherein said expected safety-stock at
each stage is a maximum demand at each stage over an interval of time minus

an average demand over said interval of time.

23.  The method of claim 17, said inventory costs include a pipeline
stock cost for each stage, the pipeline stock cost being a cost associated with

stock undergoing said operation by the stage but not yet completed.

24.  The method of claim 23, wherein the pipeline stock cost at each
stage is a function of an expected pipeline stock at each stage multiplied by the

average cost of the product at a given stage.

25.  The method of claim 24, wherein the expected pipeline stock at
each stage is the product of an average demand and said amount of time

associated with a corresponding option.

26. The method of claim 14, wherein said total costs include a time-to-

market cost at each stage.

217. The method of claim 26, wherein said time-to-market cost at
each stage is the product of a weighted cost and a longest time path up to and

including said amount of time associated with an option at the given stage.

28.  The method of claim 14, said monetary amount includes at
least one of a direct material cost and a direct labor cost associated with

performing said function at said stage.
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29.  The method of claim 14, said amount of time includes at least
one of a processing time required to put an item in inventory and a

transportation time.

30.  The method of claim 1, said first cost is a monetary amount

associated with an option at a stage.

31. The method of claim 1, wherein said second cost is an amount

of time associated with an option at a stage.

32.  The method of claim 1, wherein each of said plurality of stages

represents an operation to be performed.

33. A method of claim 1, wherein said interconnected stages is a

production system.

34. A method of claim 33, wherein said production system is a

supply chain.

35. A method of claim 1, wherein said series of said stages includes

at least one of said plurality of stages.

36. A method of claim 35, wherein said at least one of said

plurality of said stages includes all of said stages.

37. A method of claim 1, wherein said total costs is the summation
of quantifiable characteristics, said summation of quantifiable characteristics

being a function of said data sets.
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38. A method of claim 37, wherein said summation of quantifiable
characteristics includes at least one of a manufacturing cost, inventory cost,

and time-to-market cost.

39. A method of claim 1, wherein said at least one data set includes

a plurality of data sets.

40. A computer-readable medium encoded with a program for a

computer, the program comprising:

receiving at least one data set for each of a plurality of
interconnected stages, each data set corresponding to an option at the
corresponding stage, each data set including a first cost and a second cost; and

determining, based upon said at least one data set, an optimum
series of options over a series of said stages by selecting a single option at
each stage in said series of said stages that minimizes the sum of total costs
over said series of said stages, wherein said total costs is a function of said at

least one data set.

41.  The computer-readable medium of claim 40, further
comprising:

transforming said series of said stages into a subgraph of numbered
nodes from 1 to N such that each node corresponds to a stage and each node,
except a last node N, has only one adjacent node to it that has a higher node
number, said one adjacent node having said higher node number being a

parent node.

42.  The computer-readable medium of claim 41, further
comprising:

proceeding in sequential order from node i = 1 to nodei=N-1,
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when the corresponding parent node for node i is downstream
thereof:

a) determining the summation of said total costs
contributed by node i as a function of first state variables to define first
node i costs, said first state variables being a function of said first cost

. and said second cost over said nodes;

b) minimizing the summation of said total costs for
the remainder of the system that is upstream of node i as a function of
said first state variables to define first upstream node i costs;

c) minimizing the summation of total costs of the
nodes that are downstream and adjacent of node i as a function of said
first state variables to define first downstream node i costs ;

d) summing the first node i costs, first upstream
node i costs, and first downstream node i costs to define first minimum
total costs for the subgraph rooted at node i;

e) minimizing the first minimum total costs for the
subgraph rooted at node i over each said option and over a first

parameter, said first parameter being one of said first state variables.

43.  The computer-readable medium of claim 42, further
comprising:
when the corresponding parent node for node i is upstream of
node i:

a) determining the summation said total costs
contributed by node i as a function of a plurality of second state
variables to define second node i costs, said second state variables
being a function of said first state variables;

b) minimizing the summation of said total costs for

the remainder of the system that is upstream of node i as a function of
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said plurality of second state variables to define second upstream node
1 costs;

c) minimizing the summation of said total costs for
the nodes that are downstream and adjacent of node i as a function of
said plurality of second state variable to define second downstream
node i costs;

d) summing the second node i costs, second
upstream node i costs, and second downstream node i costs to define a
second minimum total costs for the subgraph rooted at node i;

e) minimizing the second minimum total costs for
the subgraph rooted at node I over each said option and over a second
parameter, said second parameter being one of said second state

variables.

44.  The computer-readable medium of claim 43, further
comprising:
for the last node, at node i=N:

a) determining the summation of said total costs
contributed by node N as a function of said plurality of second state
variables to define node N costs;

b) minimizing the summation of said total costs for
the remainder of the system that is upstream of node N to define
upstream node N costs;

c) minimizing the summation of said total costs for
the nodes that are downstream and adjacent of node N as a function of
said plurality of second state variables to define downstream node N |
costs;

d) summing the node N costs, upstream node N
costs, and downstream node N costs to define third minimum total

costs for the subgraph rooted at node N;
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e) minimizing the third minimum total costs for the
subgraph rooted at node N over each said option and over said second

parameter.

45.  The computer-readable medium of claim 44, further
comprising:
selecting the option at each node that minimizes the sum of said

total costs for the subgraph rooted at each node over said nodes.

46.  The computer-readable medium of claim 44, wherein said
plurality of first state variables includes a cumulative first cost at a given node,
said cumulative first cost being the sum of said first costs of the preceding
nodes of at least one option plus the first cost at the given node associated with

a corresponding option.

47.  The computer-readable medium of claim 46, wherein said
plurality of first state variables includes an incoming service second cost at a
given node, said incoming service second cost being the second cost of an -

option that a preceding node quotes fulfillment to the given node.

48.  The computer-readable medium of claim 47, wherein said
plurality of first state variables includes a maximum second cost at node i, the
maximum second cost at node 1 being the maximum said second cost of said
nodes that directly feed into a given node plus said second cost associated with

a corresponding option.

49.  The computer-readable medium of claim 48, wherein said
plurality of first state variables includes an outgoing service second cost, said
outgoing service second cost being the second cost of an option that a given

node quotes fulfillment to a successive node.
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'50.  The computer-readable medium of claim 47, wherein said first

parameter is said incoming service second cost.

51.  The computer-readable medium of claim 50, wherein said
plurality of said second state variables include said first state variables having
added to each thereto a corresponding said first cost and said second cost of a

corresponding option.

52.  The computer-readable medium of claim 51, wherein said

second parameter is said outgoing service second cost.

53.  The computer-readable medium of claim 40, wherein

said interconnected stages is a supply chain;

each of said plurality of stages represents an operation to be
performed,

said first cost is a monetary amount associated with performing
said operation; and |

said second cost is an amount of time associated with

performing said operation.

54.  The computer-readable medium of claim 53, wherein said total

costs include manufacturing costs of a given stage.

55.  The computer-readable medium of claim 54, wherein said
manufacturing costs at each stage is the product of an average demand for a

product at a given stage and the monetary amount associated with each option.

56.  The computer-readable medium of claim 53, wherein said total

costs include inventory costs at a given stage.
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57.  The computer-readable medium of claim 56, said inventory
costs include a safety-stock cost, said safety-stock cost being a cost associated

with holding stock at a stage to protect against variability.

58.  The computer-readable medium of claim 57, wherein said

variability is variability of demand at the stage.

59. The computer-readable medium of claim 58, wherein said

variability of demand is based on a forecast.

60.  The computer-readable medium of claim 57, wherein said
safety-stock cost at each stage is the product of an expected safety-stock cost
at each stage, a holding cost rate, and a cumulative cost, said cumulative cost
being the sum of said monetary amounts of the preceding stages plus the

monetary amount at a stage associated with a corresponding option.

61.  The computer-readable medium of claim 60, wherein said
expected safety-stock at each stage is a maximum demand at each stage over

an interval of time minus an average demand over said interval of time.

62.  The computer-readable medium of claim 56, said inventory
costs include a pipeline stock cost for each stage, the pipeline stock cost being
a cost associated with stock undergoing said operation by the stage but not yet

completed.

63.  The method of claim 62, wherein the pipeline stock cost at each
stage is a function of an expected pipeline stock at each stage multiplied by the

average cost of the product at a given stage.
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64.  The computer-readable medium of claim 63, wherein the
expected pipeline stock at each stage is the product of an average demand and

said amount of time associated with a corresponding option.

65. The computer-readable medium of claim 53, wherein said total

costs include a time-to-market cost at each stage.

66.  The computer-readable medium of claim 65, wherein said time-
to-market cost at each stage is the product of a weighted cost and a longest
time path up to and including said amount of time associated with an option at

the given stage.

67.  The computer-readable medium of claim 53, said monetary
amount includes at least one of a direct material cost and a direct labor cost

associated with performing said function at said stage.

68.  The computer-readable medium of claim 53, said amount of
time includes at least one of a processing time required to put an item in

inventory and a transportation time.

69.  The computer-readable medium of claim 40, said first cost is a

monetary amount associated with an option at a stage.

70.  The computer-readable medium of claim 40, wherein said

second cost is an amount of time associated with an option at a stage.

71.  The computer-readable medium of claim 40, wherein each of

said plurality of stages represents an operation to be performed.
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72.  The computer-readable medium of claim 40, wherein said

interconnected stages is a production system.

73.  The computer-readable medium of claim 72, wherein said

production system is a supply chain.

74.  The computer-readable medium of claim 40, wherein said

series of said stages includes at least one of said plurality of stages.

75.  The computer-readable medium of claim 74, wherein said at

least one of said plurality of said stages includes all of said stages.

76.  The computer-readable medium of claim 40, wherein said total
costs is the summation of quantifiable characteristics, said summation of

quantifiable characteristics being a function of said data sets.

77.  The computer-readable medium of claim 76, wherein said
summation of quantifiable characteristics includes at least one of a

manufacturing cost, inventory cost, and time-to-market cost.

78.  The computer-readable medium of claim 40, wherein said at

least one data set includes a plurality of data sets.

79.  An apparatus, comprising:
a first computer including a receiving portion and a processing
portion, said receiving portion configured to receive at least one data set for

each of a plurality of interconnected stages, each data set corresponding to an
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option at the corresponding stage, each data set including a first cost and a
second cost; and

said processing portion is configured to determine, based upon
said at least one data set, an optimum series of options over a series of said
stages by selecting a single option at each stage in said series of said stages
that minimizes the sum of total costs over said series of said stages, wherein

said total costs is a function of said at least one data set.

80.  The apparatus of claim 79, further includes:

the processing portion being configured to transform said series of said
stages into a subgraph of numbered nodes from 1 to N such that each node
corresponds to a stage and each node, except a last node N, has only one
adjacent node to it that has a higher node number, said one adjacent node

having said higher node number being a parent node.

81.  The apparatus of claim 80, further includes:

the processing portion being configured to proceed in
sequential order from node i =1 to node i=N-1,

when the corresponding parent node for node i is downstream
thereof, the processing portion is configured to:

a) determine the summation of said total costs
contributed by node i as a function of first state variables to define first
node i costs, said first state variables being a function of said first cost
and said second cost over said nodes;

b) minimize the summation of said total costs for
the remainder of the system that is upstream of node i as a function of
said first state variables to define first upstream node i costs;

c) minimize the summation of total costs of the
nodes that are downstream and adjacent of node i as a function of said

first state variables to define first downstream node i costs ;
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d) sum the first node i costs, first upstream node i
costs, and first downstream node i costs to define first minimum total
costs for the subgraph rooted at node i;

e) minimize the first minimum total costs for the
subgraph rooted at node i over each said option and over a first

parameter, said first parameter being one of said first state variables.

82.  The apparatus of claim 81, further including:
when the corresponding parent node for node i is upstream of
node i, the processing portion is configured to:

a) determine the summation said total costs
contributed by node i as a function of a plurality of second state
variables to define second node i costs, said second state variables
being a function of said first state variables;

b) minimize the summation of said total costs for
the remainder of the system that is upstream of node i as a function of
said plurality of second state variables to define second upstream node
1 costs;

c) minimize the summation of said total costs for
the nodes that are downstream and édj acent of node i as a function of
said plurality of second state variable to define second downstream
node i costs;

(i) sum the second node i costs, second upstream
node 1 costs, and second downstream node i costs to define a second
minimum total costs for the subgraph rooted at node i;

e) minimize the second minimum total costs for the
subgraph rooted at node i over each said option and over a second
parameter, said second parameter being one of said second state

variables.
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83.  The apparatus of claim 82, further including:
for the last node, at node i=N, the processing portion is
configured to:

a) determine the summation of said total costs
contributed by node N as a function of said plurality of second state
variables to define node N costs;

b) minimize the summation of said total costs for
the remainder of the system that is upstream of node N to define
upstream node N costs;

c) minimize the summation of said total costs for
the nodes that are downstream and adjacent of node N as a function of
said plurality of second state variables to define downstream node N
costs;

d) sum the node N costs, upstream node N costs,
and downstream node N costs to define third minimum total costs for
the subgraph rooted at node N;

e) minimize the third minimum total costs for the
subgraph rooted at node N over each said option and over said second

parameter.

84.  The apparatus of claim 83, further including:
the processing portion being configured to select the option at
each node that minimizes the sum of said total costs for the subgraph

rooted at each node over said nodes.

85.  The apparatus of claim 83, wherein said plurality of first state
variables includes a cumulative first cost at a given node, said cumulative first
cost being the sum of said first costs of the preceding nodes of at least one
option plus the first cost at the given node associated with a corresponding

option.
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86.  The apparatus of claim 85, wherein said plurality of first state
variables includes an incoming service second cost at a given node, said
incoming service second cost being the second cost of an option that a

preceding node quotes fulfillment to the given node.

87.  The apparatus of claim 86, wherein said plurality of first state
variables includes a maximum second cost at node i, the maximum second
cost at node i being the maximum said second cost of said nodes that directly
feed mto a given node plus said second cost associated with a corresponding

option.

88.  The apparatus of claim 87, wherein said plurality of first state
variables includes an outgoing service second cost, said outgoing service
second cost being the second cost of an option that a given node quotes

fulfillment to a successive node.

89.  The method of claim 86, wherein said first parameter is said

incoming service second cost.

90.  The method of claim 89, wherein said plurality of said second
state variables include said first state variables having added to each thereto a

corresponding said first cost and said second cost of a corresponding option.

91.  The method of claim 90, wherein said second parameter is said

outgoing service second cost.

92.  The apparatus of claim 79, wherein

said interconnected stages is a supply chain;
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each of said plurality of stages represents an operation to be
performed,

said first cost is a monetary amount associated with performing
said operation; and

said second cost is an amount of time associated with

performing said operation.

93.  The apparatus of claim 92, wherein said total costs include

manufacturing costs of a given stage.

94.  The apparatus of claim 93, wherein said manufacturing costs at
each stage is the product of an average demand for a product at a given stage

and the monetary amount associated with each option.

95.  The apparatus of claim 92, wherein said total costs include

inventory costs at a given stage.

96.  The apparatus of claim 95, said inventory costs include a
safety-stock cost, said safety-stock cost being a cost associated with holding

stock at a stage to protect against variability.

97.  The apparatus of claim 96, wherein said variability is

variability of demand at the stage.

98. The apparatus of claim 97, wherein said variability of demand is

based on a forecast.

99.  The apparatus of claim 96, wherein said safety-stock cost at
each stage is the product of an expected safety-stock cost at each stage, a

holding cost rate, and a cumulative cost, said cumulative cost being the sum of
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said monetary amounts of the preceding stages plus the monetary amount at a

stage associated with a corresponding option.

100. The apparatus of claim 99, wherein said expected safety-stock
at each stage is a maximum demand at each stage over an interval of time

minus an average demand over said interval of time.

101.  The apparatus of claim 95, said inventory costs include a
pipeline stock cost for each stage, the pipeline stock cost being a cost
associated with stock undergoing said operation by the stage but not yet

completed.

102.  The apparatus of claim 101, wherein the pipeline stock cost at
each stage is a function of an expected pipeline stock at each stage multiplied

by the average cost of the product at a given stage.

103. The apparatus of claim 102, wherein the expected pipeline
stock at each stage is the product of an average demand and said amount of

time associated with a corresponding option.

104. The apparatus of claim 92, wherein said total costs include a

time-to-market cost at each stage.

105. The apparatus of claim 104, wherein said time-to-market cost at
each stage is the product of a weighted cost and a longest time path up to and

including said amount of time associated with an option at the given stage.

106. The apparatus of claim 92, said monetary amount includes at
least one of a direct material cost and a direct labor cost associated with

performing said function at said stage.
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107.  The apparatus of claim 92, said amount of time includes at least
one of a processing time required to put an item in inventory and a

transportation time.

108. The apparatus of claim 79, said first cost is a monetary amount

associated with an option at a stage.

109.  The apparatus of claim 79, wherein said second cost is an

amount of time associated with an option at a stage.

110. The apparatus of claim 79, wherein each of said plurality of

stages represents an operation to be performed.

111. The apparatus of claim 79, wherein said interconnected stages

is a production system.

112.  The apparatus of claim 111, wherein said production system is

a supply chain.

113.  The apparatus of claim 79, wherein said series of said stages

includes at least one of said plurality of stages.

114. The apparatus of claim 113, wherein said at least one of said

plurality of said stages includes all of said stages.

115.  The apparatus of claim 79, wherein said total costs is the
summation of quantifiable characteristics, said summation of quantifiable

characteristics being a function of said data sets.
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116. The apparatus of claim 115, wherein said summation of
quantifiable characteristics includes at least one of a manufacturing cost,

inventory cost, and time-to-market cost.

117. The apparatus of claim 79, wherein said at least one data set

includes a plurality of data sets.

118. A method, comprising:

representing, via a user interface of a given computer, each stage of
anetwork of interconnected stages using a stage symbol,

interconnecting the stage symbols with links to form a
representation of the network of interconnected stages, said links being
displayed on a display device, wherein each stage symbol is connected to at
least one other stage symbol by at least one link; and

determining, based upon information associated with a plurality of
options at each of said stages, an optimum series 6f options over a series of
said stages by selecting a single option at each stage in said series of said
stages that minimizes the sum of total costs over said series of said stages,

wherein said total costs is a function of said information.

119. The method of claim 118, further comprising:
obtaining said information associated with each option of a

corresponding stage.

120. The method of claim 119, wherein said information for each

option includes at least a first cost and a second cost.

121. The method of claim 120, wherein said information further

includes first data.
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122.  The method of claim 119, further comprising displaying, via

the user interface, said information of at least one of said stages.

123. The method of claim 119, wherein obtaining information

includes retrieving said information from a database.

124. The method of claim 123, wherein said information is
formatted in accordance with Extensible Markup Language (XML) in said

database.

125. The method of claim 123, wherein said database is stored in a

memory of said given computer.

126. The method of claim 119, wherein said obtaining information
further includes accepting said information from a data entry device in

conjunction with said user interface.

127. The method of claim 123, wherein the method further
comprises maintaining, using said database, one or more chain versions for

each said network of interconnected stages.

128. The method of claim 127, wherein the method further
comprises controlling user access to each said chain version according to a

level of access associated with each of one or more users.

129. The method of claim 127, wherein the method further
comprises displaying, via the user interface, a chain status for each said chain

version indicating whether or not the chain version is available for editing.
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130. The method of claim 123, wherein said database is stored in a
second memory of a second computer, and wherein retrieving said information
includes:

transmitting, through a network, said information from said second

computer to said first computer.

131. The method of claim 130, wherein said network includes at

least one of a public switched telephone network, an Internet, and an Intranet.

132.  The method of claim 130, wherein said information of said

database is accessible by a second user.

133. The method of claim 132, wherein said second user is affiliated

with at least one stage of the system.

134. The method of claim 133, wherein said accessible information

is readable by said second user.

135. The method of claim 134, wherein said accessible information
is modifiable by said second user, and when modified defines modified
information, the accessibility of said information being determined by said

first data.

136.  The method of claim 134, wherein only said information

associated with said at least one stage is modifiable by said second user.

137.  The method of claim 136, wherein only at least one of said first
cost, said second cost, and said third information of a corresponding option is

modifiable by said second user.
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138.  The method of claim 136, wherein obtaining information
further includes:

transmitting, through said network, said modified information from
said second computer to said first computer; and

replacing, in said database, said information associated with a stage

with said modified information.

139. The method of claim 120, wherein said interconnected stages is a
supply chain; each of said plurality of stages represents an operation to be
performed; said first cost is a monetary amount associated with performing
said operation; and said second cost is an amount of time associated with

performing said operation.

140. The method of claim 139, wherein said total cost includes at
least one of a manufacturing cost, an inventory cost, and a time-to-market

cost.

141. The method of claim 140, further comprising:
displaying, via the user interface, a portion of said optimum

series of options.

142. The method of claim 141, wherein a portion of said optimum
series of options includes at least one of a total of said manufacturing cost,
said inventory cost, and said time-to-market cost for a user selected stage of

the system.

143.  The method of claim 118, wherein said series of said stages
includes at least one user selected stage of the system, wherein said user
selects, via the user interface, at least one specific stage to be included in the

system when determining said optimum series of options.
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144. The method of claim 118, wherein said series of said stages

includes all stages of the system.

145. The method of claim 118, wherein said optimal series of
options includes a user selected option at a corresponding stage, said user

selected option being selected by the user via the user interface.

146. The method of claim 141, wherein displaying results includes:

generating, upon a user request, a comparison report showing said total
costs for all stages for said optimum series of options and total costs for
another series of options, said another series of options including a user
selected option at a corresponding stage, said user selected option being

selected by the user via the user interface.

147. The method of claim 120, further including:

inputting, via the user interface, a range for at least one of said first
cost and said second cost for at least one of said options, and

displaying the totals costs for said optimum series of options as a
function of said range, said displaying includes at least one of a tabular format

and a graphical format.

148. The method of claim 120, further including:

calculating, upon user request, financial metrics for said optimum
series of options for said interconnected system;

calculating, upon user request, said financial metrics for at least one
other series of options for said interconnected system; and

displaying, via the user interface, the financial metrics for said

optimum series of options and said at least one other series of options in the
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form of a profit/loss comparison report, said displaying including at least a

tabular format.

149. The method of claim 139, further including:
displaying, upon user request, a cost breakout report showing
said inventory cost and said manufacturing cost for a portion of said optimum
series of options, said portion corresponding to one or more of said stages
selected by the user via the user interface, said displaying including at least a

tabular format.

150. The method of claim 139, further including;:
displaying, upon user request, an inventory report showing an
inventory level associated with said optimum series of options, said displaying

including at least a tabular format.

151. The method of claim 150, further including:

displaying, upon user request, an inventory by cause report showing
for each said inventory level detailed analysis information, said detailed
analysis information including at least one of batching, early arrivals, demand
uncertainty, and stage time uncertainty, said displaying including at least a

tabular format.

152.  The method of claim 120, further including:

displaying, upon user request, said information selected and presented
in a user specified arrangement in the form of an ad hoc report, said
arrangement selected by the user via the user interface, said displaying

including at least a tabular format.

153. The method of claim 120, wherein said cost is a monetary cost

associated with an option.
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154.  The method of claim 120, wherein said time is an amount of

time associated with an option.

155. The method of claim 118, wherein each of said plurality of

stages represents an operation to be performed.

156. The method of claim 118, wherein said total costs is the
summation of quantifiable characteristics, said summation of quantifiable

characteristics being a function of said information.

157. The method of claim 156, wherein said summation of
quantifiable characteristics includes at least one of a manufacturing cost,

inventory cost, and time-to-market cost.

158.  The method of claim 118, wherein said stage symbol include at
least one of a first shape and a second shape, each of said shapes signifying at

least one specific function to be performed at said stage.

159. The method of claim 158, wherein said at least one of said first
and said second shapes is colored by at least one of a user defined color and a

default color.

160. The method of claim 158, wherein said stage symbol includes

at least one user defined icon.

161. The method of claim 160, wherein said at least one user defined
icon is user selected, via the user interface, from among a plurality of existent

icons.
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162. The method of claim 118, wherein said user interface is

presented by a web browser.

163. The method of claim 118, wherein at least one of said stages is

user defined based upon commands of said user.

164. The method of claim 163, wherein said representing further
includes:
positioning, using said user interface, each of said stage symbols

within a chain modeling space.

165. A computer-readable medium encoded with a program for a
computer, the program comprising:

representing, via a user interface of a given computer, each stage of
anetwork of interconnected stages using a stage symbol;

Interconnecting the stage symbols with links to form a
representation of the network of interconnected stages, said links being
displayed on a display device, wherein eéch stage symbol is connected to at
least one other stage symbol by at least one link; and

determining, based upon information associated with a plurality of |
options at each of said stages, an optimum series of options over a series of
said stages by selecting a single option at each stage in said series of said
stages that minimizes the sum of total costs over said series of said stages,

wherein said total costs is a function of said information.

166. The computer-readable medium of claim 165, further
comprising:
obtaining said information associated with each option of a

corresponding stage.
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167.  The computer-readable medium of claim 166, wherein said

information for each option includes at least a first cost and a second cost.

168. The computer-readable medium of claim 167, wherein said

information further includes first data.

169. The computer-readable medium of claim 166, further
comprising displaying, via the user interface, said information of at least one

of said stages.

170.  The computer-readable medium of claim 166, wherein

obtaining information includes retrieving said information from a database.

171.  The computer-readable medium of claim 170, wherein said
information is formatted in accordance with Extensible Markup Language

(XML) in said database.

172.  The computer-readable medium of claim 170, wherein said

database is stored in a memory of said given computer.

173.  The computer-readable medium of claim 166, wherein said
obtaining information further includes accepting said information from a data

entry device in conjunction with said user interface.

174. The computer-readable medium of claim 170, further
comprising: maintaining, using said database, one or more chain versions for

each said network of interconnected stages.
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175.  The computer-readable medium of claim 174, further
comprising controlling user access to each said chain version according to a

level of access associated with each of one or more users.

176. The computer-readable medium of claim 174, further
comprising displaying, via the user interface, a chain status for each said chain

version indicating whether or not the chain version is available for editing.

177.  The computer-readable medium of claim 170, wherein said
database is stored in a second memory of a second computer, and wherein
retrieving said information includes:

transmitting, through a network, said information from said second

computer to said first computer.

178.  The computer-readable medium of claim 177, wherein said
network includes at least one of a public switched telephone network, an

Internet, and an Intranet.

179.  The computer-readable medium of claim 177, wherein said

information of said database is accessible by a second user.

180. The computer-readable medium of claim 179, wherein said

second user is affiliated with at least one stage of the system.

181.  The computer-readable medium of claim 180, wherein said

accessible information is readable by said second user.

182.  The computer-readable medium of claim 181, wherein said

accessible information is modifiable by said second user, and when modified
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defines modified information, the accessibility of said information being

determined by said first data.

183.  The computer-readable medium of claim 181, wherein only
said information associated with said at least one stage is modifiable by said

second user.

184. The computer-readable medium of claim 183, wherein only at
least one of said first cost, said second cost, and said first data of a

corresponding option is modifiable by said second user.

185. The computer-readable medium of claim 183, wherein
obtaining information further includes:

transmitting, through said network, said modified information from
said second computer to said first computer; and

replacing, in said database, said information associated with a stage

with said modified information.

186. The computer-readable medium of claim 167, wherein said
interconnected stages is a supply chain; each of said plurality of stages
represents an operation to be performed; said first cost is a monetary amount
associated with performing said operation; and said second cost is an amount

of time associated with performing said operation.

187. The computer-readable medium of claim 186, wherein said
total cost includes at least one of a manufacturing cost, an inventory cost, and

a time-to-market cost.
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188. The computer-readable medium of claim 187, further
comprising:
displaying, via the user interface, a portion of said optimum

series of options.

189.  The computer-readable medium of claim 188, wherein a
portion of said optimum series of options includes at least one of a total of said
manufacfuring cost, said inventory cost, and said time-to-market cost for a

user selected stage of the system.

190. The computer-readable medium of claim 165, wherein said
series of said stages includes at least one user selected stage of the system,
wherein said user selects, via the user interface, at least one specific stage to

be included in the system when determining said optimum series of options.

191. The computer-readable medium of claim 165, wherein said

series of said stages includes all stages of the system.

192. The computer-readable medium of claim 165, wherein said
optimal series of options includes a user selected option at a corresponding
stage, said user selected option being selected by the user via the user

interface.

193. The computer-readable medium of claim 188, wherein
displaying results includes:

generating, upon a user request, a comparison report showing said total
costs for all stages for said optimum series of options and total costs for

another series of options, said another series of options including a user
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selected option at a corresponding stage, said user selected option being

selected by the user via the user interface.

194. The computer-readable medium of claim 167, further
including:

inputting, via the user interface, a range for at least one of said first
cost and said second cost for at least one of said options, and

displaying the totals costs for said optimum series of options as a
function of said range, said displaying includes at least one of a tabular format

and a graphical format.

195. The computer-readable medium of claim 167, further
including:

calculating, upon user request, financial metrics for said optimum
series of options for said interconnected system;

calculating, upon user request, said financial metrics for at least one
other series of options for said interconnected system; and

displaying, via the user interface, the financial metrics for said
optimum series of options and said at least one other series of options in the
form of a profit/loss comparison report, said displaying including at least a

tabular format.

196. The computer-readable medium of claim 186, further
including:
displaying, upon user request, a cost breakout report showing
said inventory cost and said manufacturing cost for a portion of said optimum
series of options, said portion corresponding to one or more of said stages
selected by the user via the user interface, said displaying including at least a

tabular format,
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197. The computer-readable medium of claim 186, further
including:

displaying, upon user request, an inventory report showing an
inventory level associated with said optimum series of options, said displaying

including at least a tabular format.

198. The computer-readable medium of claim 197, further
including:

displaying, upon user request, an inventory by cause report showing
for each said mventory level detailed analysis information, said detailed
analysis information including at least one of batching, early arrivals, demand
uncertainty, and stage time uncertainty, said displaying including at least a

tabular format.

199.  The computer-readable medium of claim 167, further
including:

displaying, upon user request, said information selected and presented
in a user specified arrangement in the form of an ad hoc report, said
arrangement selected by the user via the user interface, said displaying

including at least a tabular format.

200. The computer-readable medium of claim 167, wherein said cost

1s a monetary cost associated with an option.

201. The computer-readable medium of claim 167, wherein said

time is an amount of time associated with an option.

202. The computer-readable medium of claim 165, wherein each of

said plurality of stages represents an operation to be performed.
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203. The computer-readable medium of claim 165, wherein said
total costs is the summation of quantifiable characteristics, said summation of

quantifiable characteristics being a function of said information.

204. The computer-readable medium of claim 203, wherein said
summation of quantifiable characteristics includes at least one of a

manufacturing cost, inventory cost, and time-to-market cost.

205. The computer-readable medium of claim 165, wherein said
stage symbol include at least one of a first shape and a second shape, each of
said shapes signifying at least one specific function to be performed at said

stage.

206. The computer-readable medium of claim 205, wherein said at
least one of said first and said second shapes is colored by at least one of a

user defined color and a default color.

207. The computer-readable medium of claim 205, wherein said

stage symbol includes at least one user defined icon.

208. The computer-readable medium of claim 207, wherein said at
least one user defined icon is user selected, via the user interface, from among

a plurality of existent icons.

209. The computer-readable medium of claim 165, wherein said

user interface is presented by a web browser.

210.  The computer-readable medium of claim 165, wherein at least

one of said stages is user defined based upon commands of said user.
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211. The computer-readable medium of claim 210, wherein said
representing further includes:
positioning, using said user interface, each of said stage symbols

within a modeling space.

212.  An apparatus, comprising:
a first computer including a processor and a memory; and
a display device operatively connected to and responsive to the
first computer;
wherein the processor is configured to:
represent each stage of a network of interconnected
stages using a stage symbol,
interconnect each of said stage symbols with links to
form a representation of the network of interconnected stages, the links being
displayed via the user interface, each stage symbol being connected to at least
one other stage symbol by at least one link, and
determine, based upon information associated with a
plurality of options at each of said stages, an optimum series of options over a
series of said stages by selecting a single option at each stage in said series of
said stages that minimizes the sum of total costs over said series of said stages,

wherein said total costs is a function of said infonnation.

213.  The apparatus of claim 212, wherein the processor is further
configured to:
obtain said information associated with each option of a corresponding

stage.

214. The apparatus of claim 213, wherein said information for each

option includes at least a first cost and a second cost.
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215.  The apparatus of claim 214, wherein said information further

includes first data.

216.  The apparatus of claim 213, wherein the processor is further
configured to:
display, via the user interface, said information of at least one of said

stages.

217.  The apparatus of claim 213, wherein the processor is further
configured to:

obtain said information by retrieving said information from a database.

218.  The apparatus of claim 217, wherein said information is
formatted in accordance with Extensible Markup Language (XML) in said

database.

219. The apparatus of claim 217, wherein said database is stored in

said memory of said first computer.

220. The apparatus of claim 213, wherein the processor is further
configured to obtain said information by accepting said information from a

data entry device in conjunction with said user interface.

221. The apparatus of claim 217, wherein the processor is further
configured to: maintain, using said database, one or more chain versions for

each said network of interconnected stages.

222. The apparatus of claim 221, wherein the processor is further
configured to: control user access to each said chain version according to a

level of access associated with each of one or more users.
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223. The apparatus of claim 224, wherein the processor is further
configured to: display, via the user interface, a chain status for each said chain

version indicating whether or not the chain version is available for editing.

224,  The apparatus of claim 217, wherein said database is stored in a
second memory of a second computer, and wherein the processor of said first
computer is further configured to retrieve said information from said database

by receiving said information from said second computer through a network.

225. The apparatus of claim 224, wherein said network includes at

least one of a public switched telephone network, an Internet, and an Intranet.

226. The apparatus of claim 224, wherein said information of said

database is accessible by a second user.

227. The apparatus of claim 226, wherein said second user is

affiliated with at least one stage of the system.

228. The apparatus of claim 227, wherein said accessible

information is readable by said second user.

229. The apparatus of claim 228, wherein said accessible
information is modifiable by said second user, and when modified defines
modified information, the accessibility of said information being determined

by said first data.

230. The apparatus of claim 228, wherein only said information

associated with said at least one stage is modifiable by said second user.
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231.  The apparatus of claim 230, wherein only at least one of said
first cost, said second cost, and said third information of a corresponding

option is modifiable by said second user.

232.  The apparatus of claim 230, wherein the processor is further
configured to obtain said information by:

receiving, through said network, said modified information transmitted
from said second computer to said first computer; and

replacing, in said database, said information associated with a stage

with said modified information.

233. The apparatus of claim 214, wherein said interconnected stages is
a supply chain; each of said plurality of stages represents an operation to be
performed; said first cost is a monetary amount associated with performing
said operation; and said second cost is an amount of time associated with

performing said operation.

234. The apparatus of claim 233, wherein said total cost includes at
least one of a manufacturing cost, an inventory cost, and a time-to-market

cost.

235.  The apparatus of claim 234, wherein the processor is further
configured to:
display, via the user interface, a portion of said optimum series of

options.

236.  The apparatus of claim 235, wherein a portion of said optimum
series of options includes at least one of a total of said manufacturing cost,
said inventory cost, and said time-to-market cost for a user selected stage of

the system.
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237. The apparatus of claim 212, wherein said series of said stages
includes at least one user selected stage of the system, wherein said user
selects, via the user interface, at least one specific stage to be included in the

system when determining said optimum series of options.

238. The apparatus of claim 212, wherein said series of said stages

includes all stages of the system.

239.  The apparatus of claim 212, wherein said optimal series of
options includes a user selected option at a corresponding stage, said user

selected option being selected by the user via the user interface.

240. The apparatus of claim 235, wherein the processor is further
configured to:

generate, upon a user request, a comparison report showing said total
costs for all stages for said optimum series of options and total costs for
another series of options, said another series of options including a user
selected option at a corresponding stage, said user selected option being

selected by the user via the user interface.

241. The apparatus of claim 214, wherein the processor is further
configured to:

accept, via the user interface, an input of a range for at least one of said
first cost and said second cost for at least one of said options, and

display the totals costs for said optimum series of options as a function
of said range, wherein said display includes at least one of a tabular format

and a graphical format.
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242. The apparatus of claim 214, wherein the processor is further
configured to:

calculate, upon user request, financial metrics for said optimum series
of options for said interconnected system;

calculate, upon user request, said financial metrics for at least one
other series of options for said interconnected system; and

display, via the user interface, the financial metrics for said optimum
series of options and said at least one other series of options in the form of a

profit/loss comparison report, said display including at least a tabular format.

243. The apparatus of claim 233, wherein the processor is further
configured to:

display, upon user request, a cost breakout report showing said
inventory cost and said manufacturing cost for a portion of said optimum
series of options, said portion corresponding to one or more of said stages
selected by the user via the user interface, said display including at least a

tabular format.

244. The apparatus of claim 233, wherein the processor is further
configured to:

display, upon user request, an inventory report showing an inventory
level associated with said optimum series of options, said display including at

least a tabular format.

245. The apparatus of claim 244, wherein the processor is further
configured to:

display, upon user request, an inventory by cause report showing for
each said inventory level detailed analysis information, said detailed analysis

information including at least one of batching, early arrivals, demand
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uncertainty, and stage time uncertainty, said display including at least a tabular

format.

246. The apparatus of claim 214, wherein the processor is further
configured to:

display, upon user request, said information selected and presented in a
user specified arrangement in the form of an ad hoc report, said arrangement
selected by the user via the user interface, said display including at least a

tabular format.

247. The apparatus of claim 214, wherein said cost is a monetary

cost associated with an option.

248. The apparatus of claim 214, wherein said time is an amount of

time associated with an option.

249.  The apparatus of claim 212, wherein each of said plurality of

stages represents an operation to be performed.

250. The apparatus of claim 212, wherein said total costs is the
summation of quantifiable characteristics, said summation of quantifiable

characteristics being a function of said information.

251. The apparatus of claim 250, wherein said summation of
quantifiable characteristics includes at least one of a manufacturing cost,

inventory cost, and time-to-market cost.

252.  The apparatus of claim 212, wherein said stage symbol include
at least one of a first shape and a second shape, each of said shapes signifying

at least one specific function to be performed at said stage.
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253. The apparatus of claim 252, wherein said at least one of said
first and said second shapes is colored by at least one of a user defined color

and a default color.

254. The apparatus of claim 252, wherein said stage symbol includes

at least one user defined icon.

255. The apparatus of claim 254, wherein said at least one user
defined icon is user selected, via the user interface, from among a plurality of

existent icons.

256. The apparatus of claim 212, wherein said user interface is

presented by a web browser.

257. The apparatus of claim 212, wherein at least one of said stages

is user defined based upon commands of said user.

258.  The apparatus of claim 257, wherein said visual presentation

display further includes a chain modeling space.

259. A method, comprising:

receiving information corresponding to each of a plurality of
components used in a product, said information including first data and second
data, wherein said first data is a quantifiable attribute of interest and said
second data is an availability of each component in each of a plurality of time
periods;

determining, based upon said information, corresponding functionality

requirements that each component must provide over each of a series of said
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periods that the corresponding component is incorporated into said product;
and

determining the optimal set of components to be used in said product
over a series of said periods that minimizes a cost functional subject to
satisfying at least one of said second data and said functionality requirements
over said series of said periods, wherein said cost functional includes the sum
of at least one of a development costs and a manufacturing costs of said

product over said series of said periods.

260. The method of claim 259, wherein at least one of said
functionality requirements is that a performance level value of a component
must be at least a performance requirement value of said component in each
period, wherein

said performance level value being an index value
corresponding to each component in each of said periods, said index value
being a function of said second data;

said performance fequirement value being a desired index value

for each component in each of said periods.

261. The method of claim 260, wherein determining said
functionality requirements includes determining said performance requirement

value and said performance level value for each component in each period.

262. The method of claim 261, wherein determining said
performance level value is determined from a first predefined function, said

first predefined function being a function of said second data.

263. The method of claim 261, wherein the performance

requirement value is determined from a second predefined function.
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264. The method of claim 263, wherein said second predefined

function is a function of a random variable.

265. The method of claim 263, wherein said second predefined

function is deterministic.

266. The method of claim 260, wherein said manufacturing costs is
a product of a first quantity, a second quantity, and a third quantity, wherein
said first quantity is a discount rate of each component in each
period,
said second quantity is an initial unit cost of each component in
each period,
said third quantity is the number of components incorporated

into said product in each period.

267. The method of claim 266, wherein said number of components
used in each period is a difference between a fourth quantity and a fifth
quantity, wherein

said fourth quantity is a demand for each component in each
period; and
said fifth quantity is a quantity of recycled components

available to satisfy said demand in each period.

268. The method of claim 267, wherein said demand for each

component in each period is a predefined, deterministic value.

269. The method of claim 267, wherein the said number of recycled
components available to satisfy said demand is the summation of the product
of the number of components used in a given period and said demand for a

given period.
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270. the method of claim 266, wherein said discount rate is the sum

of time dependent discounts and volume dependent discounts.

271.  the method of claim 270, wherein said time dependent
discounts is the product of the number of periods a component is used and a
time-dependent discount value, the time-dependent discount value being a

price reduction received in each period the component is produced.

272. the method of claim 270, wherein said volume dependent
discounts 1s the product of a cumulative production of a component up to a
given period, a volume-dependent discount for each component, and a volume

discount step for each component.

273. The method of claim 272, wherein said cumulative production
up to a given period is the demand of a preceding period minus the number of
recycled components used in the preceding period plus a cumulative

production of a preceding period.

274. The method of claim 270, wherein each of said time-dependent
discount, said volume-dependent discount, and said volume discount step size

are component specific, predefined constants in each period.

275. The method of claim 266, wherein said initial unit cost of each
component in each period includes at least one of the cost to transform raw

material into a completed component and the procurement of the raw material.

276. The method of claim 267, wherein said cost functional further

includes a remanufacturing cost, the remanufacturing cost being the product of
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a cost of remanufacturing a recycled component and said quantity of recycled

components.

277. The method of claim 260, further comprising:

proceeding in sequential order from the last period N of said
series of periods to the first period 1 of said series of periods, and at
each period:

determining said cost functional at each period to define given
period costs;

determining said cost functional at each period from said given
period to the last period for each of said components to define feasible
period costs; and

minimizing the sum of said given period costs and said feasible
period costs over said series of periods subject to satisfying said
second data and said functionality requirements over said series of said

periods.

278. The method of claim 260, wherein said cost functional further
includes a per period penalty cost, said per period penalty cost being a cost
incurred when said performance level value in a given period for a given
component deviates from the performance requirement value in the given

period for the given component.

279. The method of claim 278, further comprising:

proceeding in sequential order from the last period N of said
series of periods to the first period 1 of said series of periods, and at
each period:

determining said cost functional for each of said components at

each period to define second feasible period costs;
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minimizing said second feasible period costs over said series of
periods subject to satisfying said second data over said series of said

periods.

280. The method of claim 278, wherein said per period penalty cost
is the square of the difference between said performance level value in a given
period for a given component and said performance requirement value in the

given for the given component, multiplied by a period dependent constant.

281. The method of claim 259, wherein said development cost is the
cost incurred as result of using a component in a given period that differs from

a corresponding component used in the previous period.

282. The method of claim 259, wherein said series of said periods

includes all of said plurality of periods.

283. A computer-readable medium encoded with a program for a
computer, the program comprising:

receiving information corresponding to each of a plurality of
components used in a product, said information including first data and second
data, wherein said first data is a quantifiable attribute of interest and said
second data is an availability of each component in each of a plurality of time
periods;

determining, based upon said information, corresponding functionality
requirements that each component must provide over each of a series of said
periods that the corresponding component is incorporated into said product;
and

determining the optimal set of components to be used in said product
over a series of said periods that minimizes a cost functional subject to

satisfying at least one of said second data and said functionality requirements
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over said series of said periods, wherein said cost functional includes the sum
of at least one of a development costs and a manufacturing costs of said

product over said series of said periods.

284. The computer-readable medium of claim 283, wherein at least

one of said functionality requirements is that a performance level value of a
component must be at least a performance requirement value of said
component in each period, wherein

said performance level value being an index value
corresponding to each component in each of said periods, said index value
being a function of said second data;

said performance requirement value being a desired index value

for each component in each of said periods.

285. The computer-readable medium of claim 284, wherein
determining said functionality requirements includes determining said
performance requirement value and said performance level value for each

component in each period.

286. The computer-readable medium of claim 285, wherein
determining said performance level value is determined from a first predefined

function, said first predefined function being a function of said second data.

287. The computer-readable medium of claim 285, wherein the
performance requirement value is determined from a second predefined

function.

288.  The computer-readable medium of claim 287, wherein said

second predefined function is a function of a random variable.
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289. The computer-readable medium of claim 287, wherein said

second predefined function is deterministic.

290. The computer-readable medium of claim 284, wherein said

manufacturing costs is a product of a first quantity, a second quantity, and a

third quantity, wherein

said first quantity is a discount rate of each component in each
period,

said second quantity is an initial unit cost of each component in
each period,

said third quantity is the number of components incorporated

into said product in each period.

291. The computer-readable medium of claim 290, wherein said
number of components used in each period is a difference between a fourth
quantity and a fifth quantity, wherein

said fourth quantity is a demand for each component in each
period; and
said fifth quantity is a quantity of recycled components

available to satisfy said demand in each period.

292.  The computer-readable medium of claim 291, wherein said
demand for each component in each period is a predefined, deterministic

value.

293.  The computer-readable medium of claim 291, wherein the said
number of recycled components available to satisfy said demand is the
summation of the product of the number of components used in a given period

and said demand for a given period.
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294, The computer-readable medium of claim 290, wherein said
discount rate is the sum of time dependent discounts and volume dependent

discounts.

295. The computer-readable medium of claim 294, wherein said
time dependent discounts is the product of the number of periods a component
is used and a time-dependent discount value, the time-dependent discount
value being a price reduction received in each period the component is

produced.

296. The computer-readable medium of claim 294, wherein said
volume dependent discounts is the product of a cumulative production of a
component up to a given period, a volume-dependent discount for each

component, and a volume discount step for each component.

297. The computer-readable medium of claim 296, wherein said
cumulative production up to a given period is the demand of a preceding
period minus the number of recycled components used in the preceding period

plus a cumulative production of a preceding period.

298. The computer-readable medium of claim 294, wherein each of
said time-dependent discount, said volume-dependent discount, and said
volume discount step size are component specific, predefined constants in

each period.

299. The computer-readable medium of claim 290, wherein said
initial unit cost of each component in each period includes at least one of the
cost to transform raw material into a completed component and the

procurement of the raw material.
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300. The computer-readable medium of claim 291, wherein said cost
functional further includes a remanufacturing cost, the remanufacturing cost
being the product of a cost of remanufacturing a recycled component and said

quantity of recycled components.

301. The computer-readable medium of claim 284, further
comprising:

proceeding in sequential order from the last period N of said
series of periods to the first period 1 of said series of periods, and at
each period:

determining said cost functional at each period to define given
period costs;

determining said cost functional at each period from said given
period to the last period for each of said components to define feasible
period costs; and

minimizing the sum of said given period costs and said feasible
period costs over said series of periods subject to satisfying said
second data and said functionality requirements over said series of said

periods.

302. The computer-readable medium of claim 284, wherein said cost
functional further includes a per period penalty cost, said per period penalty
cost being a cost incurred when said performance level value in a given period
for a given component deviates from the performance requirement value in the

given period for the given component.

303. The computer-readable medium of claim 302, further

comprising:
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proceeding in sequential order from the last period N of said
series of periods to the first period 1 of said series of periods, and at
each period: '

determining said cost functional for each of said components at
each period to define second feasible period costs; and

minimizing said second feasible period costs over said series of
periods subject to satisfying said second data over said series of said

periods.

304. The computer-readable medium of claim 302, wherein said per
period penalty cost is the square of the difference between said performance
level value in a given period for a given component and said performance
requirement value in the given for the given component, multiplied by a

period dependent constant.

305. The computer-readable medium of claim 283, wherein said
development cost is the cost incurred as result of using a component in a given
period that differs from a corresponding component used in the previous

period.

306. The computer-readable medium of claim 283, wherein said

series of said periods includes all of said plurality of periods.

307. An apparatus, comprising:

a computer including a receiving portion and a processing
portion, said receiving portion configured to receive information
corresponding to each of a plurality of components used in a product, said
information including first data and second data, wherein said first data is a
quantifiable attribute of interest and said second data is an availability of each

component in each of a plurality of time periods;
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said processing portion being configured to determine, based upon said
information, corresponding functionality requirements that each component
must provide over each of a series of said periods that the corresponding
component is incorporated into said product; and

said processing portion being configured to determine the optimal set
of components to be used in said product over a series of said periods that
minimizes a cost functional subject to satisfying at least one of said second
data and said functionality requirements over said series of said periods,
wherein said cost functional includes the sum of at least one of a development
costs and a manufacturing costs of said product over said series of said

periods.

308. The apparatus of claim 307, wherein at least one of said
functionality requirements is that a performance level value of a component
must be at least a performance requirement value of said component in each
period, wherein

said performance level value being an index value
corresponding to each component in each of said periods, said index value
being a function of said second data;

said performance requirement value being a desired index value

for each component in each of said periods.

309. The apparatus of claim 308, wherein determining said
functionality requirements includes said processing portion being configured
to determine said performance requirement value and said performance level

value for each component in each period.

310. The apparatus of claim 309, wherein said processing portion is
configured determine said performance level value from a first predefined

function, said first predefined function being a function of said second data.
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311. The apparatus of claim 309, wherein the processing portion is
configured to determine the performance requirement value is from a second

predefined function.

312. The apparatus of claim 311, wherein said second predefined

function is a function of a random variable.

313. The apparatus of claim 311, wherein said second predefined

function is deterministic.

314.  The apparatus of claim 308, wherein said manufacturing costs

includes a product of a first quantity, a second quantity, and a third quantity,

wherein

said first quantity is a discount rate of each component in each
period,

said second quantity is an initial unit cost of each component in
each period,

said third quantity is the number of components incorporated

into said product in each period.

315. The apparatus of claim 314, wherein said number of
components used in each period is a difference between a fourth quantity and
a fifth quantity, wherein

said fourth quantity is a demand for each component in each
period; and
said fifth quantity is a quantity of recycled components

available to satisfy said demand in each period.



WO 02/29608 PCT/US01/31223

207

316. The apparatus of claim 315, wherein said demand for each

component in each period is a predefined, deterministic value.

317. The apparatus of claim 315, wherein the said number of
recycled components available to satisfy said demand is the summation of the
product of the number of components used in a given period and said demand

for a given period.

318. The apparatus of claim 314, wherein said discount rate is the

sum of time dependent discounts and volume dependent discounts.

319. The apparatus of claim 318, wherein said time dependent
discounts is the product of the number of periods a component is used and a
time-dependent discount value, the time-dependent discount value being a

price reduction received in each period the component is produced.

320. The apparatus of claim 318, wherein said volume dependent
discounts is the product of a cumulative production of a component up to a
given period, a volume-dependent discount for each component, and a volume

discount step for each component.

321. The apparatus of claim 320, wherein said cumulative
production up to a given period is the demand of a preceding period minus the
number of recycled components used in the preceding period plus a

cumulative production of a preceding period.

322. The apparatus of claim 318, wherein each of said time-
dependent discount, said volume-dependent discount, and said volume

discount step size are component specific, predefined constants in each period.
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323.  The apparatus of claim 314, wherein said initial unit cost of
each component in each period includes at least one of the cost to transform
raw material into a completed component and the procurement of the raw

material.

324. The apparatus of claim 315, wherein said cost functional
further includes a remanufacturing cost, the remanufacturing cost being the
product of a cost of remanufacturing a recycled component and said quantity

of recycled components.

325. The apparatus of claim 308, further comprising:

the processing portion being configured to proceed in
sequential order from the last period N of said series of periods to the
first period 1 of said series of periods, and at each period the
processing portion being configured to:

determine said cost functional at each period to define given
period costs;

determine said cost functional at each period from said given
period to the last period for each of said components to define feasible
period costs; and

minimize the sum of said given period costs and said feasible
period costs over said series of periods subject to satisfying said
second data and said functionality requirements over said series of said

periods.

326. The apparatus of claim 308, wherein said cost functional
further includes a per period penalty cost, said per period penalty cost being a
cost incurred when said performance level value in a given period for a given
component deviates from the performance requirement value in the given

period for the given component.
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327. The apparatus of claim 326, further comprising;

the processing portion being configured to proceed in
sequential order from the last period N of said series of periods to the
first period 1 of said series of periods, and at each period the
processing portion being configured to:

determine said cost functional for each of said components at
each period to define second feasible period costs;

minimize said second feasible period costs over said series of
periods subject to satisfying said second data over said series of said

periods.

328. The apparatus of claim 326, wherein said per period penalty
cost is the square of the difference between said performance level value in a
given period for a given component and said performance requirement value
in the given for the given component, multiplied by a period dependent

constant.

329. The apparatus of claim 307, wherein said development cost is
the cost incurred as result of using a component in a given period that differs

from a corresponding component used in the previous period.

330. The apparatus of claim 307, wherein said series of said periods

includes all of said plurality of periods.



WO 02/29608 PCT/US01/31223

1/42

(STAGE 4)

(STAGE 3)

10

FIG. 1

(STAGE 2)

14 20

(STAGE 1)

SUBSTITUTE SHEET (RULE 26)



PCT/US01/31223

WO 02/29608

2/42

(g 3OVLS)
3SvVg WHO41V1

¢ Old

(¢ 3oVLS)
VLI L33IHS

\

0c

(¥ 3OVLS)
'ag LINDYID

(z 39VLS)
AYVOgy3IHION

(1 39VLS)
HITIOHLNOD

SUBSTITUTE SHEET (RULE 26)



PCT/US01/31223

WO 02/29608

3/42

(G 39V.LS)
1SND 9 SSVY 10

\

0G

(r 39v1S) -
1SNO V SSY1D

&€ Old

(€ 39VLS)
0a 140dX3

\

9y

(2 39V.LS)
NOILNGI¥1SIa SN

(1 IOVLS)
ONIYNLOVANNYN

oy

SUBSTITUTE SHEET (RULE 26)



PCT/US01/31223

WO 02/29608

4/42

(2)

SHITVSITOHM

(9)
S3-OLS¥3d

ns

\/

N
09

(G)sy3aTIV.LaY

>._.|_<_O.u._n_m

v Old

(F)S3AINgNISSY

NNINTEd

\

(01) LONAOYd
QRIYaNVLS
ag t:om_o\ ﬂ

(6) Po:oomn“\

QdVvANvLs

S
(8)

_>5=>_mmn_

(2) om_<om_mm15_>_

N
89

(1 39VLS)

mm_.._u_om._.zoo
vo

Amvmm_._m_\,_mmw<

1]

SUBSTITUTE SHEET (RULE 26)



WO 02/29608 PCT/US01/31223

5/42

SUBSTITUTE SHEET (RULE 26)



WO 02/29608 PCT/US01/31223

6/42

SUBSTITUTE SHEET (RULE 26)



WO 02/29608 PCT/US01/31223

7142

DEFINE THE | _B?2
INTERCONNECTED STAGES

RECEIVE AT LEAST ONE DATA
SET FOR EACH STAGETOBE | _p4
INCLUDED IN THE OPTIMIZATION,
THE DATA SET CORRESPONDING
TO AN OPTION AT A STAGE

A\

TRANSFORM THE
INTERCONNECTED STAGES  [~E6
INTO A SUBGRAPH OF N NODES

= ——— B8 p34
: EVALUATE EQ. 25
IS NODE | YES | ASAFUNCTION OF
THE LAST NODE, " THE SECOND STATE(T
NODE N7 VARIABLES
NO
THE PARENT EVALUATE EQ. 25
NODE OF NODE | NO | ASAFUNCTION OF
DOWNSTREAM OF THE SECOND STATE
NODE 17 | VARIABLES
YES
Y

EVALUATE EQ. 25 AS A FUNCTION B10
OF FIRST STATE VARIABLES [

Y

MINIMIZE THE SUM OF TOTAL |—B46
COSTS FOR THE SUBGRAPH
ROOTED AT EACH NODE OVER
THE NODES, DEFINING THE
OPTIMUM SERIES OF OPTIONS

FIG. 7a

SUBSTITUTE SHEET (RULE 26)

/'y




WO 02/29608

PCT/US01/31223

8/42

B10

EVALUATE THE FIRST TERM OF EQ. 25 AS A
FUNCTION OF THE FIRST STATE VARIABLES IS
EVALUATED, DEFINING FIRST NODE | COSTS. MORE
SPECIFICALLY, THE SUMMATION OF THE TOTAL
COSTS CONTRIBUTED BY NODE | AS AFUNCTION
OF FIRST STATE VARIABLES IS DETERMINED

|_B12

EVALUATE THE SECOND TERM OF EQ. 25 AS A
FUNCTION OF THE FIRST STATE VARIABLES,
DEFINING FIRST UPSTREAM NODE | COSTS. MORE
SPECIFICALLY, THE SUMMATION OF THE TOTAL
COSTS FOR THE REMAINDER OF THE SYSTEM
THAT IS UPSTREAM OF NODE | AS AFUNCTION
OF THE FIRST STATE VARIABLES ARE MINIMIZED.

|_B14

EVALUATE THE THIRD TERM OF EQ. 25 AS A
FUNCTION OF THE FIRST STATE VARIABLES. MORE
SPECIFICALLY, THE SUMMATION OF TOTAL COSTS

OF THE NODES THAT ARE DOWNSTREAM AND
ADJACENT OF NODE | AS A FUNCTION OF THE
FIRST STATE VARIABLES ARE MINIMIZED,
DEFINING FIRST DOWNSTREAM NODE | COSTS.

B16

SUMMING THE FIRST NODE | COSTS, FIRST
UPSTREAM NODE | COSTS, AND FIRST
DOWNSTREAM NODE | COSTS TO DEFINE
FIRST MINIMUM TOTAL COSTS FOR THE
SUBGRAPH ROOTED AT NODE 1.

| _B18

MINIMIZE THE FIRST MINIMUM TOTAL COSTS FOR
THE SUBGRAPH ROOTED AT NODE | OVER EACH
OPTION AND OVER A FIRST PARAMETER,
THE FIRST PARAMETER BEING
ONE OF SAID FIRST STATE VARIABLES.

| _B20

GO TO BS FIG. 7b

SUBSTITUTE SHEET (RULE 26)




WO 02/29608 PCT/US01/31223

9/42
B22

EVALUATE THE FIRST TERM OF EQ. 25 AS A
FUNCTION OF THE SECOND STATE VARIABLES.
MORE SPECIFICALLY, THE SUMMATION OF THE B24

TOTAL COSTS CONTRIBUTED BY NODE IASA [~
FUNCTION OF SECOND STATE VARIABLES IS
DETERMINED, DEFINING SECOND NODE | COSTS.

EVALUATE THE SECOND TERM OF EQ. 25 AS A

FUNCTION OF THE SECOND STATE VARIABLES.

MORE SPECIFICALLY, THE SUMMATION OF THE
TOTAL COSTS FOR THE REMAINDER OF THE | _B26
SYSTEM THAT IS UPSTREAM OF NODE | AS A

FUNCTION OF THE SECOND STATE VARIABLES

ARE MINIMIZED, DEFINING SECOND UPSTREAM

NODE | COSTS.

EVALUATE THE THIRD TERM OF EQ. 25 AS A
FUNCTION OF THE SECOND STATE VARIABLES.
MORE SPECIFICALLY, THE SUMMATION OF TOTAL
COSTS OF THE NODES THAT ARE DOWNSTREAM |~.B28
AND ADJACENT OF NODE | AS A FUNCTION OF THE
SECOND STATE VARIABLES ARE MINIMIZED,
DEFINING SECOND DOWNSTREAM NODE | COSTS.

SUMMING THE SECOND NODE | COSTS, SECOND
UPSTREAM NODE | COSTS, AND SECOND B30
DOWNSTREAM NODE | COSTS TO DEFINE ~—
SECOND MINIMUM TOTAL COSTS FOR THE

SUBGRAPH ROOTED AT NODE I.

MINIMIZE THE SECOND MINIMUM TOTAL COSTS

FOR THE SUBGRAPH ROOTED AT NODE | OVER

EACH OPTION AND OVER A FIRST PARAMETER, |- B32
THE FIRST PARAMETER BEING

ONE OF SAID FIRST STATE VARIABLES.

\{

GO TO B8 FIG. 7¢c

SUBSTITUTE SHEET (RULE 26)




WO 02/29608 PCT/US01/31223

10/42
B34

EVALUATE THE FIRST TERM OF EQ. 25 AS A
FUNCTION OF THE SECOND STATE VARIABLES.
MORE SPECIFICALLY, THE SUMMATION OF THE | pBas

TOTAL COSTS CONTRIBUTED BY NODE IASA [~
FUNCTION OF SECOND STATE VARIABLES IS
DETERMINED, DEFINING SECOND NODE N COSTS.

EVALUATE THE SECOND TERM OF EQ. 25 AS A

FUNCTION OF THE SECOND STATE VARIABLES.

MORE SPECIFICALLY, THE SUMMATION OF THE
TOTAL COSTS FOR THE REMAINDER OF THE  |~_B38

- SYSTEM THAT IS UPSTREAM OF NODE | AS A

FUNCTION OF THE SECOND STATE VARIABLES

ARE MINIMIZED, DEFINING UPSTREAM
NODE N COSTS.

EVALUATE THE THIRD TERM OF EQ. 25 AS A
FUNCTION OF THE SECOND STATE VARIABLES.
MORE SPECIFICALLY, THE SUMMATION OF TOTAL
COSTS OF THE NODES THAT ARE DOWNSTREAM |~B40
AND ADJACENT OF NODE | AS A FUNCTION OF THE
SECOND STATE VARIABLES ARE MINIMIZED,
DEFINING DOWNSTREAM NODE N COSTS.

SUMMING THE NODE N COSTS,
UPSTREAM NODE N COSTS, AND B42
DOWNSTREAM NODE N COSTS TO DEFINE ~~
THIRD MINIMUM TOTAL COSTS FOR THE
SUBGRAPH ROOTED AT NODE N.

MINIMIZE THE THIRD MINIMUM TOTAL COSTS

FOR THE SUBGRAPH ROOTED AT NODE N OVER | gy4
EACH OPTION AND OVER ~

THE SECOND PARAMETER,

Y

GO TO B46 FIG. 7d

SUBSTITUTE SHEET (RULE 26)




WO 02/29608 PCT/US01/31223

106
/

\4

GCD
ASSEMBLY

RAW WAFER  WAFER PKG.
SILICATE FAB AND TEST

108
c

MISCELLANEOUS
COMPONENTS

120 \

CIRCUIT
115 / BOARD
112 / ASSEMBLY

PARTS W/
1 WEEK LT

PARTS W/
8 WEEK LT

=110
|

PARTS W/
4WEEK LT

DIGITAL CENTRAL
CAPTURE DISTRIBUTION
ASSEMBLY

122
<

PARTS ON BASE
CONSIGNMENT ASSEMBLY

=116 124 —
S P -

ACCESSORY  LOCAL
PROCESSING  ACCESSORY
INV.

FIG. 8

SUBSTITUTE SHEET (RULE 26)

128
_ / DEMAND

132
g

EXPORT
DEMAND



WO 02/29608 PCT/US01/31223

12/42
100 102 104 106
/ / / /
0 |— 5 |— 15 > 20
RAW WAFER  WAFER PKG. cCD
SILICATE FAB AND TEST ASSEMBLY
108 118
c c
0 20 130
PARTSW/ \ MISCELLANEOUS
8 WEEKLT \ COMPONENTS 0
110 (
0 K 120 126 128 US
g DEMAND
PARTS W/ > 26 —> 31
4 WEEK LT 139
CIRCUIT DIGITAL CENTRAL b
o |12 BOARD CAPTURE  DISTRIBUTION
ASSEMBLY /| ASSEMBLY 0
PARTS W/
EXPORT
1 WEEK LT |
199 DEMAND
-
0 N4
|~
PARTS ON BASE
CONSIGNMENT ~ASSEMBLY

116 124
L~ N
10 |——

ACCESSORY  LOCAL
PROCESSING ACCIIENSSORY
V.

FIG. 9

SUBSTITUTE SHEET (RULE 26)



WO 02/29608

13/42

PCT/US01/31223

100 102 104 106
/ / / /
60 > 30 |—| 10 |— 5
RAW WAFER  WAFER PKG CCD
SILICATE FAB  ANDTEST | ASSEMBLY
108 118
Il c
40 30 130
PARTS W/ \ MISCELLANEOUS |
8 WEEKLT \ COMPONENTS 5
0 \ s
120 126 128
20 . z / DEMAND
PARTS W/ >~ 6 > 5
4 WEEK LT 13
CIRCUIT DIGITAL  GENTRAL g
10 |12 / BOARD CAPTURE  DISTRIBUTION
02 /. ASSEMBLY /| ASSEMBLY 11
PARTS W/
EXPORT
TWEEKLT /- SEMAND
ay
0 114
PARTS ON BASE

 CONSIGNMENT ASSEMBLY

116 124
L~ N

40 |/

ACCESSORY

LOCAL
PROCESSING ACCESSORY
INV.

FIG. 10

SUBSTITUTE SHEET (RULE 26)



WO 02/29608

100 12

PCT/US01/31223

14/42
102 12 106 14
Z__/ ¢/

A 4

RAW WAFER  WAFER PKG. ceD
SILICATE FAB AND TEST ASSEMBLY
2108 118
PARTSW/ \ MISCELLANEOUS
S8WEEKLT \ COMPONENTS ( _
‘.A-.;.-.,L'IO \ 14 ; US;;.Z.;'-'&
120 126 128
. v/ £ DEMAND
PARTS W/
4 WEEK LT | | .
CIRCUIT DIGITAL  CENTRAL >
1o / BOARD CAPTURE  DISTRIBUTION :
N2/ assEMBLY /| ASSEMBLY
PARTS W/ .
EXPORT
1 WEEK LT
B 122 DEMAND
A114
PARTS ON BASE
CONSIGNMENT ASSEMBLY
116 124
Vi
ACCESSORY  LOCAL
PROCESSING ACCESSORY
INV.

FIG. 11

SUBSTITUTE SHEET (RULE 26)



WO 02/29608 PCT/US01/31223

15/42
100 102 104 106
/ / / /
0 > 8 |— 3 > 5
RAW WAFER  WAFER PKG. CCD
SILICATE FAB AND TEST ASSEMBLY
108 118
’ ’
0 o 130
'J

PARTS W/ MISCELLANEOUS
8 WEEK LT COMPONENTS 0

110
/ 120 \ US
S N, 16 i / DEMAND

PARTS W/ 5 > g » 13
4 WEEK LT i 139
CIRCUIT DIGITAL CENTRAL b
o 12 BOARD CAPTURE DISTRIBUTION
B, ASSEMBLY ASSEMBLY 0
PARTS W/
EXPORT
1 WEEK LT - DEMAND
|
0 |14
— |
PARTS ON BASE

CONSIGNMENT ASSEMBLY

116 124
-

0 ———

ACCESSORY LOCAL
PROCESSING ACCESSORY
INV.

FIG. 12

SUBSTITUTE SHEET (RULE 26)



WO 02/29608 PCT/US01/31223

16/42
100 102 104 106
/ / / /
20 8 > 5 » 2
RAW WAFER  WAFER PKG. CCD
SILICATE FAB AND TEST ASSEMBLY
108 118
’ ¢
0 30 130
H
PARTS W/ '\ MISCELLANEOUS
8 WEEKLT \ COMPONENTS 1
o \ us
120 126 128
0 ~ 2 2 / DEMAND
PARTS W/ 5 > 3 > 5
4 WEEK LT 132
CIRCUIT DIGITAL CENTRAL g
o |12 / BOARD CAPTURE  DISTRIBUTION
< / ASSEMBLY /| ASSEMBLY 2
PARTS W/
EXPORT
1 WEEK LT
199 DEMAND
0 |14 W
el
PARTS ON BASE

CONSIGNMENT ~ ASSEMBLY

116 124
AR

40 |/

ACCESSORY LOCAL
PROCESSING ACCESSORY
INV.

FIG. 13

SUBSTITUTE SHEET (RULE 26)



WO 02/29608 PCT/US01/31223

17/42

100 14 12 102 104 106
/_/ / / /

Y

RAW WAFER  WAFER PKG. CGD
SILICATE EAB AND TEST ASSEMBLY

118

130

PARTSW/ \ MISCELLANEOUS
SWEEKLT \ COMPONENTS

0 120 \ s ¥ 15 / Us
TN v/ & N\ _Z /" DEMAND
PARTS W/
4 WEEK LT

CIRCUIT

DIGITAL CENTRAL 192 '

112 BOARD CAPTURE DISTRIBUTION :

- ASSEMBLY ASSEMBLY b AN
PARTS W/ EXPORT

1 WEEK LT DEMAND

114 N
L j—~ s P
PARTS ON BASE
CONSIGNMENT ASSEMBLY

12
1116 124 —

ACCESSORY  LOCAL
PROCESSING ~ ACCESSORY

FIG. 14

SUBSTITUTE SHEET (RULE 26)



WO 02/29608 PCT/US01/31223

18/42

100 102 104 106

/ / / /
0 [—> 15 > 25 > 30

RAW WAFER  WAFER PKG. CCD
SILICATE FAB AND TEST ASSEMBLY
108 118
Wl
10 30 130
H

PARTS W/ MISCELLANEQUS
8 WEEK LT COMPONENTS 0

110
< 120 \ 126 128 Us
10 \ ’ E; . DEMAND

PARTS W/ 30 > 35 0
4 WEEK LT \ 132
CIRCUIT DIGITAL CENTRAL el

BOARD

Y

10 |12 CAPTURE DISTRIBUTION
| ASSEMBLY ASSEMBLY 0
PARTS W/ :
EXPORT
1 WEEK LT 122 DEMAND
Ny
0 JJ4

PARTS ON BASE
CONSIGNMENT PLATFORM

116 124
\
20 /™

ACCESSORY  LOCAL
PROCESSING ACCESVSORY
NV,

FIG. 15

SUBSTITUTE SHEET (RULE 26)



WO 02/29608 PCT/US01/31223

19/42
100 102 104 106
/ / / /
60 -+ 30 - 10 |—>| 5
RAW WAFER  WAFER PKG. CCD
SILICATE FAB AND TEST ASSEMBLY
108 118
c ’
10 30 130
PARTS W/ \ MISCELLANEOUS
8 WEEK LT COMPONENTS 1
110 \ us
126 128
10 z / DEMAND
PARTS W/ > 6 —> 5
4 WEEK LT 139
CIRCUIT DIGITAL CENTRAL b
10 |12 BOARD CAPTURE DISTRIBUTION
| »; ASSEMBLY ASSEMBLY 2
PARTS W/
EXPORT
1 WEEK LT - DEMAND
.y
0 114
|
PARTS ON BASE
CONSIGNMENT PLATFORM
116 124
AN

40 [—*| 10

ACCESSORY LOCAL
PROCESSING ACCESSORY
INV.

FIG. 16

SUBSTITUTE SHEET (RULE 26)



WO 02/29608 PCT/US01/31223

20/42

100 14 12 102 104 106
/’ L/ L / /

RAW WAFER  WAFER PKG. CCD

SILICATE FAB AND TEST ASSEMBLY
108
PARTS W/ \ MISCELLANEOUS SR
8 WEEK LT COMPONENTS
110 14
< 120 /126 128 / DEMAND
PARTS W/ : /i

4 WEEK LT | 130
CIRCUIT DIGITAL  CENTRAL p;
1o / BOARD CAPTURE  DISTRIBUTION

ASSEMBLY /[ ASSEMBLY

PARTS W/

EXPORT
1 WEEK LT
122 DEMAND
114
PARTS ON BASE

CONSIGNMENT  PLATFORM

—116 124
%) ot N

ACCESSORY LOCAL
PROCESSING ACCESSORY
INV.

FIG. 17

SUBSTITUTE SHEET (RULE 26)



WO 02/29608

21/42

PCT/US01/31223

200
COMPUTER SYSTEM /
235
1 DATAENTRY PROCESSOR | 2%°
230 | POINTING READ ONLY | 210
DEVIGE MEMORY
245
| DISPLAY STORAGE |25
DEVICE -
BUS
- :
240 MAIN |20
MEMORY
2/25
250
COMMUNICATIONS
INTERFACE DATABASE
260
NETWORK

FIG. 18

SUBSTITUTE SHEET (RULE 26)




WO 02/29608 PCT/US01/31223

22/42
2/70
COMPUTER 260
SYSTEM
\_200
SERVER SYSTEM
280 280
/ /
COMPUTER COMPUTER
SYSTEM | | e SYSTEM
o0 Us00
CLIENT SYSTEM1 CLIENT SYSTEM N

FIG. 19

SUBSTITUTE SHEET (RULE 26)



PCT/US01/31223

WO 02/29608

23/42

00€

0)4%

0¢ 9ld

1002 “ONI INVILdO @
3LINS NIVHOYIMOd INOGY | YOVEQEad | AWVSSOT9

Wd ¥0:9 WY 82:6 WYSYMVHdIHLYW —_— J1dINVS Old3 7 NOISHIA
1002 ‘92 INNF 1002 71 NN AHLENW L0310 IN03HI  AGNLS 38D LOTLHONY NIVHONIMOd

Nd 96 Nd br¢ =, JIdAVS Ok } NOISH3A
1002 SCAINM - 100C ST AINF  F1dINVS O3 T N ENE ) NIVHO A1ddNS MaN

Wd 67'¢ Nd 10:9 T o JIdWVSORA | NOISYA AQNLS 38¥D
1002 'S2 AP 1002 ‘92 3NN T1diYS O3 UG3 * Jn00a0aH0  103LHONY NIVHOIMOd 30 Ad0Q__

=Y

\.

gle oLe G0S
M0N0 ONIANIOSIA HO ONIANIOSY SALYOIAN! MOYYY JHL 40 NOILOINIA THL

"SY3dY3H NWNT0D 3HL NO ONIMOITO AQ 318VL SIHL LHO0S AVl NOA
F1dIWVS Od3 ¥O4 SNIVHO TV

SNIVHO 11V M3IA

0

juoydo _I1dWys o3 JUDYAO

SUBSTITUTE SHEET (RULE 26)



PCT/US01/31223

WO 02/29608

30vdS oz_._m_oms_ NIVHO h N Q \ m

i : 1002 "ONI LNVILdO ©
NS NIVHOYIMO4 IN0AV | MOvEQ33d | ARVSSOT0

SHIOVL

0.€

Y34V ONIMYYEQ FHL NI FSIHMANY MO0 ONV 3A08Y NOLLNG 3OVLS, NO XII10 39VLS Y 3Lv3d0 OL

N

<

S~

<

N

GGE”

"SIOVSSIA ON Fuv FIHL
= A
e IGO0 NI NG
o I e 3
\\ \ m_.L_\,_<W oly3
v Id [4 /
NNZW NOILYOIAYN ANVIIEd ge NNIN NOILYDIAYN AYONOD3S G9E€  STOOLONIMYHD S NOISH3A ONY FWYN NIVHO

SUBSTITUTE SHEET (RULE 26)



PCT/US01/31223

WO 02/29608

¢¢ 9Old

25/42

GGt

1002 "ONI INYILdO @

FUNSNIYHIEAMOd LAOEY | OVaa3ad | AavssoTo

d0d®

WOM OL dIHS AQ08 szs
|

ATEN3SSY
181G 0L dHS NETA IOV
¥ < @is ]
YSNdNOD

OLdHS

¥ Oly Q¥v0d LI

[ viva 30vis Man]

00

=I"Jupydo

SUBSTITUTE SHEET (RULE 26)



PCT/US01/31223

WO 02/29608

26/42

&€¢ Old

0cy

\

Y
ev'L$  ININLSIANI ASOLNIANI TYILINI
a9’} 13AFTHO0LS AL34VS

WV _3OVLS MIN

0cv

\

\

000923 §900 01 NOILNAIYINOD
a9l T3AFTHI0LS AL3HYS

W _F9VLS MIN

THATINO0LS ALZ¥S] |

S

[ovis@

SUBSTITUTE SHEET (RULE 26)



WO 02/29608

PCT/US01/31223

27142

1000
SECOND COMPUTER FIRST COMPUTER
(STARD),
R !
|
RECEIVE USER REQUEST FOR/ |
"STAGE INFORMATION" (ICON | |
SELECTED USING POINTING |} !
DEVICE) !
]
1010 y | NETWORK
PREPARE MESSAGE | INTERFACE
REQUESTING STAGE |
INFORMATION } ~
1015 | !
TRANSMIT REQUEST TO { 1020
HOST,?&WSQES'NG N RECEIVE REQUEST FOR
} STAGE INFORMATION
| 10
{ RETRIEVE INFORMATION
| FROM DATABASE
{ 1030
; FORMAT STAGE
| | INFORMATION FOR DISPLAY
: | 10/35
| DOWNLOAD FORMATTED
1040 : PAGE TO REQUESTING USER
RECEIVE FORMATTED
STAGE INFORMATION ;
INTO MEMORY ,
1045 | }
DISPLAY PAGE ]
CONTAINING REQUESTED | |
STAGE INFORMATION ,
|
|

FIG. 24

SUBSTITUTE SHEET (RULE 26)



PCT/US01/31223

28/42

—

(=
1)

WO 02/29608

Gc Old

ATINLLO3dSTY SHNITANY S3OVLS
40 NOILF10 didvd ONY NOILLYWHOANI 3OYLS 40 AYINI AIdYH SMOTTV ©
140434 NM[AY1dSI0 0L ONIOD A8 G3SSIVOV SI LYOdTY YNITIHL o
190434 FOVLS|AY1dSIT OL ONIOD A8 0385300V SI LHOdFY FOYIS FHL o

100Z "ONI LNVILO ®
3LINS NIVHOYIMOd INOGY | MOVEQ33S | AUVSSO19

[ covsIEED) |
O @314103dS INON 001§ 0 } JOVLS MIN
[ 031419343 3NON 0018 0 } J9VIS MaN
0 314193dS INON JOVIS MaN
EEREIERE &

“430H0 ONIAN3OS3A HO ONIAN3ISY S3LYOIANI
MOYEY FHL 40 NOILOZHIQ FHL "SYIAYIH NWNT0O FHL NO ONMOITO AG 378VL SIHL L40S AYW NOA
‘JOVLS 1VHL 40 S311H3d0Yd IHL MIIA OL IWVYN J9YLS FHL NO %0110

140d3Y 39VLS

OVLS aav | 1H0J3Y 39VLS CIANVX3 | WWHOVID NIVHO

(1 NOISH3A) NIVHO A1ddnS MaN
fi f0g/s SN

R
F1diNvS o3 JUDLAO

JuDydo

<

SUBSTITUTE SHEET (RULE 26)




PCT/US01/31223

WO 02/29608

29/42

9¢ 9OlId

— T — T ——  — 7 T T T

SNOILJO FHON aay 0L 0110

NOILO ”
103 3L VOIS aSaLON JOVIS
NOLLVZINLLAO " Noi1vzimiLd0 ONRNONOLLAD  NOLLYWEOANIJONVHO  NOUOHLAO  NOLAOTHLIO  worido 40 NN
SHLY¥IQISNOD OLNZHLIHM  ISYIONVNOLYRD  1SOOWIOL  3WILQVATIOL
O Al w0 | is | H ™ NOILJOMIN]|
® A oww o 1| IS
GAITES | [NOWVZINILO| [EIvaisod] [ 1s09 SWANTINL] [ SwvNNoLo)
Y E QN0 | | Ni3antont | [oNigToH | Noudovior|  |NOldoTviol >
’ ’ 7 7 ’ 09
0€9 G29 029 m.r.o 0l9

{__SWAIS SNOLZD

SUBSTITUTE SHEET (RULE 26)



PCT/US01/31223

WO 02/29608

30/42

Z¢ Old

QIAYIdSI0 LNV
NOASATIVA HOIHM L3135
SITVATVAOHS ® \
SAMVALSOD O
G659~
STATIAMOLEN O NOLLZ0 Ve
SINVAINIL O JRS T
335 OL 341 GTNOM NOA L¥OdZ 3HL L3S 3915 NI G30NTONI SNOLLIO

‘NOILdO QLT T3S ATLNIHAND FHL JdIM LI 41 SY AALYINITYO S139 NOILJO Ad3AT ‘NISOHO St LHOd3
HOIHM NO ONION3d30 'FOVLS SIHL 404 SNOLLYTNITVO ANY SLNANI FHLTTY 40 F18VLY SMOHS LH0d3Y 3OVLS V

IAVS 1] 35070

XIQE

NOILNGIELSI]
. e i

SUBSTITUTE SHEET (RULE 26)



PCT/US01/31223

WO 02/29608

NOT3HO Ny .
OLNI 39S 872 O SONLIN
SNOLLYINOVO YO NOLLYZIILAO SLOZAdY
LA 39YLS FHLUIHLIHM AJI03dS SOIHLIN 1L NOLNIN

™ NOILdO A31997138
ATINFHEND IHL NO @3Svd 34V NMOHS SNOILYINOTVO TV
(SAVQ NI INIL TYSYIAVYL FOVLS
| (SAYQ NI) 39VLS HONOYHL H1vd 1SIONOT
NOILI0S30/S3I0N J9VIS
197 (SLINN NI) T3ATTHO0LS TWLOL
00} (SLINN NI) T3A3T Y001 INIT3did ww_mm_%g
SNOISSINgEd 39V1S MaIA b9’} (SLINM NI) TIATTHOOLS ALFAVS \
oY o
< 000924 $909 0L NOILNGIIINGD
o WQ (7] CaE03dS INON 1] 'S0 3OVLS b978 ININLSIANI AYOLNIANI LOL
- £5°08 1S00 %0018 TVLOL
ONO SIA ® .%zo_zsgg JAIL NI 3OVLS 3ANTONI 208 150999048 INTad
WOSsH® ¢ 00 1509 YWD
i EERIRES ANVIANS
\< 1 SILYId0Yd FOVLS
G/9 ~ NOILNGNLSI |

SUBSTITUTE SHEET (RULE 26)



PCT/US01/31223

WO 02/29608

6Z Old

TIAT130I3S
HANOLSN ON3
%[~ %] ¥IMOd
. %[~ %] 13313038 %_,__%m%w
NOILdM0SIG/SILON JOVIS /
. %00 NOLLYIEYA 40 INAIDIH4300 O
S~
N - NOILYIAZQ QHYONYIS @
A 2] ONYW3Q
ALTIBYRVA | goito
'MOHS OL LNO SAVQ 40 ¥IaNNN P
XIM1YW ONVWAG %s/ . — —
\w JAON NITHDS TN NI XIHLYW ONYWIA M3IIA
004 ONVAZa SO ASVAANS
K0 ‘
1[0 | ~ NOLLNGNLSA |

¥

SUBSTITUTE SHEET (RULE 26)



PCT/US01/31223

WO 02/29608

0oy

33/42

0€ Oid

100Z "ONI INVILdO ©
JLINSNIVHOYIMOd LNOEY | MOVEQ33d | AdvSS0®

ROl YO o O3 as e

d0d®
NOWOLd

AQO8 VH3NYO

IHS
[v]

X18N3SSY
1SIdOL4IHS YHINvI 3OV

& - @ 4

VSNdW09

OLdIH \

[¥]

(uv0d LINJAID

J
SAVA €
JNIL
TvSHAAVYL Q3LHOEM TYLO0L
AYa1

B
ALINILOY G3LHOIAM TYL0L

SAVa ¥
NIVHO
HONOHHL HLVd LSIONOT

SAVa
LINN AL 3SYE

008

10

{ luoydo

AN RSN WelsIE:

31dnys oly3 LUDIAOo

d3IMOVHL JNILL

SUBSTITUTE SHEET (RULE 26)



PCT/US01/31223

WO 02/29608

34/42

LE OId

002 0N LNVIL40 ©
ZING NVHORSMOd 108V | VAT | Rves0 ™o
SN CIONGEe NI s ] )
d0d % . 09} 118
WOW OL dIHS A0 st_g 108 $A009 40 587
= 0098
ATBNaSSY 1800 LINT GaLHOIEM
1SIQOLdIHS VHIAYD N3OV s
] « & i INTWLSIANI AHOLNANI THLOL
<%n_s_om\ 1018
OLdIHS N 1509 ¥00LS AL34YS TLOL
] = 0
1S09 %0018 INMEdid WIOL
16118
R — 1500 NIYHO A1ddnS Lol
VI¥ 39vis MI} O iy | 08
= NENSEYNTIENIVHD = sl
[ Juoydo 31dINvS o3 JUDIdO
MINOWHL 1SOD

SUBSTITUTE SHEET (RULE 26)



PCT/US01/31223

WO 02/29608

35/42

¢€ Old

3LINS NIVHOYZMO

1002 “ONI INVILO @
dIMDEY | YOVHG3H | RuvSS019

d0d*®
WO OL dIHS

4

/wa 0LdIHS
YSNAWOD
OLdHS

AGOS VEINYO
®

ATENISSY
\ElM) d30VAI

@] -

I/ ]

om<0m LINOHID

)

/ WE/

K1ddnS 40 SAYQHO0LS THIOLN
SAVa €

AiddnS 40

SAYO YOOLS INM3did T¥LOL

SAYQ S
Alddns
40 SAVA X018 ALF4VS TVIOL

SNUNL '
SNYNL AHOLNIANI

,E.o__ho

T1dinvs oy JUOIAO

HIMOVHL AHJOLN3ANI

SUBSTITUTE SHEET (RULE 26)



PCT/US01/31223

WO 02/29608

€€ Old

mvm/

o 36/42

G067

dv3A

AYG EH

6c6

08707 96TIO'ES  LO'OEL'ELY'SLS Q0TIOBYR'LLS L6'0FL126'S L0'PT1'6998 98°T19'ATpS LT LG LELS  NIVHOYIMOd

1§19

pl9

)

iy

AQNLS 35¥D
LO3LHOYY
NIVHOU3MOd |

B

Q.w,m

P91 40Ad0J

006

J1dINvS ol JUDIAO

SUBSTITUTE SHEET (RULE 26)



PCT/US01/31223

WO 02/29608

Viid

ve 9ld

6,'881°091$
6E TP 8515
79'609'951$
02'109751$
0} '¥ET618
9t'SGL 6718
£2'896'971$
91161718
ee'1LG'ELS
£E1L5'5EIS
£6'126'6E1S

RIS

SUBSTITUTE SHEET (RULE 26)



WO 02/29608 PCT/US01/31223

- 38/42
1100
SECOND COMPUTER FIRST COMPUTER
|
1105 |
]
RECEIVE REQUESTED |
STAGE INFORMATION FROM | |
HOST SERVER |
(REFER TO FIGURE 24) :
|
1110 v | NETWORK
SELECT INFORMATION | | INTERFACE
FOR MODIFICATION |
|
1115 |
/ Y |
ENTER NEW OR |
MODIFIED }
OPTION INFORMATION |
1120 | |
TRANSMIT MODIFIED STAGE | |
INFORMATION TO HOST |
SERVER USING NETWORK | | 1125
\,'\ RECEIVE MODIFIED
| STAGE INFORMATION
{ | 1130
| [ REPLACE CURRENT STAGE
I |INFORMATION WITH RECEIVED
| MODIFIED INFO

o
FIG. 35

SUBSTITUTE SHEET (RULE 26)



WO 02/29608

FIRST &
SECOND
INFORMATION

39/42

START

Y

PCT/US01/31223

ANALYZE DECISION OPTION 1205

CHAIN STAGES
FOR MODELING

Y

SELECT SHAPES, COLORS,

AND LOCATIONS FOR  }~—1210

STAGE SYMBOLS

Y

INTERCONNECT THE STAGE

SYMBOLS WITHLINKS TO  |~—1215

REPRESENT THE SYSTEM

A/

INPUT STAGE OPTION | 1220

INFORMATION

<

Y

PERFORM CHAIN
OPTIMIZATION

TO MINIMIZE THE SUM  }_1225

OF TOTAL COSTS OVER
THE SERIES OF STAGES

A 4

PROVIDE REPORTS OF THE j~—1230

OPTIMIZATION RESULTS
USING A DISPLAY

ADD OR MODIFY
OPTION INFORMATION

T

1235

FIG. 36

SUBSTITUTE SHEET (RULE 26)




WO 02/29608 PCT/US01/31223

40/42

RECEIVE INFORMATION: B50
FIRST DATE, SECOND DATA (-

—_B54
B58

DETERMINE PERFORMANCE
REQUIREMENT VALUE T~

DETERMINE PERFORMANCE |1 B62
LEVEL VALUE

B66
HAR[M
>t COW TARGET CONSTRAINT
* HARD CONSTRAINT

A

___B70

DETERMINE COST FUNCTIONAL

~| VALUE (EQ. 30) AT EACH PERIOD TO |—~—B74 >
DEFINE GIVEN PERIOD COSTS
B82
A 4 \
[ DETERMINE COST
DETERMINE THE COSTS FONCT ONAL VALUE

FUNCTIONAL AT EACH PERIOD FROM
. (EQ. 32) TO DEFINE
GIVEN PERIOD TO THE LAST PERIOD || B78|  SEGOND FEASIBLE

FOR EACH COMPONENT TO DEFINE [ |
FEASIBLE PERIOD COSTS PERIOD COSTS
MINIMIZE THE SUM OF THE GIVEN MINIMIZE THE SECOND

PERIOD COSTS AND THE FEASIBLE |~.B88 | FEASIBLE PERIOD
COSTS OVER THE
PERIOD COSTS SUBJECT TO THE
PERIODS SATISFYING
FUNCTIONALITY REQUIREMENTS

FIG. 37

SUBSTITUTE SHEET (RULE 26)



PCT/US01/31223

WO 02/29608

41/42

8¢ OlId

JNIL 93A0 SFNNTOA LONAO0Hd ONIMOHS LHVHO

dv3A
¢00¢Z 100¢Z 000C 6661 8661 /661 9661 G661

¢ d0111L3dNOD --[1--
I 4OLI13dNOD —v—
ANYdANOD —*—

JINIL 93A0 FNNTOA LONAO0Hd LINN d3d

0S

00}
oGl
00¢
0S¢
00¢
0S¢

W 019Nd

SUBSTITUTE SHEET (RULE 26)



PCT/US01/31223

6& Old

H3IILNOYH LN3IDI443 40 NOILLOId3A TVOIHAVEO

42/42

WO 02/29608

1S02 ININJO13AIA
008 0Z.Z 0%9 095 08 00¥ 0Z€ 0¥Z 09} 08 0
1 1 i L 1 1 1 i [] ] [] 1 ] 1 1 1 L L 1 L Oom
m[ 000}
- 00G1
SLN3aNdOT13IAIA dNOH -~
1SO0 V1O0L
SININOTIAIA FTHHL — ™ | 0002
SIN3INdOTIAIAd OML ———-
ININOTAAZA INO
- 00G¢
- 000€

00S€E

SUBSTITUTE SHEET (RULE 26)



PCT/US01/31223
PATENT COOPERATION TREATY

PCT

DECLARATION OF NON-ESTABLISHMENT OF INTERNATIONAL SEARCH REPORT
“(PCT Article 17(2)(a), Rules 13ter.1(c) and Rule 39)

Applicant's or agent's file reference IMPORTANT DEGLARATION Date of mailing(day/month/year)
2704054-PCT 03/01/2002

International application No. International filing date(day/month/year) (Earliest) Priority date(day/month/year)
PCT/US 01/ 31223 05/10/2001 06/10/2000

International Patent Classification (IPC) or both national classification and IPG GOBF17/60

Applicant

OPTIANT, INC.

2,

3l ]

This International Searching Authority hereby declares, according to Article 17(2)(a), that no international search report will
be established on the international application for the reasons indicated below

1. The subject matter of the international application relates to:

a. D scientific theories.

b. [ [mathematical theories
c. D plant varieties.

d. [:l animal varieties.

e. I:I essentially biological processes for the production of plants and animals, cther than microbiological processes
and the products of such processes.

f. g} schemes, rules or methods of doing business.

9. D schemes, rules or methods of performing purely mental acts.

h. EI schemes, rules or methods of playing games.

i D methods for treatment of the human body by surgery or therapy.
j. E] methods for treatment of the animal body by surgery or therapy.
k. D diagnostic methods practised on the human or animal body.

1. D mere presentations of information.

m. D computer programs for which this Infernational Searching Authority is not equipped to search prior art.

The failure of the following parts of the international application to comply with prescribed requirements prevents a
meaningful search from being carried out:

D the description D the claims D the drawings

The failure of the nucleotide and/or amino acid sequence listing to comply with the standard provided for in Annex C of the
Administrative Instructions prevents a meaningful search from being carried out:

D the written form has not been furnished or does not comply with the standard.

D the computer readable form has not been furnished or does not comply with the standard.

4. Further comments:

Name and mailing address of the International Searching Authority Authorized officer

European Patent Office, P.B. 5818 Patentlaan 2

Tel. (+31-70) 340-2040, Tx. 31 651 epo n,
Fax: (+31-70) 340-3018

;@% NL-2280 HV Rijswijk Lucia Van Pinxteren
=

Form PCT/ISA/203 (July 1998)




International Application No. PCGT/US 01 /31223

FURTHER INFORMATION CONTINUED FROM  PCT/ISA/ 203

The claims relate to subject matter for which no search is required
according to Rule 39 PCT. Given that the claims are formulated in terms
of such subject matter or merely specify commonplace features relating to
its technological implementation, the search examiner could not establish
any technical problem which might potentially have required an inventive
step to overcome. Hence it was not possible to carry out a meaningful
search into the state of the art (Art. 17(2)(a)(i) and (ii) PCT; see
‘Guidelines Part B Chapter VIII, 1-6).

The applicant's attention is drawn to the fact that claims relating to
inventions in respect of which no international search report has been
established need not be the subject of an international preliminary
examination (Rule 66.1(e) PCT). The applicant is advised that the EPO
policy when acting as an International Preliminary Examining Authority is
normally not to carry out a preliminary examination on matter which has
not been searched. This is the case irrespective of whether or not the
claims are amended following receipt of the search report or during any
Chapter II procedure. If the application proceeds into the regional phase
before the EPO, the applicant is reminded that a search may be carried
out during examination before the EPO (see EPO Guideline C-VI, 8.5),
should the problems which Ted to the Article 17(2) declaration be
overcome.




	Abstract
	Bibliographic
	Description
	Claims
	Drawings

