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(57) Abstract

A method for protecting information bits wherein input data bits, at least some of which are to be protected, are sorted
based upon information determined from a subset of the input data bits. An error control coding technique is applied to at least
some of the sorted bits. In the preferred embodiment, an input data stream of voice coder bits is separated into arrays of bits. A
first array (302) comprises voice coder bits needing error protection, with the bits arranged in order of importance determined by
voicing mode. The second array (303) comprises bits that will not be error protected. The bits from the first array are provided to
the input of an encoder (304), then the encoded bits are combined (305) with the bits from the second array (303) to form a bit

stream.
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ERROR PROTECTION FOR
MULTIMODE SPEECH CODERS

Technical Field

This invention relates generally to digital data
transmission and in particular to speech coders, and is
more particularly directed toward a method for
providing error protection for appropriate bits.

Background of the Invention

Two-way radio communication of voice signals is
an essential capability for modern society.
Organizations involved in police work, public safety, and
transportation are major users of voice communication,
to say nothing of military users. With increasing
demands being placed upon available radio frequency
spectrum, much research has been done on maximizing
spectrum efficiency. :

One way to increase spectrum efficiency is to
compress speech signals prior to transmission. This
compression operation, as is well-known in the ar,
reduces bandwidth requirements for the transmission of
voice signals and permits the assignment of more RF
(radio frequency) communication channels within a given
range of frequencies. Similarly, speech compression
algorithms may also be applied to digital speech
storage. _

With the increasing emphasis on digital 7
communication, compression schemes peculiar to digital
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systems have received much attention. Compression
schemes dedicated to digitized speech are commonly
referred to as voice coders. U.S. Patent No. 4,933,957 to
Bottau et al. describes a low bit rate voice coding
method and system exemplary of those commonly known
in the art. -

Linear predictive coding, or LPC, is an example of a
popular voice coding technique. in LPC, an attempt is
made to approximate human speech by deriving
appropriate models for both the human vocal tract and
for excitations applied to the vocal tract. Since speech
is a very repetitive type of signal, the amount of '
information required to allow a decoder to accurately
reproduce a speech waveform can be much reduced.

" Depending upon the nature of the speech being

transmitted, some bits may be more perceptually
significant to the reconstructed speech than others.

As with any type of digital signal, decisions must
be made at the decoder regarding whether a logic "1"
level or a logic "0" level was originally transmitted.
Error control coding, a concept well-understood in the
art, is often employed to increase the likelihood that the
decoder will make correct decisions. Of course, it is
self-defeating to compress digital speech for
transmission only to add a large number of error control
bits. A compromise must be reached in order to
maximize the effectiveness of a given speech
compression algorithm while trying to ensure speech

~ quality by guaranteeing error-free reception of critical

bits. Of course, critical bits can be identified for a
variety of data transmission scenarios that do not

involve speech coding applications.
Accordingly, a need arises for a method for error

‘protecting critical bits for transmission, where the

specific bits requiring protection may be dependent upon

b

=
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a subset of input bits such as, for example, the set of
bits identifying the type of speech waveform being
coded. The specific bits requiring protection could also
be determined by expected communication channel

5 conditions.

Summary of the Invention

This need and others are satisfied by the method
10 of the present invention for error protecting information
bits The method comprises providing input data bits, at
least some of which are to be protected, sorting the
input data bits based upon information determined from
a subset of the input data bits, and applying an error
15 control coding technique to at least some of the sorted
bits.

Brief Description of the Drawings

20 FIG. 1 is an illustration of a typical speech
waveform;

FIG. 2A is a block diagram of a VSELP speech
coder;

FIG. 2B illustrates, in more detail, VSELP

25 codebooks used in the preferred embodiment;

FIG. 3 is a block diagram of an encoder system that
may be used to implement the method of the present
invention;

FIG. 4 is a graph of decoded bit error rate versus

30 bit position for a variable rate convolutional encoder;
and

FIG. 5 shows the use of a pre-decoder to select the
appropriate post-decoder.
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Description of a Preferred Embodiment

FIG. 1 illustrates a typical speech waveform.
Human speech may be generally classified as either
myoiced” or "unvoiced." In voiced speech, a perceptible, -
periodic, excitation is applied to the vocal tract. Voiced
speech is commonly associated with vocalization of long
vowel sounds, such as the long "a," "i," and "0" sounds in
the word "radio.” Consonant sounds not involving |
substantial periodic excitation are ‘considered unvoiced.

" _FIG. 1 is also illustrative of the fact that voiced
speech exhibits observable periodicities. There are
long-term periodicities, such as those seen in segment
102, and short term correlations like those of segment
101. From a standpoint of probabilistic analysis, these
tendencies for speech waveform characteristics ‘to
exhibit themselves result in relatively high short-term

~and long-term correlations that make linear prediction a

20

25

30
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viable voice coding concept. The relationship between
these correlations and LPC techniques will be discussed
in more detail below. |

FIG. 2A depicts, in block diagram form, a vector-
sum excited linear prediction (VSELP) voice coder.
Speech signals, even when they can be characterized as
voiced, exhibit stochastic (random) properties as well
as periodic properties. In a VSELP system, vocal tract
excitation is modeled by a combination of a first
waveform vector selected from a fixed set of excitation
vectors called a codebook (201), and a second vector

- selected by extracting a portion of a waveform based

upon the past history of the speech being coded. This
past history is stored in a long term predictor memory
(202). - ‘

Long-term predictor (202) information is
especially useful in coding voiced speech, where long-

L7
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term correlations are predominant. Codebook-derived
vectors (201) help in coding speech waveforms that are
either voiced or unvoiced. In order to accommodate
speech waveforms with varying degrees of voiced

5 characteristic, both codebook vectors (201) and long
term predictor vectors (202) are scaled by applying
multiplicative gain factors (204 and 205, respectively).

These scaled vectors are summed (207) and the

resulting excitation is applied to an LPC filter (208). In

10 the preferred embodiment, the LPC filter is an IIR
(infinite impulse response) filter implemented in a DSP
(digital signal processor). The LPC filter (208) is
primarily intended to model the vocal tract to which the
excitation is applied. Reprogramming of LPC filter

15 (208) coefficients may be effected periodically to
optimize the speech coder output. In fact, the speech
coder output is compared (209) with digitized speech
(210) and the resulting error is minimized (211) by
altering vector selection from both the codebook (201)

20 and the long-term predictor (202).

in the preferred embodiment, the speech coder

operates at 5.9 kilobits per second (kbps) with a frame
length of 20 milliseconds (ms). The length of the
frames or packets approximates the period of speech

25 over which at least some parameters normally remain
relatively constant. Examples of these relatively
constant parameters include LPC filter coefficients and
voicing mode. In the preferred embodiment, the voicing
modes are unvoiced, slightly voiced, moderately voiced,

30 and strongly voiced. The 20 ms frame is divided into
four 5 ms subframes to accommodate parameters that
change more frequently in speech waveforms. These
more volatile parameters include excitation vector
information and multiplicative gain values.
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In actual practice, a frame contains 118
information bits. But, as discussed previously, not all
bits are of equal importance. The long-term predictor
vector adds little to the coding of unvoiced speech, but
it is very important to proper speech waveform
reconstruction in the strongly voiced voicing mode.
Because of this variation in significance, the present
invention permits speech coder bits to be selectively
error protected based upon voicing mode, thus achieving
the needed compromise between desirable error control
coding of information bits and unwanted bandwidth
expansion that would result from the addition of too
many overhead bits. '

FIG. 2B shows the various codebooks of the
preferred embodiment in more detail. As discussed
previously, the long term predictor vector adds little to
the coding of unvoiced speech. Thus, for unvoiced mode,
vectors from two VSELP codebooks (214 and 215) are

- selected instead. If the speech waveform being voice
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coded is slightly, moderately, or strongly voiced, the
important long term predictor (212) vector is
transmitted along with a single vector from a VSELP
codebook (213). Of course, just as in the simpler
example used above, each vector has an associated
multiplicative gain value (220 through. 223) applied to
an appropriate multiplier (216 through 219) to adjust
the amplitudes for optimum speech coding. Just as
before, after the selected vectors are summed (224),
they are applied to an LPC filter.

in the preferred embodiment, convolutional coding
is used to afford error protection. Convolutional
encoders and decoders are well-known in the art, and
are also very easy to implement, particularly with the
power of a DSP at the designer's disposal. Of course,
this does not obviate the use of well-known block
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encoders, or even a combination of the two, to provide
the necessary error protection.
FIG. 3 shows, in block diagram form, the encoder
system of the present invention. The 118 bits of frame
5 data are applied to the input of a data separator (301).
Based on the voicing mode, the data separator (301)
places the bits that are considered most important for
that particular voicing mode in a memory array called
the Class | array (302). The important bits assigned to
10 the Class | array (302) are arranged in order from most
important to least important. The data bits that are not
considered important for the particular voicing mode are
placed in a memory array designated the Class |l array
. (303). These bits will not be subject to error control
15 coding. '
The bits from the Class | array (302) are input to a
convolutional encoder (304). The encoder (304) of the
preferred embodiment is switchable from a rate 1/3
encoder to a rate 1/2 encoder. This is often termed a
20 multirate encoder. As is well-known in the art, data
that is encoded using a rate 1/3 convolutional code will
have a lower decoded bit error rate than data encoded
with a rate 1/2 code. Of course, the lower bit error rate
is accomplished at the expense of more overhead bits.
25 FIG. 4 illustrates a well-known peculiarity of
convolutional codes. The best recovered bit error rate
occurs for bits that are either near the first bit to be
encoded or the last bit to be encoded. Since the early
bits are the best protected, the voicing mode bits are
30 placed in this position.
Since the voicing mode bits are preferably always
in the same position, and encoded in the same way, a
single pre-decoder (501), as illustrated in FIG. 5, can be
used to decode these bits. The resulting decoded mode
35 information can be used to select (502) the appropriate
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post-decoder (503 through 506) in order to ensure that
the appropriate mode-determined ordering and encoding
algorithm is used to decode the protected voice coder

data bits.
in digital transmission systems, some transmitted

bits have a higher probability of decoded error than
other bits, principally because of their position in the
channel. For example, in. TDM (time-division multiplex)
systems, probability of decoded error of a particular bit
may be related to the bit's proximity to a transmitted

synchronization sequence. 7 :
Returning to FIG. 3, the output of the encoder (304)

is applied to the input of an interleaver (305), as is the
output of the Class Il array (303). The interleaver (305)
simply combines the encoded and unencoded bits so that
the resultant data stream can be transmitted. |

What is claimed is:

sy
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Claims

1. A method for providing error protection for
voice coder information bits to be transmitted, the
5 method comprising:
(a) providing input data bits comprising
voice coder information bits;
(b) separating the input data bits, based
upon voicing mode, into first and second arrays of bits;
10 (c) applying an error control coding
technique to the bits of the first array to produce
encoded bits;
(d) combining the encoded bits with the
bits of the second array to form a bit stream; and
15 (e) transmitting the bit stream.
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o The method in accordance with claim 1,
wherein the bits of the first array are arranged,
dependent upon voicing mode, such that bits having
greater perceptual significance in reconstructing speech
are encoded such that these more perceptually
significant bits have lower probability of decoded error.

3. The method in. accordance with claim 1,
wherein the step (c) of applying an error control coding
technique comprises applying the bits of the first array
as input to an encoder to provide encoded bits.

4. The method in accordance with claim 3,
wherein the encoder comprises a convolutional encoder.

5. The method in accordance with claim 4,
wherein the convolutional encoder encodes at least some

bits at a first rate and at least some bits at a second

rate.

6. The method in accordance with claim 5,
wherein the first rate corresponds to a rate 1/3
convolutional code, and the second rate corresponds to a
rate 1/2 convolutional code. '

7. The method in accordance with claim 1,
wherein the bits of the first array are arranged in order

of importance.

‘8. The method in accordance with claim 7,
wherein the order of importance in which the bits of the
first array are arranged is determined by voicing mode.

A

.
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9. The method in accordance with claim 1,
wherein the step (e) of transmitting the bit stream
includes storage and retrieval of the bit stream from a
memory device.
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10. Apparatus for providing error protection for

voice coder information bits comprising:

means for providing input data bits
comprising voice coder information bits;

means for separating the input data bits,
based upon voicing mode, into first and second arrays of
bits; o

means for applying an error control -coding
technique to the bits of the first array to produce

encoded bits; :
means for combining the encoded bits with

the bits of the second array to form a bit stream.

L8]
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