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DIVERSITY EVALUATION IN GENEALOGY SEARCH 

PRIORITY 

[0001] This application claims the benefit of U.S. Provisional Application No. 62/544,565 

filed August 11, 2017, which is incorporated by reference in its entirety.  

BACKGROUND 

[0002] This disclosure relates generally to searching and ranking genealogical records.  

Specifically, this disclosure relates to providing an entropy-based metric to model a degree 

of diversity of a search and ranked result of genealogical records.  

[0003] Genealogy search helps people discover their family history. It could include a search 

for documents such as birth records, death records, immigration records, etc. Interesting stories 

of a person could be included across different record categories. For example, a complete life 

story about a person could be formed based on a combination of birth, residence, marriage, 

immigration and death records. As such, it is important for a genealogical data query server to 

return a diversified search result that includes different types of records.  

[0003a] Throughout this specification the word "comprise", or variations such as 

"comprises" or "comprising", will be understood to imply the inclusion of a stated element, 

integer or step, or group of elements, integers or steps, but not the exclusion of any other 

element, integer or step, or group of elements, integers or steps.  

[0003b] Any discussion of documents, acts, materials, devices, articles or the like which 

has been included in the present specification is not to be taken as an admission that any or 

all of these matters form part of the prior art base or were common general knowledge in the 

field relevant to the present disclosure as it existed before the priority date of each of the 

appended claims.  

SUMMARY 

[0004] Disclosure described herein relates to methods and processes for determining 

degrees of diversity of genealogical search results that are generated based on user queries.  

A research result may include a collection of records that can be classified into one of 

different types. For example, in a genealogical search, there can be different record types 

such as birth, death, marriage, etc. In one embodiment, it may be assumed that there is no 

preference (or no substantive difference in terms of preference) for a particular record type 

in determining diversity. A highly diversified search result would cover as many different 

record types as possible. An information entropy-based metric may be used to describe the 
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search result's distribution of records that are classified into different record types. The 

entropy-based metric may be a cumulative entropy that is based on a sum of individual 

entropy values associated with different ranked positions. The cumulative entropy may 

further be normalized by an ideal cumulative entropy to a predetermined scale (e.g., between 

0 and 1) so that the degrees of diversity of search results across different queries can be 

compared. The normalized cumulative entropy could be used to measure diversity in a 

ranked list.  

[0005] By way of example, a process of evaluating of the diversity of a search result 

may be associated with a response to a user query. After the user query is received, a data 

query server locates a set of genealogical records that match the query. The server may also 

rank the set of genealogical records based on, for example, relevancy of each record 

compared to the search query. The server then classifies the genealogical records into a 

plurality of record types based on one or more attributes of the records. For example, 

genealogical records may be classified based on the categories (e.g., birth, marriage, 

immigration, death, etc.) of the record. Based on the classification, the server determines 

one or more distributions of the numbers of records that are classified into each of the record 

types. Each distribution corresponds to a subset of records that belong to the search result.  

For example, the server may select a first subset that includes a certain number of records 

that belong to the search result and determine the numbers of records in each record type to 

construct the distribution. An entropy value is then determined based on the distribution.  

The server may also select additional subsets of records that belong to the search result and 

determine additional distributions. Hence, more entropy values are determined based on 

those distributions. An entropy-based metric of the search result may be a cumulative 

entropy that is based on the sum of the entropy values of the one or more distributions that 

correspond to different subsets.  

[0006] In one embodiment, an entropy-based metric may measure not only the global 

degree of diversity, but also local diversity in terms of the rank order of the search result.  

Global diversity may refer to a measure of how many record types are presented in the list.  

Global diversity may disregard the actual rank order in a search result. Local diversity 

measures the degree of diversity of records that are in proximity of other records in the rank 

order. For example, if different record types are represented by letters, such as A, B, etc., RA 

represents a record of type A, and RB represents a record of type B, then a rank order of a list 

LI of [RA, RA, RB, RB] has better global diversity than a rank order L2 of [RA, RA, RA, RA.  

It is because Li covers two record types while L2 covers only one type. Now given another 
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rank list L3 of [RA, RB, RA, RB], then there is no difference between Li and L3 in terms of 

global diversity because both list includes two records of type A and two records of type B.  

However, L3 has better local diversity of LI because the adjacent records in L3 in the rank 

order have different record types. This is also indicated by the fact that the top two results in 

L3 cover two record types while the top two results in L cover only one record type.  

[0007] To capture both the global and local diversity, in one embodiment, the selection 

of subsets of records is based on a rank order of the set of records in the search result. For 

example, each subset may be selected based on a ranked position in the rank order. For a 

given subset associated with the ranked position, the records preceding and right at the 

ranked positions in the rank order are selected. As such, the entropy value associated with a 

given ranked position can be calculated based on the distribution of the subset associated 

with the ranked position. One example cumulative entropy corresponds to a sum of the 

entropy values associated with ranked position. This cumulative entropy allows the degree 

of diversity associated with a particular rank order to be determined at the same time with 

the degree of diversity of the entire set.  

[0008] To further improve the entropy-based metric, the cumulative entropy determined 

based on a particular rank order of the search result may be normalized. In one embodiment, 

a given cumulative entropy is normalized by an ideal cumulative entropy, which corresponds 

to a projected maximum entropy of a search result given the total number of records in the 

search result and the total number of record types. The ideal cumulative entropy may be 

determined based on the premise that a uniform distribution of numbers of record types 

achieves a theoretical maximum entropy and a constraint that the number count of each type 

should be an integer so that a perfectly uniform distribution is not always achievable. In one 

approach, the ideal cumulative entropy is determined by a branch and bound algorithm that 

tests the entropy values under different integer count of each record type. After the ideal 

cumulative entropy for a search result is determined, the cumulative entropy can be 

normalized to a predetermined scale.  

[0009] The entropy-based metric provides a novel way to evaluate the ranking 

performance from a diversity perspective for both search results and hint prioritization. It 

also provides a way to measure how diversity of record collections may influence user 

engagements. It further provides directions to administrators of a search engine to further 

improve the search model.  

[0010] While this disclosure is described with exemplary embodiments that are 

associated with genealogical records, the entropy-based metric and related processes in 

3



determining such metric described herein can be applied to other areas of search queries and 

are not limited to the field of genealogy.  

[0011] In one embodiment, a computer-implemented method is described. The method 

comprises accessing a set of genealogical records based on a search query, each genealogical 

record comprising one or more attributes. The method also comprises ranking the set of 

genealogical records in a rank order. The method also comprises classifying the 

genealogical records into a plurality of record types based on the one or more attributes of 

the genealogical records. The method further comprises selecting one or more subsets from 

the set of genealogical records based on the rank order, each subset different from another 

subset, wherein the plurality of subsets comprise a first subset of genealogical records and a 

second subset that includes the first subset and at least one additional lower-ranked 

genealogical record that is ranked lower than any genealogical record in the first subset. The 

method further comprises determining one or more distributions of numbers of genealogical 

records that are classified into each of the plurality of record types, each of the one or more 

distributions corresponding to one of the one or more subsets. The method further 

comprises determining an entropy-based metric corresponding to the set of genealogical 

records, wherein the entropy-based metric represents a degree of diversity of the set of 

genealogical records in the rank order wherein determining the entropy-based metric 

comprises determining a plurality of entropy values of the plurality of subsets, each subset 

having an entropy value that is determined based on the distribution corresponding to the 

subset wherein at least a first distribution corresponds to the genealogical records in the first 

subset and the second distribution corresponds to the genealogical records in the second 

subset that includes the first subset and at least the additional lower-ranked genealogical 

record adding the plurality of entropy values together to determine a sum of the entropy 

values of the plurality of subsets; determining a cumulative entropy that corresponds to the 

sum of the entropy values of the plurality of subsets, the cumulative entropy-based metric 

wherein, for the cumulative entropy, the genealogical records in the first subset are weighted 

heavier than the additional lower-ranked genealogical record; and generating an indication 

of the degree of diversity of the set of genealogical records.  

[0012] In one embodiment, the normalized cumulative entropy is normalized to a scale 

between 0 and 1, and the computer-implemented method further comprises: comparing the 

normalized cumulative entropy to a threshold that is pre-set to be between 0 and 1 and 

responsive to the normalized cumulative entropy being below the threshold, re-ranking the 

set of genealogical records.  

4



[0013] In one embodiment, the ideal cumulative entropy is based on a distribution that is 

more uniformly distributed than a distribution of the set of genealogical records.  

[0014] In one embodiment, the ideal cumulative entropy is based on a total number of 

genealogical records in the set and a total number of record types.  

[0015] In one embodiment, the ideal entropy is determined using a branch and bound 

algorithm.  

[0016] In one embodiment, determining the ideal cumulative entropy comprises: 

determining maximum entropies of each of the plurality of distributions, each distribution 

having a maximum entropy based on a number of genealogical records in the distribution 

and a number of record types in the distribution, and summing the maximum entropies.  

[0017] In one embodiment, the entropy-based metric corresponds to an entropy value of a 

single distribution and the subset that corresponds to the single distribution is the entire set 

of genealogical records.  

[0018] In one embodiment, the one or more attributes used to classify each of the 

genealogical records into one of the plurality of record types are data categories selected 

from the group consisting of: birth, marriage, death, residence, immigration, military, court, 

and directories.  

[0019] In one embodiment, the method further comprises, responsive to the entropy-based 

metric being higher than a threshold, sending the set of genealogical records in the rank 

order to a client device.  

[0020] In one embodiment, the computer-implemented method further comprising: 

comparing the entropy-based metric to a threshold, and responsive to the entropy-based 

metric being below the threshold, re-ranking the set of genealogical records.  

[0021] In one embodiment, a re-ranked set of genealogical records, which is re-ranked 

from an original set, has a value of entropy-based metric that is higher than the original set.  

[0022] In one embodiment, determining the one or more distributions comprises: selecting 

the subsets of genealogical records from the set of genealogical records based on a rank 

order of the set based on criteria of: (i) having two or more genealogical records in each 

subset, and (ii) the two or more genealogical records of the subset being within a threshold 

distance of each other by the rank order; determining a distribution for each of subsets by 

counting a number of records that are classified into each record type.  

[0023] In one embodiment, each of the subsets is smaller than the set.  

[0024] In one embodiment, each of the subsets has different numbers of genealogical 

records.  
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[0025] In one embodiment, a latter subset from the subsets selected comprises one 

additional genealogical record than a previous subset, the one additional genealogical record 

being a record immediately succeeding a last record of the previous subset in the rank order.  

[0026] In one embodiment, a computer-implemented method is described. The computer

implemented method comprises accessing a set of genealogical records that correspond to a 

rank order. The computer-implemented method also comprises determining an entropy 

value associated with each ranked position in the set of genealogical records, the entropy 

value associated with each ranked position corresponding to a distribution of a subset of 

genealogical records that are selected based on the ranked position, wherein at least a first 

distribution that corresponds to a first ranked position includes a first subset of genealogical 

records and a second distribution that corresponds to a second ranked position includes the 

first subset and at least an additional lower-ranked genealogical record. The computer

implemented method further comprises determining an entropy-based metric based on the 

entropy values of the ranked positions in the set of genealogical records, wherein 

determining the entropy-based metric comprises; adding the entropy values of the ranked 

positions in the set of genealogical records to determine a sum of the entropy values 

associated with the ranked positions; determining a cumulative entropy that corresponds to 

the sum of the entropy values associated with the ranked positions, the cumulative entropy 

being the entropy=based metric, wherein for the cumulative entropy, the genealogical 

records in the first subset are weighted heavier than the additional lower-ranked genealogical 

record. The computer-implemented method further comprises responsive to the entropy

based metric being lower than a threshold of a predetermined value of cumulative entropy, 

re-determining the rank order and responsive to the entropy-based metric being greater than 

the threshold of the predetermined value of cumulative entropy, generating an indication of a 

degree of diversity of the set of genealogical records. In one embodiment, the re-determined 

rank order corresponds to a higher value of entropy-based metric.  

[0027] In one embodiment, the subset of genealogical records associated with a ranked 

position comprises genealogical records that precede the ranked position.  

[0028] In one embodiment, each of the subset associated with each ranked position has a 

different number of records.  

[0029] In one embodiment, each of the subsets is smaller than the set.  

[0030] In one embodiment, wherein a latter subset associated with a latter ranked position 

has one additional genealogical record than a previous subset associated with a previous 

ranked position immediately preceding the latter ranked position.  
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[0031] In one embodiment, the one additional genealogical record is a record immediately 

succeeding a last record of the previous subset in the rank order.  

[0032] In one embodiment, the entropy value associated with each ranked position is 

determined based on: 

K 

E(Q) =- pi logpi 
i=1 

[0033] In one embodiment, determining the entropy-based metric comprises: determining 

a cumulative entropy that corresponds to a sum of the determined entropy values associated 

with the ranked positions, the cumulative entropy being the entropy-based metric.  

[0034] In one embodiment, determining the entropy-based metric further comprises: 

determining an ideal cumulative entropy, and determining a normalized cumulative entropy 

that is based on the cumulative entropy normalized by the ideal entropy, the normalized 

cumulative entropy being the entropy-based metric instead of the cumulative entropy.  

[0035] In one embodiment, the normalized cumulative entropy is normalized to a scale 

between 0 and 1.  

[0036] In one embodiment, the ideal cumulative entropy is using a branch and bound 

algorithm.  

[0037] In one embodiment program code is described. The program code comprising 

instructions that, when executed by a processor, cause the processor to: access a set of 

genealogical records based on a search query, each genealogical record comprising one or 

more attributes; rank the set of genealogical records in a rank order; classify the genealogical 

records into a plurality of record types based on the one or more attributes of the 

genealogical records; select, based on the rank order, a plurality of subsets from the set of 

genealogical records, each subset different from another subset, wherein the plurality of 

subsets comprise a first subset of genealogical records and a second subset that includes the 

first subset and at least an additional lower-ranked genealogical record that is ranked lower 

than any genealogical record in the first subset; determine one or more distributions of 

numbers of genealogical records that are classified into each of the plurality of record types, 

each of the one or more distributions corresponding to one of the plurality of subsets; and 

determine an entropy-based metric corresponding to the set of genealogical records, wherein 

the entropy-based metric represents a degree of diversity of the set of genealogical records in 

rank order wherein determine the entropy-based metric comprises: determine a plurality of 

entropy values of the plurality of subsets, each subset having a entropy value that is 
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determined based on the distribution corresponding to the subset, wherein at least a first 

distribution corresponds to the genealogical records in the first subset and a second 

distribution corresponds to the genealogical records in the second subset that includes the 

first subset and at least the additional lower-ranked genealogical records; add the plurality of 

entropy values together to determine a sum of the entropy values of the plurality of subsets; 

determine a cumulative entropy that corresponds to the sum of the entropy values of the 

plurality of subsets, the cumulative entropy being, the genealogical records in the first subset 

are weighted heavier than the additional lower-ranked genealogical record; and generate an 

indication of the degree of diversity of the set of genealogical records.  

BRIEF DESCRIPTION OF THE DRAWINGS 

[0038] FIG. 1 is a block diagram of a system environment for a data query system, in 

accordance with an embodiment.  

[0039] FIG. 2 is a diagram illustrating an exemplary search user interface for a 

genealogical system, in accordance with an embodiment.  

[0040] FIG. 3 is a diagram illustrating a search result that shows a list of records 

searched and ranked, in accordance with an embodiment.  

[0041] FIG. 4 is a flowchart depicting a search and rank process performed by a data 

query server, in accordance with an embodiment.  

[0042] FIG. 5A is a flowchart depicting a process that evaluates the diversity of a search 

result, in accordance with an embodiment.  

[0043] FIG. 5B is a block diagram illustrating how a subset of records in a search result 

is used to generate a distribution, in accordance with an embodiment.  

[0044] FIG. 6A is a flowchart depicting a process that determines an exemplary entropy

based metric of a search result, in accordance with an embodiment.  

[0045] FIG. 6B is a diagram illustrating an exemplary process for selecting subsets in 

determining the exemplary entropy-based metric, in accordance with an embodiment.  

[0046] FIG. 6C is a flowchart depicting a process that determines a normalized 

cumulative entropy based on entropies with respect to different positions, in accordance with 

an embodiment.  

[0047] FIGS. 7 is a tree diagram illustrating an exemplary algorithm to determine an 

ideal cumulative entropy, in accordance with an embodiment.  
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[0048] FIG. 8 is a plot illustrating a distribution in a dataset of the number of record 

types in search results based on different queries.  

[0049] FIG. 8 is a plot illustrating an experimental result that shows the differences 

between exact maximum possible entropy and approximation, in accordance with an 

embodiment.  

[0050] FIG. 9 is a plot illustrating an experimental result that shows the differences in 

approximating maximum entropy relative to the number of types of records in a search 

result, in accordance with an embodiment.  

[0051] FIG. 10 is a plot illustrating an experimental result that shows the difference of 

the cumulative entropy between ideal cumulative entropy and approximated cumulative 

values, in accordance with an embodiment.  

[0052] FIG. 11 is a plot illustrating an experimental result that shows the differences 

among the performance of different metrics that measure the diversity of a search result.  

[0053] The figures depict various embodiments of the present invention for purposes of 

illustration only. One skilled in the art will readily recognize from the following discussion 

that alternative embodiments of the structures and methods illustrated herein may be 

employed without departing from the principles of the invention described herein.  

DETAILED DESCRIPTION 

System Environment 

[0054] FIG. 1 is a block diagram of a system environment 100 for a data query system. In 

one embodiment, the system environment 100 is related to a genealogical data query system.  

In other embodiments, the system environment 100 is related to other data search and analysis 

systems. One or more client devices 110, a network 120, and a data query server 130 are 

presented in the system environment 100. The data query server 130 may be a genealogical 

data query server or other suitable data query servers.  

[0055] The client devices 110 are one or more computing devices capable of receiving user 

input and transmitting and/or receiving data via the network 120. The client devices 110 may 

be conventional computers, such as desktop or laptop computers, personal digital assistants 

(PDAs), mobile phones, smartphones, tablets, smart wearable electronic devices, such as smart 

watches, other suitable electronic devices, or any combinations thereof. The client devices 

110 may each execute an application to present a graphical user interface 115 to allow a user 

to interact with the data query server 130. The graphical user interface 115 may at least 

partially be operated by the data query server 130. For example, the graphical user interface 
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115 may be a software application designed and published by a company that operates the data 

query server 130. In another case, the graphical user interface 115 may be a website of the 

company. In yet another case, the client devices 110 may also interact with the data query 

server 130 through an application programming interface (API).  

[0056] The network 120 may take the form of the Internet or any intranets. The network 

120 may use any combination of cellular networks, wide area networks, and/or local area 

networks with wired and/or wireless communication systems. For example, the network 120 

includes communication links using technologies such as Ethernet, 802.11, worldwide 

interoperability for microwave access (WiMAX), 3G, 4G, 5G, code division multiple access 

(CDMA), digital subscriber line (DSL), etc.  

[0057] The data query server 130 shown in FIG. 1 includes a search module 132, a rank 

module 134, a data store 136 and a search result evaluation module 138. In other 

embodiments, the data query server 130 may include additional, fewer, or different 

components for various applications. Conventional components such as network interfaces, 

security functions, data management modules, and the like are not shown. The data query 

server 130 that can receive queries for data initiated from one or more users and can return 

data concerning the results of the queries to the client devices for presentations of the results.  

The data may be any data or information such as entries, images, strings, numbers, 

relationships, and etc. The data query server 130 may be a general search query server such 

as an Internet search engine that performs searches similar to well-known search engines such 

as Google, or may be a specialized search query server that focuses on a certain category of 

data and information such as scholar articles or genealogical data. In the case of a 

genealogical data query server, genealogical data may include data and information relating to 

the study or tracing of lines of family descent, census records of citizens, past records of 

people's life events, other vital data, genetic records such as DNA and genome-related data, 

etc. As discussed in further detail below in associated with FIGS. 4-7, the information 

diversity of the search results may be evaluated before the search results are presented to the 

users.  

[0058] After the data query server 130 receives a user query, the search module 132 

accesses the data store 136 to locate and return records that match the input specified in the 

user query. In the case of genealogy, a user query may specify one or more genealogical 

characteristics, which may include descriptions and vitals of people. For example, 

genealogical characteristics may include name, gender, spouse's information, relatives' 

information, dates, places for life events (e.g., birth and death), other vital data, etc. In 
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response to and based on the user query, the search module 132 searches through a data store 

that includes one or more databases. The search module 132 returns records that match the 

user query. In one embodiment, the number of records of a search result varies among 

different search results. In another embodiment, the search module 132 may include a 

predetermined ceiling of search results (e.g., 100) and may select the records based on those 

that best match the user query. The search module 132 may rely on the exact match or 

expanded match (e.g., within certain degrees of fizziness of a search term) to locate the 

matched records.  

[0059] The rank module 134 ranks the records located by the search module 132 based on 

certain rules and/or algorithms. For example, the rank module 134 may rank the searched 

records based on relevancy. Relevancy may be based on the search strings and criteria 

specified in a search query. In some cases, the relevancy of a record may depend on how the 

record is closely related to the search strings and criteria. Alternatively or additionally, the 

relevancy of a record may also depend on a likelihood of interaction (e.g., click, print, save, 

favorite, etc.) between a user and the record based on historical user interactions of the 

records. For more details on how the search module 132 and the rank module 134 may 

locate and rank searched records, PCT Application No. PCT/US2018/036058 entitled 

"Customized Coordinate Ascent for Ranking Records" filed on June 5, 2018, is incorporated 

by reference in its entirety for all purposes.  

[0060] The data store 136 comprises databases that store different records which contain 

information related to the subject matters of the databases. A record may be a file, a 

document, a data value, or a collection of data values that are grouped together. For example, 

if the data query server 130 is operated for searching financial data, the data store 136 may 

include stock information, prices, and other related financial data. A record in such case may 

include a company name, profile, the company's financial metrics, etc. collected as a unit. In 

the case of the data query server 130 being a genealogical data query server, the data store 136 

may also be referred to as a genealogical index. A genealogical index may include different 

categories of records including names, relations, birth records, death records, marriage 

records, adoption records, census records, obituary records, etc. Genealogical data may 

include records that are obtained by digitalizing more formal records such as census records.  

Another source of data may come from users' manual input of family history and data. The 

data may be stored in any suitable data formats including SQL and NoSQL data formats.  

[0061] The search result evaluation module 138 evaluates the quality of the search (ranked 

or not ranked) result and may approve or reject a given search ranked result. A search result 
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may refer to a collection of records that match a query. When the search result evaluation 

module 138 rejects a search result, the search module 132 may conduct an additional search 

(e.g., by relaxing the search criteria) and/or the rank module 134 may re-rank the records in 

the search result. When the search result evaluation module 138 approves the search result, 

the data query server 130 may transmit data corresponding to the approved search result to the 

graphical user interface 115 of a client device and cause the graphical user interface 115 to 

display the search result in a rank order.  

[0062] One example criterion of the quality of the search result is a degree of diversity of 

the search result. The degree of diversity of a search result may depend on one or more 

different factors. One factor is how distributed different classifications of the records are 

included in a search result. A search result may correspond to a higher degree of diversity 

when the search result includes more different types of records and a more uniformly 

distributed types when compared to another search result. Records may be classified based on 

one or more attributes of the records. An attribute may refer to a feature or a characteristic of 

a record. Different records have different attributes. For example, a search result of a generic 

Internet search may include different records that take the forms of web pages, news articles, 

images, videos, advertisements, etc. Those forms (a type of records) is an example attribute of 

the searched records. Another attribute of the same records could be the topics or sub-topics 

of the records (e.g., sport, video games, fine arts, politics, etc.). In another example, a search 

result may include a collection of scientific journals. Attributes of each record of the search 

result may be the sources (e.g., universities, industries, etc.) of the journals, the period of 

publication, subject matters (physics, chemistry, engineering, etc.) of thejournals. Also, in 

some cases, records of the same search result may be classified in different ways based on 

different attributes. For example, the same scientific journals in the same search result may 

be classified in a first way based on the sources and in a second different way based on the 

subject matters. The degree of diversity may depend on the attributes used in classifying the 

search result.  

[0063] In the case of genealogical data, one example attribute is the record categories, which 

can include birth, marriage, death, residence, immigration, military, court, directory records, 

etc. Another example attribute is the data sources (e.g., Census records, user-input data, 

etc.). Data value ranges of the records may also be examples of attributes of data. For 

example, age group may be an attribute of a record. Based on one or more attributes, the 

genealogical records in a search result can be classified into different record types. For 

instance, the eight record categories of birth, marriage, death, residence, immigration, 
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military, court, directory records can be used to classify the records in a search result into 

eight different record types.  

[0064] While classifying records into one of a plurality of record types is an example way to 

determine a degree of diversity of a search result, the degree of diversity of a search result may 

also depend on other factors. In some embodiments, the determination of the degree of 

diversity of a search result takes such classification into account, but also considers other 

factors in the search result.  

[0065] Still referring to the search result evaluation module 138, another example criterion 

of the quality of the search result is the quality of the rank order of the search result. The 

quality of the rank order of the search result may correspond to the relevancy of individual 

records. Preferably, a more relevant record should be ranked higher than a less relevant 

record. As it will be discussed in further details below in FIGS. 4-7, the search result 

evaluation module 138 may determine an information entropy-based metric that can take both 

diversity of the rank order and diversity of the set of records into consideration in determining 

the quality of a search result.  

[0066] FIG. 2 is an exemplary graphical user interface 115, in accordance with an 

embodiment. The graphical user interface 115 shown in FIG. 2 is related to a genealogical 

data query system. In such case, the graphical user interface 115 may be provided and 

operated by the genealogical data query server 130. The graphical user interface 115 is 

executable in the client device 110 and is configured to receive query input from a user via the 

client device 110. A user query for a genealogical index may specify one or more 

genealogical data values in different fields such as first name, last name, middle name, maiden 

name, location, date of birth, year of birth, database, etc. In a specific case shown in FIG. 2, a 

user specifies "John" in the first-name field and "Smith" in the last-name field in the query.  

[0067] Based on the query received, the data query server 130 uses different modules 132, 

134, and 138 to perform search, rank, and evaluation operations to return data of a search 

result to the client device 110. The data query server 130 also causes the graphical user 

interface 115 to present the search result in a rank order. FIG. 3 illustrates a search result 300 

that is displayed in a graphical user interface 115 that shows a list of records searched and 

ranked. The list of records includes records 310, 320, 330, 340, etc. Each of the records 

310, 320, 330, and 340 match the query that specifies "John Smith" (shown in FIG. 2) and is 

associated with a person. Each of the records 310, 320, 330, and 340 may have similar data 

values that are related to "John Smith," but include different attributes. For example, 

different records 310, 320, 330, and 340 can be associated with a different data category.  
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The record 310 is associated with the data category of "birth," meaning the record may be 

obtained from a birth record. By the same token, the record 320 is associated with the data 

category "marriage" and the record 330 is associated with the data category "death." The 

records 310, 320, 330, and 340 may also include other different attributes. For example, 

whether the records include an exact value of the search string or a variation of the search 

string (e.g., "John" in 310 vs. "Johnny" in 330) may also be an example attribute that is 

different among the records.  

Search, Rank, and Diversity Evaluation Process Overview 

[0068] FIG. 4 is a flowchart depicting a search and rank process 400 performed by a data 

query server, such as the data query server 130 shown in FIG. 1, in accordance with an 

embodiment. The process 400 may begin when a data query server receives 410 a user query 

that may specify one or more search strings, criteria, and/or data range. In response, the data 

query server selects 420 records that match the query. After records are located, the data 

query server ranks 430 the records based on the likely relevancy of each record. The ranking 

of the records may be based on how closely the data values in the record are related to or 

match the search strings or criteria of the query. The ranking of the records may also be based 

on a projected likelihood of user interaction with the record that is estimated based on 

historical user interactions with the record. The data query server then evaluates 440 a degree 

of diversity of the search result. The evaluation of the degree of diversity may include a 

determination of an entropy-based metric, which will be discussed in further detail in 

associated with FIGS. 5-7.  

[0069] In a decision stage 450, the data query server determines whether the diversity of the 

search result is satisfactory. If the diversity is not satisfactory, the data query server carries out 

460 additional search and/or rank actions. In one case, the data query server may relax the 

criteria of the search query or increase the fizziness of the search strings to generate additional 

records. The data query server may also re-rank the search result that includes the additional 

records. In some cases, the data query server does not conduct an additional search, but 

simply re-ranks the original set of records in the search result so that the re-ranked set of 

records has a higher degree of diversity (e.g., a high value of the entropy-based metric) than 

the original set. If the diversity is satisfactory, the data query server presents 470 the search 

result in a rank order to the user via a graphical user interface of a client device.  

Evaluation of Diversity Based on an Entropy-Based Metric 
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[0070] Referring to FIGS. 5A and 5B, FIG. 5A is a block diagram illustrating how a set (or 

subset) of records in a search result is used to generate a distribution that is used to determine 

an entropy-based metric, in accordance to an embodiment. FIG. 5B is a flowchart depicting a 

process that evaluates a degree of diversity of a search result based on the entropy-based 

metric, in accordance with an embodiment. The process 500 described in FIG. 5B may 

correspond to element 440 in the process 400 shown in FIG. 4 regarding the evaluation of the 

diversity of a search result.  

[0071] In general, information entropy, or sometimes referred to as Shannon entropy, 

corresponds to a degree of disorder or uncertainty of a system. Applying to the data query 

system 130, an entropy (or a metric calculated based on one or more entropy values of a 

search result) may represent a measure of the disorder of the search result. Given a set Q 

comprising n records {di, d2, ... dn} and each record belongs to one of a plurality of record 

types - {1,2, ... , K}, the entropy for this set Q of records could be defined in the Equation (1) 

below as follows: 

E(Q) = 1 p logpg (1) 

where E(Q) is the entropy of the set Q based on a distribution of the set of records that are 

classified into different record types, K is the number of record types, and pi is the proportion 

of records in the set that belong to record type i. The logarithm in calculating entropy values is 

usually to base 2 (i.e., binary logarithm) but other base logarithms can also be used and can be 

converted to base 2 using simple change-of-base operations.  

[0072] FIG. 5A provides a graphical illustration of how the entropy of a set of records may 

be determined based on a classification approach. The upper portion 580 of FIG. 5A shows a 

set of 100 records that belong to a search result. Each record belongs to one of eight data 

categories: Birth, Marriage, Death, Residence, Immigration, Military, Court, and Directories.  

In other words, the data types of the records are classified based on the records' genealogical 

data categories. The use of a genealogical search result and data categories as the attribute 

to classify record types is for illustration purpose and should not be construed as the only 

possible way to classify records into different types. After each of the genealogical records 

is classified into one of the eight types, a distribution of numbers of genealogical records can 

be determined. The distribution may be graphically illustrated as a plot 590, although such a 

plot often is not needed to be visually constructed in actual processes to determine an 

entropy value. The plot 590 represents a distribution that comprises a set of 100 records. In 

the plot 590, each data type has a count of the number of genealogical records that are 
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classified into the type. For example, the first type has a count of 10. As such, based on 

Equation (1), pi equals 10/100 because the pi in Equation (1) is the proportion of records in 

the set of 100 records that belongs to record type i. Similar, p2 equals 30/100 and ps equals 

13/100. The underlying precise data values contained in each record may not affect the 

determination of the entropy value because the entropy value usually depends on the 

distribution of the records, not the actual values included in a record. After the count for each 

record type is determined, the entropy can be determined based on Equation (1).  

[0073] While FIG. 5A illustrates the determination of the entropy of a search result based on 

an entire set of the records in a search result, the entropy of the search result may also be based 

on subsets of the records. Here, a set of records refers to a collection of a certain number of 

records. A subset refers to a collection that is equal to or smaller than the entire set. For 

example, a subset of five records can be selected from the set of 100 records and a subset can 

also have the entire set of 100 records. After a subset is selected, a distribution can be 

similarly determined based on the technique illustrated in FIG. 5A and the entropy value of 

such subset can be calculated based on Equation (1). The entropy value of an entire set of 

records or of any subset may serve as an entropy-based metric. Alternatively, as it will be 

discussed in further details below in associated with FIGS. 6A and 6B, the entropy-based 

metric may be a cumulative entropy that is a sum of the entropy values of different subsets of 

records of a search result.  

[0074] An entropy may represent a degree of diversity of a set of records. Suppose there are 

two sets of records AAAB and AABB that are classified into either record type A and B. Then 

the entropy for two sets should respectively be: 

E(AAAB) = - log - log = 0.8113 (2) 
4 4 4 4 

E(AABB) = - log - log = 1.0 (3) 
2 2 2 2 

For the same number of records in a set, the higher the entropy value, the more uniform is 

the distribution of the set. Hence, a set with a higher entropy-based metric may correspond 

to a more diversified set. In the above example, the entropy values show that AABB is more 

diversified than AAAB, as expected.  

[0075] Referring to FIG. 5B, a process 500 to determine an entropy-based metric of a 

search result is illustrated. The process 500 may be executed by a module of a data query 
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server. For example, the search result evaluation module 138 of the data query server 130 

may execute the process 500. The process 500 may be initiated in response to a search 

query that is received from a user. The data query server accesses a set of records based on 

the search query. Each record includes one or more attributes. For example, the attribute 

may be data category, data source, or characteristics of data values. The data query server 

may also rank the set of records.  

[0076] A search result evaluation module of the data query server then accesses 510 the 

search result that includes the set of records. The search result may be ranked or unranked.  

The search result evaluation module classifies 520 each of the records into different types 

based on attributes of individual records. The classification may be based on the attribute 

that is selected for the classification purpose. In other words, in some cases, the same set of 

records may be classified in different ways, depending on the attribute used. After the 

classification, the search result evaluation module selects one or more subset out of the set of 

records. The search result evaluation module then determines 530 one or more distributions 

of numbers of records that are classified into each record type. Each distribution 

corresponds to a subset of the records.  

[0077] After one or more distributions are determined, the search result evaluation module 

determines 540 an entropy-based metric of the search result based on the distributions. In 

one embodiment, only a single distribution that corresponds to the entire set of records of the 

search result is determined and the entropy value of such distribution is used as the entropy

based metric. In another embodiment, one or more subsets are selected and one or more 

distributions that correspond to those subsets are determined. In such case, a cumulative 

entropy that corresponds to a sum of different entropy values of different distributions is 

used as the entropy-based metric. In yet another embodiment, the cumulative entropy is 

normalized to a predetermined range. Such normalized cumulative entropy is used as the 

entropy-based metric. The determination of cumulative entropy and normalized cumulative 

entropy will be discussed in further details below in associated with FIGS. 6A-7.  

[0078] After the entropy-based metric is determined, the search result evaluation module 

compares 550 the metric to a threshold value. If the entropy-based metric exceeds the 

threshold, the search result evaluation module indicates 560 that the diversity of the search 

result is satisfactory. Otherwise, the search result evaluation module indicates 570 that the 

diversity of the search result is not satisfactory.  

Cumulative Entropy and Rank Order 
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[0079] Although a simple entropy value of a set of records provides insight of the degree 

of diversity of the set, the entropy value normally does not provide sufficient indication to 

distinguish the degrees of diversity of different rank orders that have the same underlying 

distribution. For example, based on Equation (1), entropy for a ranked set AABB and that 

of another ranked set ABAB are the same. However, a data query server would provide a 

better performance if the ranked set ABAB is determined as having a more diversified 

ranking because the higher ranked records, which are usually more important to users, are 

more diversified in ABAB than in AABB.  

[0080] In order to consider diversity based on rank orders, in one embodiment, an entropy

based metric, which is based on each ranked position and on summing of the entropy values 

of different subsets that correspond to different ranked positions, is used to represent the 

degree of diversity of a ranked search result. In this way, the entropy-based metric could 

represent ranking diversity and set diversity at the same time.  

[0081] One example of cumulative entropy for a ranked set Q with n records {di, d2, ... dn } 

is based on the following equation: 

CE(Q) (4)n 
CE(Q = 42 E (Qp) (4) 

where CE(Q) is the cumulative entropy of the ranked set Q, E(Qp) is the entropy of the 

distribution corresponds to a subset Qp that includes records {di, d2, ... dp} that are classified 

into different record types. For instance, the cumulative entropy for ranked set AABB and 

ABAB respectively may be: 

CE(AABB) = E(AA) + E(AAB) + E(AABB) (5) 

CE(ABAB) = E(AB) + E(ABA) + E(ABAB) (6) 

[0082] In Equation (5), {AA}, {AAB}, and {AABB} are subsets of the set {AABB} that 

are selected with respect to different ranked positions of the set {AABB}. As shown by 

Equations (5) and (6), the cumulative entropy for ranked set ABAB is larger than AABB since 

the respective first subset's entropy value has a relationship E(AB) > E(AA). The entropy 

values for other subsets are the same. As illustrated by this example, a data query server 

could evaluate the diversity of ranking and set at the same time.  

[0083] FIG. 6A illustrates a flowchart depicting a process 600 that determines a 

cumulative entropy-based metric of a search result, in accordance with an embodiment. The 

process 600 may be carried out when the diversity of a ranked search result is ready to be 
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evaluated and may correspond to element 540 in the process 500 shown in FIG. 5B. When a 

ranked search result is present, a data query server selects 610 different subsets of records of 

the search result. The selection of different subsets may be carried out in different ways.  

One example way of a subset selection process will be illustrated in FIG. 6B. The subset 

selection process may include one or more criteria. For example, in one embodiment, a 

subset should have two or more records. Also, the two or more records should be within a 

threshold distance of each other by the rank order of the search result. Put differently, if the 

threshold distance is 20 and the entire set includes 100 records, the respective ranked 

positions of the farthest away records should not be larger than 20. However, different 

subsets may include repeated records. For example, a first subset can include the first five 

records while the second subset can include the first ten records.  

[0084] After different subsets are selected, the data query server determines 620 the 

entropy value of each of the different subsets of records. The determination of the entropy 

value may be in accordance with Equation (1) and the process described in FIG. 5A. The 

data query server then determines 530 a cumulative entropy based on a sum of the entropy 

values of the different subsets. The Equation (4) is an example way to determine the 

cumulative entropy, but other ways to determine the cumulative entropy are also possible.  

For example, in an alternative embodiment, the cumulative entropy may be based on a 

weighted sum of the entropies values with subsets that are associated with higher ranks in 

the rank order having heavier weights. In yet another embodiment, the cumulative entropy 

may be a variation of the summation shown in Equation (4), such as an average of the 

summation. The determined cumulative entropy may be used as the entropy-based metric 

to represent the degree of diversity of a ranked search result.  

[0085] To further improve the entropy-based metric, the data query server may determine 

640 an ideal cumulative entropy based on the number of records in the search result and the 

number of record types. The data query server may then normalize 650 the cumulative 

entropy based on the ideal cumulative entropy to determine a normalized cumulative entropy 

that is set in a predetermined scale such as between 0 and 1. The determination of the ideal 

cumulative entropy will be discussed in further details in associated with FIG. 7. The 

normalized cumulative entropy may be used as the entropy-based metric to represent the 

degree of diversity of a ranked search result.  

[0086] Referring specifically to element 610 of the process 600, in various embodiments, 

there can be different rules in selecting different subsets. In one embodiment, each of the 

subsets is smaller than the search result's entire set. Additionally or alternatively, each of 
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the subsets may have different numbers of records. In other words, the size of each subset is 

different from another subset.  

[0087] FIG. 6B illustrates one example of selection rules in selecting subsets, in 

accordance with an embodiment. The subsets in FIG. 6B are selected consecutively based 

on a rank order of the search result. For the subsets in FIG. 6B, a latter subset includes one 

additional record than a previous subset. Also, the one additional record is the record that 

immediately succeeds the last record of the previous subset in the rank order. In other 

words, each of the next subsets includes an additional record ranked immediately after the 

entire previous subset. Since each subset includes the records before and right at the 

corresponding ranked position, the entropy of the subset may also be referred to as the 

entropy associated with that ranked position. To illustrate, a search result of 9 records are 

represented by their data types in FIG. 6B in a rank order (e.g., the first and second records 

are classified as data type A, the third record is classified as data type B, etc.). The first 

subset 660 selected includes the first two records. The second subset 662 selected includes 

the first subset 660 and the third record that is ranked immediately after the first subset 660.  

Likewise, the third subset 664 includes the first four records, etc. After the subsets 660, 662, 

664, 666, 668, 670, 672, and 674 are selected, the distribution corresponds to each subset is 

determined and the entropy value of each distribution is determined based on Equation (1) 

and the process described in FIG. 5A. The cumulative entropy is then determined based on 

a sum of the entropy values of the subsets. In other words, the cumulative entropy is 

determined based on a sum of the entropy values associated with each ranked position.  

Because the higher ranked records are included in more subsets (e.g., the first two records 

are included in every subset in this example), the higher ranked records have more effect on 

the value of cumulative entropy. As such, the cumulative entropy may represent the 

diversity of ranking and set at the same time.  

[0088] Although a specific example is illustrated in FIG. 6B, the selection process in 

accordance with different embodiments do not have to follow the exact rules described in 

FIG. 6B. For example, in one embodiment, the subset selection process may end before the 

last subset includes all records. In another embodiment, the difference between the sizes of 

two consecutive subsets may be larger than one record. In yet another embodiment, each 

subset may include unique records (i.e. records are not repeatedly selected) but the 

cumulative entropy may be weighted heavily towards subsets that include high ranked 

records. Other ways to select subsets are also possible.  
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[0089] FIG. 6C is a flowchart depicting a process 680 that determines a normalized 

cumulative entropy based on entropies with respect to different positions, in accordance with 

an embodiment. The process 680 in FIG. 6C may correspond to the graphical illustration 

shown in FIG. 6B. The process 680 may begin at a data query server ranking 682 a search 

result. The data query server then determines 684 the entropies associated with different 

ranked positions. The data query server then sums the position entropies to determine a 

cumulative entropy. The data query server then normalizes 688 the cumulative entropy by a 

maximum cumulative entropy. The maximum cumulative entropy may also be referred to 

as an ideal cumulative entropy.  

Normalized Cumulative Entropy 

[0090] The cumulative entropy calculated based on the Equation (4) or variations thereof 

may be influenced by the length of a search result or the number of subsets selected. Since 

search results are based on the corresponding search queries, the lengths of search results are 

often different for different queries. For example, in the case of a genealogical search, if a 

common name such as "John Smith" is input in the search query, the data query server will 

locate more results than other queries with a less common name specified. In such case, the 

cumulative entropy corresponds to the search result of the less common name could be 

consistently smaller than the search result of the more common name. It is not because the 

diversity of the search result of the less common name is often lower than the common 

name, but because, based on a subset selection process such as the process described in FIG.  

6B, the search result of the less common name is often associated with fewer entropy values 

to add in Equation (4). In other words, the cumulative entropy could be dominated by the 

length of the search result.  

[0091] In one embodiment, the cumulative entropy is normalized to balance the impact of 

the differences in the lengths in the search results. For example, the cumulative entropy is 

normalized by an ideal cumulative entropy (iCE), which may correspond to the summation 

of projected maximum entropy values of each subset in the search result. In one case, the 

Normalized Cumulative Entropy (NCE) for a ranked set Q of a search result with n records 

{di, d2, ... dn} may correspond to 

NCE(Q) = CE(Q) (7) 
iCE(Q) 
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[0092] By determining normalized cumulative entropies, the degrees of diversity of 

different search results can be compared based on the same scale across different queries.  

In one embodiment, the normalized cumulative entropy is normalized to a scale between 0 

and 1. As such, the normalized cumulative entropy of any search result may be compared to 

a threshold that is pre-set to be between 0 and 1 (e.g., a threshold at 0.5). In response to the 

normalized cumulative entropy being lower than the threshold, the data query server may 

conduct additional search and/or re-rank the records in search result such that the re-ranked 

set of records has a value of normalized cumulative entropy that is higher than the original 

set. The re-ranking may include promoting the ranks of records that belong to rarer data 

types in the distribution of the set.  

Determining Ideal Cumulative Entropy 

[0093] In order to calculate ideal cumulative entropy (iCE), the first step is to determine a 

projected maximum entropy value for each position in search result. For example, each 

subset in FIG. 6B may correspond to a position in the search result. The ideal cumulative 

entropy may be determined by summing the projected maximum entropy values of the 

subsets. The entropy value of a subset is maximum when the subset has a uniform 

distribution (i.e., the number of records in each data type is the same). However, for a given 

subset that has n records, a perfectly uniform distribution may not be achievable because the 

number of records in the subset may not be divisible by the number of data types. In such 

case, some data types may have at least one record more than other data types.  

[0094] For example, if the search results include 100 records and 8 record types, if the 

maximum entropy is projected based on a uniform probability distribution, the summation 

through all positions could be 

ZP=log i + Z 1log 8 (8) 

By the same token, the projected maximum entropy for 9 records and 8 record types could 

be log 8 = 3. However, the exact maximum entropy should be 2.9477 if a constraint that 

each count should be an integer is in place. The difference could be significant for even one 

position. The more records are included in a search result, the larger difference it would be 

between an CE that assumes a perfectly uniform distribution and an CE that has the 

constraint of integers in place. If the value of maximum entropy using perfectly uniform 

distribution is used as the iCE, the normalized entropy-based metric would almost always be 
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less than 1 because perfectly uniform distribution is often not achievable when the numbers 

of records in a record type take integer values. This could affect the performance of 

diversity evaluation. Mathematically, an CE of n records and k record types with n > k 

could be formulated as follows: 

k 

max{- pi log pi} 
i=1 
k 

s.t. pi =i 
i=1 

1 2 n -1 
P E0,n In n 

[0095] The constraint pi E {0, , 2,..., -, 1 indicates that the number of records in 

each record type is a non-negative integer. This could be a strong constraint in an 

optimization process and could make the calculation of the maximum entropy challenging.  

A relaxation approach may be used to obtain the maximum entropy.  

[0096] In one embodiment, a method to calculate maximum entropy for discrete variables 

with finite values (feasible region) that is based on a branch and bound algorithm is used.  

Two premises are associated with the method. First, for a probability density function p on a 

finite set {Pi, P2, ... Pk}, the entropy has maximum value if and only if p is uniform, i.e. P= 

P2  - Pk -. Second, for n records and k record types, the entropy has a maximum k 

value when there are (i) nsi record types that have Si records in each of the nsl record types 

and (ii) ns2 record types that have S2 records in each of the ns2 record type, where Si equals 

[n/k], S2 equals [n/k], ns2 equals n mod k, and equals k-ns2.  

[0097] Relaxing the strict constraint on the probability to any number between 0 and 1, the 

following conditions are obtained.  

k 

max{- pi log Pi} 
i=1 
k 

s.t. p, =i 
i=1 

0 p i 1 

[0098] FIG. 7 is a tree diagram illustrating an exemplary algorithm to determine a 

projected maximum entropy based on a branch and bound algorithm, in accordance with an 
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embodiment. The main steps of the algorithm are illustrated in the table below. The 

algorithm determines whether a potential solution of maximum entropy is evaluated before.  

This may be done by making use of the property that the order of the probability distribution 

does not affect entropy value to reduce the number of branches. The algorithm then 

determine whether a calculated value is feasible as a proposed maximum entropy in the 

relaxation problem by comparing the calculated value with the incumbent maximum value.  

If the calculated value is better than the incumbent value, it is used as a new proposed 

maximum entropy. Otherwise, the incumbent value remains.  

Algorithm 1: Maximum possible entropy calculation 

Input: n - number of records, k - number of record types 

Output: The maximum possible entropy 

1 if n < k then 

2 L return log n 

3 si +- Ln/kJ 

4 S2 <-F n/k 

5 ns2=n mod k 

6 nsi=k-ns2 

7 probs = [si]*nsi+[s2]*ns2 

8 return E(probs) 

[0099] FIG. 7 is illustrated with an example that has a ranked set of 5 records and 3 record 

types. The maximum entropy could be retrieved with a distribution of {2, 2, 1} records. For 

5 records in 3 types, suppose there are {si, S2, S3} records in each type with probability 

distribution {pi, p2, p3}. The question could be formatted as a linear programming (LP) 

problem: 

max{-[p 1 log p 1 + P2 log p 2 + P3 log P3] 
s-t. P1 + P2 + P3=1 

1 2 3 4 
P tE (0,P2+ 1 

[00100] For this example, the optimal solution of the LP relaxation is 

max{-[p 1 log p 1 + P2 log p2 + p3 log p3} 
s.t. P1 + P2 +3 1 

pi > 0 
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has an optimal solution at (1/3, 1/3, 1/3) with E = 1.585.  

[00101] Each branch in the algorithm can take an integer value for the count of the number 

of records in a first type. For example, there can be the following branches.  

[00102] Branch 1: pi = 0. The problem becomes 

max{- P2 log P2 - P3 log P3} 
s.t P2 +p 3 =1 

P 01 2 3 piFE0 

[00103] For this example, the optimal solution of the LP relaxation is at (0, 1/2, 1/2) with E 

= 1. Then sub-branches can be evaluated.  

1.1 p2= 0. The optimal solution is (0,0,1) with E = 0 (not better than the current 

optimal entropy).  

1.2 p2=1/5. The optimal solution is (0,1/5, 4/5) with E = 0.722 (feasible 

solution and becomes the current optimal solution).  

1.3 p2= 2/5. The optimal solution is (0,2/5,3/5) with E = 0.971 (It's a feasible 

solution and becomes the current optimal solution).  

1.4 p2= 3/5. The solution (0, 3/5, 2/5) is evaluated previously.  

1.5 p2= 4/5. The solution (0, 4/5, 1/5) is evaluated previously.  

1.6 p2= 1. The solution (0, 1, 0) is evaluated previously.  

[00104] Branch 2: pi= 1/5. For this example, the optimal solution of the LP relaxation 

max{- log 5 + p 2lo9p 2 + p3 logp3 } 

1 
S.t - + P2+p3 =1 

i > 0 

is at (1/5, 2/5, 2/5 with E = 1.522 (It's a feasible solution and becomes the current optimal 

solution.) 

[00105] Branch 3: pi= 2/5. For this example, the optimal solution of the LP relaxation 

[2 2 maxt-[ log 5+ P2 1ogP2 +P 3 og P3] 

1 
S.t - + P2 +p 3 = 1 

i 0 

is at (2/5, 3/10, 3/10) with E = 1.571 
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3.1 p2 = 0. The solution (2/5, 0, 3/5) is evaluated previously.  

3.2 p2= 1/5. The solution (2/5, 1/5, 2/5) is evaluated previously.  

3.3 p2= 2/5. The solution (2/5, 2/5, 1/5) is evaluated previously.  

3.4 p2= 3/5. The solution (2/5, 3/5, 0) is evaluated previously.  

[00106] Branch 4: pi= 3/5. For this example, the solution of the LP relaxation 

[3 3 maxt-[ log + P2 1ogP2 +P 3 log P3] 

3 
S.t - + P2+p3 =1 

pi 0 

is at (3/5, 1/5, 1/5) with E = 1.371 (not better than the current optimal entropy).  

[00107] Branch 5: pi= 4/5. For this example, the optimal solution of the LP relaxation 

max- [log + p 2lo9p 2 + p 3 log p 31} 

s.t4 + P2+3 =1 

pi 0 

is at (4/5, 1/10, 1/10 with E = 0.922 (not better than the current optimal entropy).  

[00108] Therefore, the current best solution (1/5, 2/5, 2/5) with E = 1.522 is the optimal 

solution. This can be used as the projected maximum entropy of a set of 5 records and can 

be used to determine the ideal cumulative entropy. The ideal cumulative entropy is based on 

a total number of records in the set of the search result and a total number of record types.  

After the projected maximum entropies of one or more distributions corresponding to 

different subsets of the search result are determined, the projected maximum entropies can 

be summed to determine an ideal cumulative entropy.  

Example Experiments 

[00109] Experiments were conducted to evaluate the performance of an entropy-based 

metric such as the normalized cumulative entropy (NCE) and compared the performance to 

other existing metrics. In one embodiment, an assumption may be made that there is no 

substantial difference in terms of preference to a particular record type. In one case, when 

this assumption is the one of interests, the experiments show that an entropy-based metric 
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out-performs other existing metrics, which could not measure properly such diversity under 

the assumption.  

[00110] The data used in the experiments are search logs data from a genealogical index.  

There were 10,001 queries and 7,996,297 records in the dataset. For each query, about 800 

records are located and each record belongs to one of eight record categories: Birth, 

Marriage, Death, Residence, Immigration, Military, Court, and Directories. As shown in 

FIG. 8 graph below, most queries have less than 8 relevant records across all record types.  

[00111] In the experiment, in order to optimize the diversity of the search result, the set of 

records in each search result is re-ranked for each query so that the re-ranked results could 

satisfy the following conditions: 

1. Top 100 records in search results cover as many relevant records as possible; 

2. Relevant records are ranked at the top of the returned list; 

3. Top 100 records in search results include as many record types as possible; 

[00112] As mentioned above regarding the determination of projected maximum entropy, 

the difference between the exact maximum entropy when the constraint of integers is in 

place and its approximation from a perfectly uniform distribution is significant. Therefore, 

an experiment is conducted to compare the difference between the two values. FIG. 9 

compares the exact maximum possible entropy value and the approximated one from 

uniform distribution when there are 8 record types. As shown in FIG. 9, the difference could 

be fairly significant when there are comparable numbers of samples and record types.  

[00113] FIG. 10 compares the difference between exact maximum entropy when the 

constraint of integers is in place and an approximated one using uniform distribution 

regarding cases with different numbers of record types for 100 records. FIG. 10 illustrate a 

similar conclusion that the exact maximum entropy can be very different from the 

approximated value when a number of record types is comparable with sample size.  

[00114] As mentioned, ideal cumulative entropy (iCE) is relevant to the number of records 

in a search result. Figure 11 shows the difference between iCE and cumulative 

approximated values when there are eight record types. The difference becomes more and 

more significant with the number of records increasing.  

[00115] In another experiment, the performance for normalized cumulative entropy against 

other non-entropy-based diversity metrics is compared using synthetic examples. Non

entropy-based diversity metrics include NDCG-IA proposed by Agrawal et al., 2009, in 

27



"Diversifying Search Results," Proceedings of the second ACM international conference on 

web search and data mining, ACM, 5-14, and S-recall proposed by Zhai et al., 2003, in 

"Beyond Independent Relevance: Methods and Evaluation Metrics for Subtopic Retrieval, in 

Proceedings of the 26th annual international ACM SIGIR conference (SIGIR '03), 10-17.  

[00116] Referring to Table 1 below, the comparisons among normalized cumulative 

entropy (NCE) and other existing metrics are shown. Ranking list 1, ranking list 2, and 

ranking 3 are example search results. Different record types are represented by letters A, B, 

C, D, etc. The Table 1 also includes example data of relevance labels in the last column 

because some of the existing metrics need such data to be calculated. The ranking list 2 has 

the best diversity globally and locally because the ranking list 2 includes most numbers of 

different record types and also the diversity with respect to the rank positions are more 

uniform compared to the ranking list 3 (e.g., ABCD in the first four positions in ranking list 

2 vs AABB in the first four positions in ranking list 3). Table 1 shows that a majority of 

existing metrics are unable to identify the ranking list 2 as the most diversified list and all of 

the existing metrics underperform compared to the NCE. In other words, none of the 

existing metrics could measure diversity properly under criteria of global and local diversity.  

Specifically, only S-recall and NCE correctly evaluate that the ranking list 2 has a better 

global diversity than the first one (4 record types in ranking list 2 vs 3 record types in 

ranking list 1). The other three metrics could not correctly measure the diversity as they are 

designed to measure diversity and relevance simultaneously. However, S-recall could not 

differentiate local diversity, as shown in the comparison between the ranking list 2 and the 

ranking list 3.  

Table 1: Comparison of popular diversity metrics 

Position Ranking list Ranking list Ranking list Relevant 

1 2 3 T ahel 
1 A A A 1 

2 A B A 0 
3 B C B 0 
4 B D B 1 
5 B A C 1 
6 C B C 0 
7 C C D 1 
8 C D D 0 

NDCG- 0.775 0.658 0.908 

TA 6i)R 
MRR-IA 0.667 0.625 0.875 
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MAP-IA 0.694 0.625 0.875 

S-recall@8 0.750 1.000 1.000 

NCE@8 0.025 0.041 0.030 

[00117] In an experiment, a set of 100 records that are most relevant to a query are selected 

by a data query server. The experiment showed a simulated example with the 100 records 

from 8 record types and compared NDCG-IA, S-recall, and NCE for each position. The 

example is generated by random so the ranking should be fairly diversified.  

[00118] FIG. 12 shows the result of the experiment. As shown in FIG. 12, the NDCG-IA is 

highly impacted by the position of relevant records, which makes it sensitive at first 10 

positions where the most relevant records located. Therefore, NDCG-IA could not catch 

ranking diversity in this case. As for S-recall, since the records only have 8 record types, the 

s-recall seems to have 8 levels and bounce once it covers a new record type. Therefore, it 

could not differentiate search results that have the same number of subtopics but in different 

orders. The figure shows that NCE changes in a smooth way, and take orders position into 

consideration.  

[00119] The foregoing description of the embodiments has been presented for the 

purpose of illustration; it is not intended to be exhaustive or to limit the patent rights to the 

precise forms disclosed. Persons skilled in the relevant art can appreciate that many 

modifications and variations are possible in light of the above disclosure.  

[00120] Some portions of this description describe the embodiments in terms of 

algorithms and symbolic representations of operations on information. These algorithmic 

descriptions and representations are commonly used by those skilled in the data processing 

arts to convey the substance of their work effectively to others skilled in the art. These 

operations, while described functionally, computationally, or logically, are understood to be 

implemented by computer programs or equivalent electrical circuits, microcode, or the like.  

Furthermore, it has also proven convenient at times, to refer to these arrangements of 

operations as modules, without loss of generality. The described operations and their 

associated modules may be embodied in software, firmware, hardware, or any combinations 

thereof.  

Any of the steps, operations, or processes described herein may be performed or 

implemented with one or more hardware or software modules, alone or in combination with 

other devices. In one embodiment, a software module is implemented with a computer 
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program product comprising a non-transitory computer-readable medium containing 

computer program code, which can be executed by a computer processor for performing any 

or all of the steps, operations, or processes described.  
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THE CLAIMS DEFINING THE INVENTION ARE AS FOLLOWS: 

A computer-implemented method, comprising: 

accessing a set of genealogical records based on a search query, each genealogical 

record comprising one or more attributes; 

ranking the set of genealogical records in a rank order; 

classifying the genealogical records into a plurality of record types based on the one 

or more attributes of the genealogical records; 

selecting, based on the rank order, a plurality of subsets from the set of genealogical 

records, each subset different from another subset, wherein the plurality of 

subsets comprise a first subset of genealogical records and a second subset 

that includes the first subset and at least an additional lower-ranked 

genealogical record that is ranked lower than any genealogical record in the 

first subset.  

determining a plurality of distributions of numbers of genealogical records that are 

classified into each of the plurality of record types, each of the plurality of 

distributions corresponding to one of the plurality of subsets; 

determining an entropy-based metric corresponding to the set of genealogical 

records, wherein the entropy-based metric represents a degree of diversity of 

the set of genealogical records in the rank order, wherein determining the 

entropy-based metric comprises: 

determining a plurality of entropy values of the plurality of subsets, each subset 

having an entropy value that is determined based on the distribution 

corresponding to the subset wherein at least a first distribution corresponds to 

the genealogical records in the first subset and a second distribution 

corresponds to the genealogical records in the second subset that includes the 

first subset and at least the additional lower-ranked genealogical record 

adding the plurality of entropy values together to determine a sum of the 

entropy values of the plurality of subsets; 

determining a cumulative entropy that corresponds to the sum of the entropy values 

of the plurality of subsets, the cumulative entropy being the entropy-based 

metric wherein, for the cumulative entropy, the genealogical records in the 

first subset are weighted heavier than the additional lower-ranked 

genealogical record; and 

generating an indication of the degree of diversity of the set of genealogical records.  
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2. The computer-implemented method of claim 1, wherein at least one of the entropy 

values of the plurality of subsets is determined based on: 

K 

E(Q) =- pi 1ogpi 
i=1 

3. The computer-implemented method of claim 1 or 2, wherein determining the 

entropy-based metric further comprises: 

determining an ideal cumulative entropy; and 

determining a normalized cumulative entropy that is based on the cumulative entropy 

normalized by the ideal entropy, the normalized cumulative entropy being the 

entropy-based metric instead of the cumulative entropy.  

4. The computer-implemented method of claim 3, wherein the normalized cumulative 

entropy is normalized to a scale between 0 and 1, and the computer-implemented method 

further comprises: 

comparing the normalized cumulative entropy to a threshold that is pre-set to be 

between 0 and 1; 

responsive to the normalized cumulative entropy being below the threshold, re

ranking the set of genealogical records.  

5. The computer-implemented method of claim 3, wherein determining the ideal 

cumulative entropy comprises: 

determining maximum entropies of each of the plurality of distributions, each 

distribution having a maximum entropy based on a number of genealogical 

records in the distribution and a number of record types in the distribution; 

and 

summing the maximum entropies.  

6. The computer-implemented method of any of the preceding claims, wherein the one 

or more attributes used to classify each of the genealogical records into one of the plurality 

of record types are data categories selected from one or more of: birth, marriage, death, 

residence, immigration, military, court, or directories.  

32



7 The computer-implemented method of any of the preceding claims, further 

comprising: 

comparing the entropy-based metric to a threshold; and 

responsive to the entropy-based metric being below the threshold, re-ranking the set 

of genealogical records.  

8. The computer-implemented method of claim 7, wherein a re-ranked set of 

genealogical records, which is re-ranked from an original set, has a value of entropy-based 

metric that is higher than the original set.  

9. The computer-implemented method of any of the preceding claims, wherein 

determining the plurality of distributions comprises: 

selecting the subsets of genealogical records from the set of genealogical records 

based on a rank order of the set based on criteria of: (i) having two or more 

genealogical records in each subset, and (ii) the two or more genealogical 

records of the subset being within a threshold distance of each other by the 

rank order; 

determining a distribution for each of subsets by counting a number of records that 

are classified into each record type.  

10. The computer-implemented method of claim 9, wherein each of the subsets is 

smaller than the set.  

11. The computer-implemented method of claim 10 wherein each of the subsets has a 

different number of genealogical records.  

12. A computer-implemented method, comprising: 

accessing a set of genealogical records that correspond to a rank order; 

determining an entropy value associated with each ranked position in the set of 

genealogical records, the entropy value associated with each ranked position 

corresponding to a distribution of a subset of genealogical records that are 

selected based on the ranked position, wherein at least a first distribution that 

corresponds to a first ranked position includes a first subset of genealogical 
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records and a second distribution that corresponds to a second ranked position 

includes the first subset and a t least an additional lower-ranked genealogical 

record; 

determining an entropy-based metric based on the entropy values of the ranked 

positions in the set of genealogical records, wherein determining the entropy

based metric comprises: 

adding the entropy values of the ranked positions in the set of genealogical records to 

determine a sum of the entropy values associated with the ranked positions; 

determining a cumulative entropy that corresponds to the sum of the entropy values 

associated with the ranked positions, the cumulative entropy being the 

entropy-based metric, wherein, for the cumulative entropy, the genealogical 

records in the first subset are weighted heavier than the additional lower

ranked genealogical record; 

responsive to the entropy-based metric being lower than a threshold of a 

predetermined value of cumulative entropy, re-determining the rank order; 

and 

responsive to the entropy-based metric being greater than the threshold of the 

predetermined value of cumulative entropy, generating an indication of a 

degree of diversity of the set of genealogical records.  

13. The computer-implemented method of claim 12, wherein the subset of genealogical 

records associated with a ranked position comprises genealogical records that precede the 

ranked position.  

14. The computer-implemented method of claim 12 or 13, wherein each of the subset 

associated with each ranked position has a different number of records.  

15. The computer-implemented method of claim 12, 13 or 14, wherein determining the 

entropy-based metric further comprises: 

determining an ideal cumulative entropy; and 

determining a normalized cumulative entropy that is based on the cumulative entropy 

normalized by the ideal entropy, the normalized cumulative entropy being the 

entropy-based metric instead of the cumulative entropy.  
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16. The computer-implemented method of claim 15, wherein determining the ideal 

cumulative entropy comprises: 

determining maximum entropies of each of the plurality of distributions, each 

distribution having a maximum entropy based on a number of genealogical records in the 

distribution and a number of record types in the distribution; and 

summing the maximum entropies.  

17. Program code comprising instructions that, when executed by a processor, cause the 

processorto: 

access a set of genealogical records based on a search query, each genealogical 

record comprising one or more attributes; 

rank the set of genealogical records in a rank order: 

classify the genealogical records into a plurality of record types based on the one or 

more attributes of the genealogical records; 

select, based on the rank order, a plurality of subsets from the set of genealogical 

records, each subset different from another subset, wherein the plurality of 

subsets comprise a first subset of genealogical records and a second subset 

that includes the first subset and at least an additional lower-ranked 

genealogical record that is ranked lower than any genealogical record in the 

first subset; determine a plurality of distributions of numbers of genealogical 

records that are classified into each of the plurality of record types, each of 

the plurality of distributions corresponding to one of the plurality of subsets; 

determine an entropy-based metric corresponding to the set of genealogical records, 

wherein the entropy-based metric represents a degree of diversity of the set of 

genealogical records in the rank order, wherein determine the entropy-based 

metric comprises: 

determine a plurality of entropy values of the plurality of subsets, each subset having 

an entropy value that is determined based on the distribution corresponding to 

the subset, wherein at least a first distribution corresponds to the genealogical 

records in the first subset and a second distribution corresponds to the 

genealogical records in the second subset that includes the first subset and at 

least the additional lower-ranked genealogical record; 

add the plurality of entropy values together to determine a sum of the entropy values 

of the plurality of subsets; 

35



determine a cumulative entropy that corresponds to the sum of the entropy values of 

the plurality of subsets, the cumulative entropy being the entropy-based 

metric, wherein for the cumulative entropy, the genealogical records in the 

first subset are weighted heavier than the additional lower-ranked 

genealogical record; and generate an indication of the degree of diversity of 

the set of genealogical records.  

18. The program code of claim 17, wherein determine the entropy-based metric further 

comprises: 

determine an ideal cumulative entropy; and 

determine a normalized cumulative entropy that is based on the cumulative entropy 

normalized by the ideal entropy, the normalized cumulative entropy being the 

entropy-based metric instead of the cumulative entropy.  

19. The program code of claim 18, wherein determine the ideal cumulative entropy 

comprises: 

determine maximum entropies of each of the plurality of distributions, each 

distribution having a maximum entropy based on a number of genealogical 

records in the distribution and a number of record types in the distribution; 

and 

sum the maximum entropies.  

20. The program code of claim 17, 18 or 19, wherein determine the plurality of 

distributions comprises: 

select the subsets of genealogical records from the set of genealogical records based 

on a rank order of the set based on criteria of: (i) having two or more 

genealogical records in each subset, and (ii) the two or more genealogical 

records of the subset being within a threshold distance of each other by the 

rank order; 

determine a distribution for each of subsets by counting a number of records that are 

classified into each record type.  
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