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SYSTEM AND METHOD FOR GENERATING 
AND USING DESCRIPTORS OF ARTIFICIAL 

NEURAL NETWORKS 
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APPLICATIONS 

0001 ] This application claims the benefit of priority of 
U . S . Provisional Patent Application No . 62 / 539 , 334 , filed on 
Jul . 31 , 2017 , U . S . Provisional Patent Application No . 
62 / 562 , 398 , filed on Sep . 23 , 2017 , U . S . Provisional Patent 
Application No . 62 / 562 , 401 , filed on Sep . 23 , 2017 , U . S . 
Provisional Patent Application No . 62 / 581 , 744 , filed on 
Nov . 5 , 2017 , and U . S . Provisional Patent Application No . 
62 / 610 , 290 , filed on Dec . 26 , 2017 . The entire contents of all 
of the above - identified applications are herein incorporated 
by reference . 

BACKGROUND 
Technological Field 

[ 0002 ] The disclosed embodiments generally relate to 
artificial neural networks . More particularly , the disclosed 
embodiments relate to systems and methods for generating 
and using descriptors of artificial neural networks . 

Background Information 
[ 0003 ] Computerized devices are now prevalent , and data 
produced and maintained by those devices is increasing 
[ 0004 ] Audio sensors are now part of numerous devices , 
and the availability of audio data produced by those devices 
is increasing 
100051 Image sensors are now part of numerous devices , 
from security systems to mobile phones , and the availability 
of images and videos produced by those devices is increas 
ing . 
100061 Machine learning algorithms , that use data to gen 
erate insights , rules and algorithms , are widely used . 

system may forgo the performance of the action , for 
example for the data associated with the change . 
[ 0010 ] In some embodiments , inference models may be 
employed based on available processing resources . For 
example , available processing resources information may be 
received , inference model may be selected ( for example , 
based on the received information ) , and the selected infer 
ence model may be utilized . In some cases , an update to the 
available processing resources information may be received , 
the selected inference model may be updated ( for example , 
based on the received update ) , and the updated inference 
model may be utilized . 
[ 0011 ] In some embodiments , personalized quality assur 
ance of inference models may be performed . For example , 
data items associated with a group of devices may be 
obtained , results of applying the data items to inference 
models may be obtained , the results of applying the data 
items to a first inference model may be compared with the 
results of applying the data items to a second inference 
model , and the compatibility of the second inference model 
to the group of devices may be assessed , for example based 
on the comparison results . In some examples , when the 
second inference model is found compatible , the second 
inference model may be utilized in tasks associated with the 
group of devices . In some examples , when the second 
inference model is found incompatible , the system may 
forgo the usage of the second inference model in one or more 
tasks associated with the group of devices . 
[ 0012 ] In some embodiments , descriptors of artificial neu 
ral networks may be generated and / or used . For example , an 
artificial neural network may be obtained , the artificial 
neural network may be obtained , descriptors of the segments 
may be calculated , and a descriptor of the artificial neural 
network may be compiled . In some examples , a match score 
for a pair of artificial neural networks may be calculated ( for 
example using the descriptors compiled for the two artificial 
neural networks ) , and actions may be selected based on the 
matching score . 
[ 0013 ] In some embodiments , required processing 
resources for machine learning tasks may be estimated . For 
example , properties of a machine learning training task may 
be obtained , properties of external devices may be obtained , 
and the processing resources requirements of the machine 
learning training task may be estimated ( for example using 
the properties of the external devices ) . In some examples , 
the estimation may be provided to a user . In some examples , 
a group of devices may be selected , and the selected group 
of devices may be triggered to perform the machine learning 
training task . 
[ 0014 ] In some embodiments , datasets may be enriched 
while learning . For example , intermediate results of training 
machine learning algorithms may be obtained . Additional 
training examples may be selected based on the intermediate 
results . In some cases , synthetic examples may be generated 
based on the intermediate results . The machine learning 
algorithms may be further trained using the selected addi 
tional training examples and / or the generated synthetic 
examples . 
[ 0015 ] In some embodiments , datasets may be incremen 
tally annotated . For example , a group of labeled examples 
and a group of unlabeled examples may be obtained , a first 
inference model may be generated using the group of 
labeled examples , labels may be assigned to at least part of 
the group of unlabeled examples using the first inference 

SUMMARY 

[ 0007 ] In some embodiments , systems and methods for 
the creation , maintenance , and usage of datasets and anno 
tations are provided . 
[ 0008 ] In some embodiments , examples may be used 
selectively . For example , information associated with exter 
nal devices may be obtained , weights may be assigned to 
examples using the obtained information , and inference 
models may be generated using the assignment of weights . 
In some examples , update information associated with the 
external devices may be obtained , the assignment of weights 
may be updated using the update information , and updated 
inference models may be generated using the updated 
assignment of weights . 
[ 0009 ] In some embodiments , actions may be triggered 
automatically in a dataset management system . For example , 
a change to data maintained by the dataset management 
system may be detected , and a rule associated with the data 
and with an action may be obtained . Further , it may be 
determined if the change is a trigger according to the rule . 
In some examples , when the change is determined to be a 
trigger according to the rule , the action associated with the 
rule may be performed , for example with the data associated 
with the change . In some examples , when the change is 
determined not to be a trigger according to the rule , the 
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model , confidence levels may be assigned to the assigned 
labels , a subset of the group of unlabeled examples may be 
selected using the confidence levels , and in some cases a 
second inference model may be generated using the selected 
subset and / or the corresponding assigned labels . 
10016 ) In some embodiments , annotations of datasets may 
be merged . For example , assignments of labels to data 
points may be obtained , confidence levels associated with 
the assignments of labels may be obtained . Further , the 
assignments of labels may be merged , for example based on 
the confidence levels . In some cases , inference models may 
be generated using the merged assignment of labels . In some 
examples , an update to the assignments of labels to data 
points and / or the confidence levels may be obtained , and the 
merged assignment of labels may be updated . 
[ 0017 ] In some embodiments , access to a dataset manage 
ment system may be controlled using permission records . 
For example , a request to access information in a dataset 
management system may be obtained from an entity , and a 
permission record associated with the entity may be 
selected . Further , it may be determined if the entity has 
permission to access the information . In some examples , 
when the entity has permission to access the information , the 
access to the information may be allowed . In some 
examples , when the entity has no permission to access the 
information , the access to the information may be denied . 
[ 0018 ] In some embodiments , access to a dataset manage 
ment system may be controlled using quotas . For example , 
a request to perform an action in a dataset management 
system may be obtained from an entity , and a quota record 
associated with the entity may be selected . Further , it may be 
determined if the entity has sufficient quota to perform the 
action . In some examples , when the entity has sufficient 
quota to perform the action , the request may be allowed . In 
some examples , when the entity has insufficient quota to 
perform the action , the request may be denied . 
[ 0019 ] In some embodiments , a project schedule may be 
maintained in a dataset management system . For example , a 
progress update and a project schedule record may be 
obtained . The project schedule record may be updated , for 
example according to the progress update . In some 
examples , a delay may be predicted , and a corresponding 
indication may be provided . 

[ 0029 ] FIG . 10 illustrates an example of a process for 
personalizing quality assurance of inference models . 
10030 ] FIG . 11 illustrates an example of a process for 
generating and using descriptors of artificial neural net 
works . 
0031 ] FIG . 12 illustrates an example of a process for 
estimating required processing resources for machine learn 
ing tasks . 
[ 0032 ] FIG . 13 illustrates an example of a process for 
enriching datasets while learning . 
[ 0033 ] FIG . 14 illustrates an example of a process for 
incremental annotation of datasets . 
[ 00341 . FIG . 15 illustrates an example of a process for 
merging annotations of datasets . 
( 0035 ] FIG . 16 illustrates an example of a process for 
controlling access in a dataset management system using 
permission records . 
[ 0036 ] FIG . 17 illustrates an example of a process for 
controlling access in a dataset management system using 
quotas . 
[ 0037 ] FIG . 18 illustrates an example of a process for 
maintaining a project schedule in a dataset management 
system . 

BRIEF DESCRIPTION OF THE DRAWINGS 
[ 0020 ] FIGS . 1A and 1B are block diagrams illustrating 
some possible implementations of a communicating system . 
10021 ] FIGS . 2A and 2B are block diagrams illustrating 
some possible implementations of an apparatus . 
0022 ] FIG . 3 is a block diagram illustrating a possible 
implementation of a server . 
[ 0023 ] FIGS . 4A and 4B are block diagrams illustrating 
some possible implementations of a cloud platform . 
[ 0024 ] FIG . 5 is a block diagram illustrating a possible 
implementation of a computational node . 
[ 0025 ) FIG . 6 illustrates an exemplary embodiment of a 
memory storing a plurality of modules . 
[ 0026 ] FIG . 7 illustrates an example of a process for 
selective use of examples . 
[ 0027 ] FIG . 8 illustrates an example of a process for 
causing actions in a dataset management system . 
[ 0028 ] FIG . 9 illustrates an example of a process for 
employing inference models based on available processing 
resources . 

DESCRIPTION 
[ 0038 ] Unless specifically stated otherwise , as apparent 
from the following discussions , it is appreciated that 
throughout the specification discussions utilizing terms such 
as processing ” , “ calculating ” , “ computing ” , “ determining ” , 
“ generating ” , “ setting ” , “ configuring ” , “ selecting ” , “ defin 
ing ” , “ applying ” , “ obtaining ” , “ monitoring ” , “ providing ” , 
“ identifying " , " segmenting ” , “ classifying ” , “ analyzing ” , 
“ associating " , " extracting ” , " storing ” , “ receiving ” , “ trans 
mitting " , or the like , include action and / or processes of a 
computer that manipulate and / or transform data into other 
data , said data represented as physical quantities , for 
example such as electronic quantities , and / or said data 
representing the physical objects . The terms " computer ” , 
“ processor ” , “ controller " , " processing unit ” , “ computing 
unit ” , and “ processing module ” should be expansively con 
strued to cover any kind of electronic device , component or 
unit with data processing capabilities , including , by way of 
non - limiting example , a personal computer , a wearable 
computer , a tablet , a smartphone , a server , a computing 
system , a cloud computing platform , a communication 
device , a processor ( for example , digital signal processor 
( DSP ) , an image signal processor ( ISR ) , a microcontroller , 
a field programmable gate array ( FPGA ) , an application 
specific integrated circuit ( ASIC ) , a central processing unit 
( CPA ) , a graphics processing unit ( GPU ) , a visual process 
ing unit ( VPU ) , and so on ) , possibly with embedded 
memory , a single core processor , a multi core processor , a 
core within a processor , any other electronic computing 
device , or any combination of the above . 
[ 0039 ] The operations in accordance with the teachings 
herein may be performed by a computer specially con 
structed or programmed to perform the described functions . 
[ 0040 ] As used herein , the phrase " for example , " " such 
as ” , “ for instance " and variants thereof describe non - limit 
ing embodiments of the presently disclosed subject matter . 
Reference in the specification to “ one case ” , “ some cases ” , 
“ other cases ” or variants thereof means that a particular 
feature , structure or characteristic described in connection 
with the embodiment ( s ) may be included in at least one 
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embodiment of the presently disclosed subject matter . Thus 
the appearance of the phrase " one case ” , “ some cases ” , 
“ other cases ” or variants thereof does not necessarily refer to 
the same embodiment ( s ) . As used herein , the term “ and / or ” 
includes any and all combinations of one or more of the 
associated listed items . 
[ 0041 ] It is appreciated that certain features of the pres 
ently disclosed subject matter , which are , for clarity , 
described in the context of separate embodiments , may also 
be provided in combination in a single embodiment . Con 
versely , various features of the presently disclosed subject 
matter , which are , for brevity , described in the context of a 
single embodiment , may also be provided separately or in 
any suitable sub - combination . 
[ 0042 ] The term " image sensor ” is recognized by those 
skilled in the art and refers to any device configured to 
capture images , a sequence of images , videos , and so forth . 
This includes sensors that convert optical input into images , 
where optical input can be visible light ( like in a camera ) , 
radio waves , microwaves , terahertz waves , ultraviolet light , 
infrared light , X - rays , gamma rays , and / or any other light 
spectrum . This also includes both 2D and 3D sensors . 
Examples of image sensor technologies may include : CCD , 
CMOS , NMOS , and so forth . 3D sensors may be imple 
mented using different technologies , including : stereo cam 
era , active stereo camera , time of flight camera , structured 
light camera , radar , range image camera , and so forth . 
[ 0043 ] The term “ audio sensor ” is recognized by those 
skilled in the art and refers to any device configured to 
capture audio data . This includes sensors that convert audio 
and sounds into digital audio data . 
[ 0044 ] The term “ electrical impedance sensor ” is recog 
nized by those skilled in the art and refers to any sensor 
configured to measure the electrical connectivity and / or 
permittivity between two or more points . This include but 
not limited to : sensors configured to measuring changes in 
connectivity and / or permittivity over time ; sensors config 
ured to measure the connectivity and / or permittivity of 
biological tissues ; sensors configured to measure the con 
nectivity and / or permittivity of parts of body based , at least 
in part , on the connectivity and / or permittivity between 
surface electrodes ; sensors configured to provide Electrical 
Impedance Tomography images , and so forth . Such sensors 
may include but not limited to : sensors that apply alternating 
currents at a single frequency ; sensors that apply alternating 
currents at multiple frequencies ; and so forth . Additionally , 
this may also include sensors that measure the electrical 
resistance between two or more points , which are sometimes 
referred to as ohmmeter . 
[ 0045 ] In embodiments of the presently disclosed subject 
matter , one or more stages illustrated in the figures may be 
executed in a different order and / or one or more groups of 
stages may be executed simultaneously and vice versa . The 
figures illustrate a general schematic of the system archi 
tecture in accordance embodiments of the presently dis 
closed subject matter . Each module in the figures can be 
made up of any combination of software , hardware and / or 
firmware that performs the functions as defined and 
explained herein . The modules in the figures may be cen 
tralized in one location or dispersed over more than one 
location . 
[ 0046 ] It should be noted that some examples of the 
presently disclosed subject matter are not limited in appli 
cation to the details of construction and the arrangement of 

the components set forth in the following description or 
illustrated in the drawings . The invention can be capable of 
other embodiments or of being practiced or carried out in 
various ways . Also , it is to be understood that the phrase 
ology and terminology employed herein is for the purpose of 
description and should not be regarded as limiting . 
10047 ] In this document , an element of a drawing that is 
not described within the scope of the drawing and is labeled 
with a numeral that has been described in a previous drawing 
may have the same use and description as in the previous 
drawings . 
10048 ] . The drawings in this document may not be to any 
scale . Different figures may use different scales and different 
scales can be used even within the same drawing , for 
example different scales for different views of the same 
object or different scales for the two adjacent objects . 
100491 . FIG . 1A is a block diagram illustrating a possible 
implementation of a communicating system . In this 
example , apparatuses 200a and 200b may communicate 
with server 300a , with server 3006 , with cloud platform 400 , 
with each other , and so forth . Possible implementations of 
apparatuses 200a and 2006 may include apparatus 200 as 
described in FIGS . 2A and 2B . Possible implementations of 
servers 300a and 300b may include server 300 as described 
in FIG . 3 . Some possible implementations of cloud platform 
400 are described in FIGS . 4A , 4B and 5 . In this example 
apparatuses 200a and 2006 may communicate directly with 
mobile phone 111 , tablet 112 , and personal computer ( PC ) 
113 . Apparatuses 200a and 2006 may communicate with 
local router 120 directly , and / or through at least one of 
mobile phone 111 , tablet 112 , and personal computer ( PC ) 
113 . In this example , local router 120 may be connected with 
a communication network 130 . Examples of communication 
network 130 may include the Internet , phone networks , 
cellular networks , satellite communication networks , private 
communication networks , virtual private networks ( VPN ) , 
and so forth . Apparatuses 200a and 200b may connect to 
communication network 130 through local router 120 and / or 
directly . Apparatuses 200a and 200b may communicate with 
other devices , such as servers 300a , server 300b , cloud 
platform 400 , remote storage 140 and network attached 
storage ( NAS ) 150 , through communication network 130 
and / or directly . 
[ 0050 ] FIG . 1B is a block diagram illustrating a possible 
implementation of a communicating system . In this 
example , apparatuses 200a , 2006 and 200c may communi 
cate with cloud platform 400 and / or with each other through 
communication network 130 . Possible implementations of 
apparatuses 200a , 2006 and 200c may include apparatus 200 
as described in FIGS . 2A and 2B . Some possible implemen 
tations of cloud platform 400 are described in FIGS . 4A , 4B 
and 5 . 
[ 0051 ] FIGS . 1A and 1B illustrate some possible imple 
mentations of a communication system . In some embodi 
ments , other communication systems that enable communi 
cation between apparatus 200 and server 300 may be used . 
In some embodiments , other communication systems that 
enable communication between apparatus 200 and cloud 
platform 400 may be used . In some embodiments , other 
communication systems that enable communication among 
a plurality of apparatuses 200 may be used . 
[ 0052 ] FIG . 2A is a block diagram illustrating a possible 
implementation of apparatus 200 . In this example , apparatus 
200 may comprise : one or more memory units 210 , one or 



US 2018 / 0365556 A1 Dec . 20 , 2018 

more processing units 220 , and one or more communication 
modules 230 . In some implementations , apparatus 200 may 
comprise additional components , while some components 
listed above may be excluded . 
[ 0053 ] FIG . 2B is a block diagram illustrating a possible 
implementation of apparatus 200 . In this example , apparatus 
200 may comprise : one or more memory units 210 , one or 
more processing units 220 , one or more communication 
modules 230 , one or more power sources 240 , one or more 
audio sensors 250 , one or more image sensors 260 , one or 
more light sources 265 , one or more motion sensors 270 , and 
one or more positioning sensors 275 . In some implementa 
tions , apparatus 200 may comprise additional components , 
while some components listed above may be excluded . For 
example , in some implementations apparatus 200 may also 
comprise at least one of the following : one or more barom 
eters ; one or more pressure sensors ; one or more proximity 
sensors ; one or more electrical impedance sensors ; one or 
more electrical voltage sensors ; one or more electrical 
current sensors ; one or more user input devices ; one or more 
output devices , and so forth . In another example , in some 
implementations at least one of the following may be 
excluded from apparatus 200 : memory units 210 , commu 
nication modules 230 , power sources 240 , audio sensors 
250 , image sensors 260 , light sources 265 , motion sensors 
270 , and positioning sensors 275 . 
[ 0054 ] In some embodiments , one or more power sources 
240 may be configured to : power apparatus 200 ; power 
server 300 ; power cloud platform 400 ; and / or power com 
putational node 500 . Possible implementation examples of 
power sources 240 may include : one or more electric 
batteries ; one or more capacitors ; one or more connections 
to external power sources ; one or more power convertors ; 
any combination of the above ; and so forth . 
[ 0055 ] In some embodiments , the one or more processing 
units 220 may be configured to execute software programs . 
For example , processing units 220 may be configured to 
execute software programs stored on the memory units 210 . 
In some cases , the executed software programs may store 
information in memory units 210 . In some cases , the 
executed software programs may retrieve information from 
the memory units 210 . Possible implementation examples of 
the processing units 220 may include : one or more single 
core processors , one or more multicore processors ; one or 
more controllers ; one or more application processors ; one or 
more system on a chip processors ; one or more central 
processing units ; one or more graphical processing units ; 
one or more neural processing units ; any combination of the 
above ; and so forth . 
[ 0056 ] In some embodiments , the one or more communi 
cation modules 230 may be configured to receive and 
transmit information . For example , control signals may be 
transmitted and / or received through communication mod 
ules 230 . In another example , information received though 
communication modules 230 may be stored in memory units 
210 . In an additional example , information retrieved from 
memory units 210 may be transmitted using communication 
modules 230 . In another example , input data may be trans 
mitted and / or received using communication modules 230 . 
Examples of such input data may include : input data input 
ted by a user using user input devices ; information captured 
using one or more sensors ; and so forth . Examples of such 
sensors may include : audio sensors 250 ; image sensors 260 ; 
motion sensors 270 ; positioning sensors 275 ; chemical sen 

sors ; temperature sensors ; barometers ; pressure sensors ; 
proximity sensors , electrical impedance sensors , electrical 
voltage sensors ; electrical current sensors ; and so forth . 
[ 0057 ] In some embodiments , the one or more audio 
sensors 250 may be configured to capture audio by convert 
ing sounds to digital information . Some examples of audio 
sensors 250 may include : microphones , unidirectional 
microphones , bidirectional microphones , cardioid micro 
phones , omnidirectional microphones , onboard micro 
phones , wired microphones , wireless microphones , any 
combination of the above , and so forth . In some examples , 
the captured audio may be stored in memory units 210 . In 
some additional examples , the captured audio may be trans 
mitted using communication modules 230 , for example to 
other computerized devices , such as server 300 , cloud 
platform 400 , computational node 500 , and so forth . In some 
examples , processing units 220 may control the above 
processes . For example , processing units 220 may control at 
least one of : capturing of the audio ; storing the captured 
audio ; transmitting of the captured audio ; and so forth . In 
some cases , the captured audio may be processed by pro 
cessing units 220 . For example , the captured audio may be 
compressed by processing units 220 ; possibly followed : by 
storing the compressed captured audio in memory units 210 ; 
by transmitted the compressed captured audio using com 
munication modules 230 ; and so forth . In another example , 
the captured audio may be processed using speech recogni 
tion algorithms . In another example , the captured audio may 
be processed using speaker recognition algorithms . 
[ 0058 ] In some embodiments , the one or more image 
sensors 260 may be configured to capture visual information 
by converting light to : images ; sequence of images , videos ; 
and so forth . In some examples , the captured visual infor 
mation may be stored in memory units 210 . In some 
additional examples , the captured visual information may be 
transmitted using communication modules 230 , for example 
to other computerized devices , such as server 300 , cloud 
platform 400 , computational node 500 , and so forth . In some 
examples , processing units 220 may control the above 
processes . For example , processing units 220 may control at 
least one of : capturing of the visual information ; storing the 
captured visual information , transmitting of the captured 
visual information ; and so forth . In some cases , the captured 
visual information may be processed by processing units 
220 . For example , the captured visual information may be 
compressed by processing units 220 ; possibly followed : by 
storing the compressed captured visual information in 
memory units 210 ; by transmitted the compressed captured 
visual information using communication modules 230 ; and 
so forth . In another example , the captured visual information 
may be processed in order to : detect objects , detect events , 
detect action , detect face , detect people , recognize person , 
and so forth . 
[ 0059 ] In some embodiments , the one or more light 
sources 265 may be configured to emit light , for example in 
order to enable better image capturing by image sensors 260 . 
In some examples , the emission of light may be coordinated 
with the capturing operation of image sensors 260 . In some 
examples , the emission of light may be continuous . In some 
examples , the emission of light may be performed at 
selected times . The emitted light may be visible light , 
infrared light , X - rays , gamma rays , and / or in any other light 
spectrum . 
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[ 0060 ] In some embodiments , the one or more motion 
sensors 270 may be configured to perform at least one of the 
following : detect motion of objects in the environment of 
apparatus 200 ; measure the velocity of objects in the envi - 
ronment of apparatus 200 ; measure the acceleration of 
objects in the environment of apparatus 200 ; detect motion 
of apparatus 200 ; measure the velocity of apparatus 200 ; 
measure the acceleration of apparatus 200 ; and so forth . In 
some implementations , the one or more motion sensors 270 
may comprise one or more accelerometers configured to 
detect changes in proper acceleration and / or to measure 
proper acceleration of apparatus 200 . In some implementa 
tions , the one or more motion sensors 270 may comprise one 
or more gyroscopes configured to detect changes in the 
orientation of apparatus 200 and / or to measure information 
related to the orientation of apparatus 200 . In some imple 
mentations , motion sensors 270 may be implemented using 
image sensors 260 , for example by analyzing images cap 
tured by image sensors 260 to perform at least one of the 
following tasks : track objects in the environment of appa 
ratus 200 ; detect moving objects in the environment of 
apparatus 200 ; measure the velocity of objects in the envi 
ronment of apparatus 200 ; measure the acceleration of 
objects in the environment of apparatus 200 ; measure the 
velocity of apparatus 200 , for example by calculating the 
egomotion of image sensors 260 ; measure the acceleration 
of apparatus 200 , for example by calculating the egomotion 
of image sensors 260 ; and so forth . In some implementa 
tions , motion sensors 270 may be implemented using image 
sensors 260 and light sources 265 , for example by imple 
menting a LIDAR using image sensors 260 and light sources 
265 . In some implementations , motion sensors 270 may be 
implemented using one or more RADARs . In some 
examples , information captured using motion sensors 270 : 
may be stored in memory units 210 , may be processed by 
processing units 220 , may be transmitted and / or received 
using communication modules 230 , and so forth . 
[ 0061 ] In some embodiments , the one or more positioning 
sensors 275 may be configured to obtain positioning infor 
mation of apparatus 200 , to detect changes in the position of 
apparatus 200 , and / or to measure the position of apparatus 
200 . In some examples , positioning sensors 275 may be 
implemented using one of the following technologies : 
Global Positioning System ( GPS ) , GLObal NAvigation Sat 
ellite System ( GLONASS ) , Galileo global navigation sys 
tem , BeiDou navigation system , other Global Navigation 
Satellite Systems ( GNSS ) , Indian Regional Navigation Sat 
ellite System ( IRNSS ) , Local Positioning Systems ( LPS ) , 
Real - Time Location Systems ( RTLS ) , Indoor Positioning 
System ( IPS ) , Wi - Fi based positioning systems , cellular 
triangulation , and so forth . In some examples , information 
captured using positioning sensors 275 may be stored in 
memory units 210 , may be processed by processing units 
220 , may be transmitted and / or received using communica 
tion modules 230 , and so forth . 
[ 0062 ] In some embodiments , the one or more chemical 
sensors may be configured to perform at least one of the 
following : measure chemical properties in the environment 
of apparatus 200 ; measure changes in the chemical proper 
ties in the environment of apparatus 200 ; detect the present 
of chemicals in the environment of apparatus 200 ; measure 
the concentration of chemicals in the environment of appa 
ratus 200 . Examples of such chemical properties may 
include : pH level , toxicity , temperature , and so forth . 

Examples of such chemicals may include : electrolytes , par 
ticular enzymes , particular hormones , particular proteins , 
smoke , carbon dioxide , carbon monoxide , oxygen , ozone , 
hydrogen , hydrogen sulfide , and so forth . In some examples , 
information captured using chemical sensors may be stored 
in memory units 210 , may be processed by processing units 
220 , may be transmitted and / or received using communica 
tion modules 230 , and so forth . 
10063 ] . In some embodiments , the one or more temperature 
sensors may be configured to detect changes in the tempera 
ture of the environment of apparatus 200 and / or to measure 
the temperature of the environment of apparatus 200 . In 
some examples , information captured using temperature 
sensors may be stored in memory units 210 , may be pro 
cessed by processing units 220 , may be transmitted and / or 
received using communication modules 230 , and so forth . 
100641 In some embodiments , the one or more barometers 
may be configured to detect changes in the atmospheric 
pressure in the environment of apparatus 200 and / or to 
measure the atmospheric pressure in the environment of 
apparatus 200 . In some examples , information captured 
using the barometers may be stored in memory units 210 , 
may be processed by processing units 220 , may be trans 
mitted and / or received using communication modules 230 , 
and so forth . 
[ 0065 ] In some embodiments , the one or more pressure 
sensors may be configured to perform at least one of the 
following : detect pressure in the environment of apparatus 
200 ; measure pressure in the environment of apparatus 200 ; 
detect change in the pressure in the environment of appa 
ratus 200 ; measure change in pressure in the environment of 
apparatus 200 ; detect pressure at a specific point and / or 
region of the surface area of apparatus 200 ; measure pres 
sure at a specific point and / or region of the surface area of 
apparatus 200 ; detect change in pressure at a specific point 
and / or area ; measure change in pressure at a specific point 
and / or region of the surface area of apparatus 200 ; measure 
the pressure differences between two specific points and / or 
regions of the surface area of apparatus 200 ; measure 
changes in relative pressure between two specific points 
and / or regions of the surface area of apparatus 200 . In some 
examples , information captured using the pressure sensors 
may be stored in memory units 210 , may be processed by 
processing units 220 , may be transmitted and / or received 
using communication modules 230 , and so forth . 
[ 0066 ] In some embodiments , the one or more proximity 
sensors may be configured to perform at least one of the 
following : detect contact of a solid object with the surface of 
apparatus 200 ; detect contact of a solid object with a specific 
point and / or region of the surface area of apparatus 200 ; 
detect a proximity of apparatus 200 to an object . In some 
implementations , proximity sensors may be implemented 
using image sensors 260 and light sources 265 , for example 
by emitting light using light sources 265 , such as ultraviolet 
light , visible light , infrared light and / or microwave light , and 
detecting the light reflected from nearby objects using image 
sensors 260 to detect the present of nearby objects . In some 
examples , information captured using the proximity sensors 
may be stored in memory units 210 , may be processed by 
processing units 220 , may be transmitted and / or received 
using communication modules 230 , and so forth . 
[ 0067 ] In some embodiments , the one or more electrical 
impedance sensors may be configured to perform at least 
one of the following : detect change over time in the con 
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nectivity and / or permittivity between two electrodes ; mea 
sure changes over time in the connectivity and / or permit 
tivity between two electrodes ; capture Electrical Impedance 
Tomography ( EIT ) images . In some examples , information 
captured using the electrical impedance sensors may be 
stored in memory units 210 , may be processed by processing 
units 220 , may be transmitted and / or received using com 
munication modules 230 , and so forth . 
[ 0068 ] In some embodiments , the one or more electrical 
voltage sensors may be configured to perform at least one of 
the following : detect and / or measure voltage between two 
electrodes ; detect and / or measure changes over time in the 
voltage between two electrodes . In some examples , infor 
mation captured using the electrical voltage sensors may be 
stored in memory units 210 , may be processed by processing 
units 220 , may be transmitted and / or received using com 
munication modules 230 , and so forth . 
[ 0069 ] In some embodiments , the one or more electrical 
current sensors may be configured to perform at least one of 
the following : detect and / or measure electrical current flow 
ing between two electrodes ; detect and / or measure changes 
over time in the electrical current flowing between two 
electrodes . In some examples , information captured using 
the electrical current sensors may be stored in memory units 
210 , may be processed by processing units 220 , may be 
transmitted and / or received using communication modules 
230 , and so forth . 
[ 0070 ] In some embodiments , the one or more user input 
devices may be configured to allow one or more users to 
input information . In some examples , user input devices 
may comprise at least one of the following : a keyboard , a 
mouse , a touch pad , a touch screen , a joystick , a micro 
phone , an image sensor , and so forth . In some examples , the 
user input may be in the form of at least one of : text , sounds , 
speech , hand gestures , body gestures , tactile information , 
and so forth . In some examples , the user input may be stored 
in memory units 210 , may be processed by processing units 
220 , may be transmitted and / or received using communica 
tion modules 230 , and so forth . 
[ 0071 ] In some embodiments , the one or more user output 
devices may be configured to provide output information to 
one or more users . In some examples , such output informa 
tion may comprise of at least one of : notifications , feed 
backs , reports , and so forth . In some examples , user output 
devices may comprise at least one of : one or more audio 
output devices ; one or more textual output devices ; one or 
more visual output devices ; one or more tactile output 
devices ; and so forth . In some examples , the one or more 
audio output devices may be configured to output audio to 
a user , for example through : a headset , a set of speakers , and 
so forth . In some examples , the one or more visual output 
devices may be configured to output visual information to a 
user , for example through : a display screen , an augmented 
reality display system , a printer , a LED indicator , and so 
forth . In some examples , the one or more tactile output 
devices may be configured to output tactile feedbacks to a 
user , for example through vibrations , through motions , by 
applying forces , and so forth . In some examples , the output 
may be provided : in real time , offline , automatically , upon 
request , and so forth . In some examples , the output infor 
mation may be read from memory units 210 , may be 
provided by a software executed by processing units 220 , 
may be transmitted and / or received using communication 
modules 230 , and so forth . 

[ 0072 ] FIG . 3 is a block diagram illustrating a possible 
implementation of server 300 . In this example , server 300 
may comprise : one or more memory units 210 , one or more 
processing units 220 , one or more communication modules 
230 , and one or more power sources 240 . In some imple 
mentations , server 300 may comprise additional compo 
nents , while some components listed above may be 
excluded . For example , in some implementations server 300 
may also comprise at least one of the following : one or more 
user input devices ; one or more output devices , and so forth . 
In another example , in some implementations at least one of 
the following may be excluded from server 300 : memory 
units 210 , communication modules 230 , and power sources 
240 . 
[ 0073 ] FIG . 4A is a block diagram illustrating a possible 
implementation of cloud platform 400 . In this example , 
cloud platform 400 may comprise computational node 500a , 
computational node 500b , computational node 500c and 
computational node 500d . In some examples , a possible 
implementation of computational nodes 500a , 500 , 500c 
and 500d may comprise server 300 as described in FIG . 3 . 
In some examples , a possible implementation of computa 
tional nodes 500a , 500b , 500c and 500d may comprise 
computational node 500 as described in FIG . 5 . 
[ 0074 ] FIG . 4B is a block diagram illustrating a possible 
implementation of cloud platform 400 . In this example , 
cloud platform 400 may comprise : one or more computa 
tional nodes 500 , one or more shared memory modules 410 , 
one or more power sources 240 , one or more node registra 
tion modules 420 , one or more load balancing modules 430 , 
one or more internal communication modules 440 , and one 
or more external communication modules 450 . In some 
implementations , cloud platform 400 may comprise addi 
tional components , while some components listed above 
may be excluded . For example , in some implementations 
cloud platform 400 may also comprise at least one of the 
following : one or more user input devices ; one or more 
output devices , and so forth . In another example , in some 
implementations at least one of the following may be 
excluded from cloud platform 400 : shared memory modules 
410 , power sources 240 , node registration modules 420 , load 
balancing modules 430 , internal communication modules 
440 , and external communication modules 450 . 
[ 0075 ] FIG . 5 is a block diagram illustrating a possible 
implementation of computational node 500 . In this example , 
computational node 500 may comprise : one or more 
memory units 210 , one or more processing units 220 , one or 
more shared memory access modules 510 , one or more 
power sources 240 , one or more internal communication 
modules 440 , and one or more external communication 
modules 450 . In some implementations , computational node 
500 may comprise additional components , while some com 
ponents listed above may be excluded . For example , in some 
implementations computational node 500 may also com 
prise at least one of the following : one or more user input 
devices ; one or more output devices , and so forth . In another 
example , in some implementations at least one of the 
following may be excluded from computational node 500 : 
memory units 210 , shared memory access modules 510 , 
power sources 240 , internal communication modules 440 , 
and external communication modules 450 . 
[ 0076 ] In some embodiments , internal communication 
modules 440 and external communication modules 450 may 
be implemented as a combined communication module , 
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such as communication modules 230 . In some embodi 
ments , one possible implementation of cloud platform 400 
may comprise server 300 . In some embodiments , one pos 
sible implementation of computational node 500 may com 
prise server 300 . In some embodiments , one possible imple 
mentation of shared memory access modules 510 may 
comprise using internal communication modules 440 to 
send information to shared memory modules 410 and / or 
receive information from shared memory modules 410 . In 
some embodiments , node registration modules 420 and load 
balancing modules 430 may be implemented as a combined 
module . 
10077 ] In some embodiments , the one or more shared 
memory modules 410 may be accessed by more than one 
computational node . Therefore , shared memory modules 
410 may allow information sharing among two or more 
computational nodes 500 . In some embodiments , the one or 
more shared memory access modules 510 may be configured 
to enable access of computational nodes 500 and / or the one 
or more processing units 220 of computational nodes 500 to 
shared memory modules 410 . In some examples , computa 
tional nodes 500 and / or the one or more processing units 220 
of computational nodes 500 , may access shared memory 
modules 410 , for example using shared memory access 
modules 510 , in order to perform at least one of : executing 
software programs stored on shared memory modules 410 , 
store information in shared memory modules 410 , retrieve 
information from the shared memory modules 410 . 
10078 ] In some embodiments , the one or more node reg 
istration modules 420 may be configured to track the avail 
ability of the computational nodes 500 . In some examples , 
node registration modules 420 may be implemented as : a 
software program , such as a software program executed by 
one or more of the computational nodes 500 ; a hardware 
solution ; a combined software and hardware solution , and so 
forth . In some implementations , node registration modules 
420 may communicate with computational nodes 500 , for 
example using internal communication modules 440 . In 
some examples , computational nodes 500 may notify node 
registration modules 420 of their status , for example by 
sending messages : at computational node 500 startup ; at 
computational node 500 shutdowns ; at constant intervals ; at 
selected times ; in response to queries received from node 
registration modules 420 ; and so forth . In some examples , 
node registration modules 420 may query about computa 
tional nodes 500 status , for example by sending messages : 
at node registration module 420 startup ; at constant inter 
vals ; at selected times , and so forth . 
10079 ] In some embodiments , the one or more load bal 
ancing modules 430 may be configured to divide the work 
load among computational nodes 500 . In some examples , 
load balancing modules 430 may be implemented as : a 
software program , such as a software program executed by 
one or more of the computational nodes 500 ; a hardware 
solution ; a combined software and hardware solution , and so 
forth . In some implementations , load balancing modules 430 
may interact with node registration modules 420 in order to 
obtain information regarding the availability of the compu 
tational nodes 500 . In some implementations , load balancing 
modules 430 may communicate with computational nodes 
500 , for example using internal communication modules 
440 . In some examples , computational nodes 500 may notify 
load balancing modules 430 of their status , for example by 
sending messages : at computational node 500 startup ; at 

computational node 500 shutdowns ; at constant intervals ; at 
selected times ; in response to queries received from load 
balancing modules 430 ; and so forth . In some examples , 
load balancing modules 430 may query about computational 
nodes 500 status , for example by sending messages : at load 
balancing module 430 startup ; at constant intervals ; at 
selected times ; and so forth . 
[ 0080 ] In some embodiments , the one or more internal 
communication modules 440 may be configured to receive 
information from one or more components of cloud platform 
400 , and / or to transmit information to one or more compo 
nents of cloud platform 400 . For example , control signals 
and / or synchronization signals may be sent and / or received 
through internal communication modules 440 . In another 
example , input information for computer programs , output 
information of computer programs , and / or intermediate 
information of computer programs , may be sent and / or 
received through internal communication modules 440 . In 
another example , information received though internal com 
munication modules 440 may be stored in memory units 
210 , in shared memory units 410 , and so forth . In an 
additional example , information retrieved from memory 
units 210 and / or shared memory units 410 may be trans 
mitted using internal communication modules 440 . In 
another example , input data may be transmitted and / or 
received using internal communication modules 440 . 
Examples of such input data may include input data inputted 
by a user using user input devices . 
[ 0081 ] In some embodiments , the one or more external 
communication modules 450 may be configured to receive 
and / or to transmit information . For example , control signals 
may be sent and / or received through external communica 
tion modules 450 . In another example , information received 
though external communication modules 450 may be stored 
in memory units 210 , in shared memory units 410 , and so 
forth . In an additional example , information retrieved from 
memory units 210 and / or shared memory units 410 may be 
transmitted using external communication modules 450 . In 
another example , input data may be transmitted and / or 
received using external communication modules 450 . 
Examples of such input data may include : input data input 
ted by a user using user input devices ; information captured 
from the environment of apparatus 200 using one or more 
sensors , and so forth . Examples of such sensors may 
include : audio sensors 250 ; image sensors 260 ; motion 
sensors 270 ; positioning sensors 275 ; chemical sensors ; 
temperature sensors ; barometers ; pressure sensors ; proxim 
ity sensors ; electrical impedance sensors ; electrical voltage 
sensors ; electrical current sensors , and so forth . 
[ 0082 ] FIG . 6 illustrates an exemplary embodiment of 
memory 600 storing a plurality of modules . In some 
examples , memory 600 may be separate from and / or inte 
grated with memory units 210 , separate from and / or inte 
grated with memory units 410 , and so forth . In some 
examples , memory 600 may be included in a single device , 
for example in apparatus 200 , in server 300 , in cloud 
platform 400 , in computational node 500 , and so forth . In 
some examples , memory 600 may be distributed across 
several devices . Memory 600 may store more or fewer 
modules than those shown in FIG . 6 . In this example , 
memory 600 may comprise : one or more datasets 610 , one 
or more annotations 620 , one or more views 630 , one or 
more algorithms 640 , one or more tasks 650 , one or more 
logs 660 , one or more policies 670 , one or more permissions 
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680 , and an execution manager module 690 . Execution 
manager module 690 may be implemented in software , 
hardware , firmware , a mix of any of those , or the like . For 
example , if the modules are implemented in software , they 
may contain software instructions for execution by at least 
one processing device , such as processing unit 220 , by 
apparatus 200 , by server 300 , by cloud platform 400 , by 
computational node 500 , and so forth . In some examples , 
execution manager module 690 may be configured to per 
form at least one of processes 700 , 800 , 900 , 1000 , 1100 , 
1200 , 1300 , 1400 , 1500 , 1600 , 1700 and 1800 , and so forth . 
[ 0083 ] In some embodiments , dataset 610 may comprise 
data and information . For example , dataset 610 may com 
prise information pertinent to a subject , an issue , a topic , a 
problem , a task , and so forth . In some embodiments , dataset 
610 may comprise one or more tables , such as database 
tables , spreadsheets , matrixes , and so forth . In some 
examples , dataset 610 may comprise one or more n - dimen 
sional tables , such as tensors . In some embodiments , dataset 
610 may comprise information about relations among items , 
for example in a form of graphs , hyper - graphs , lists of 
connections , matrices holding similarities , n - dimensional 
tables holding similarities , matrices holding distances , n - di 
mensional tables holding dissimilarities , and so forth . In 
some embodiments , dataset 610 may comprise hierarchical 
information , for example in the form a tree , hierarchical 
database , and so forth . In some embodiments , dataset 610 
may comprise textual information , for example in the form 
of strings of characters , textual documents , documents in a 
markup language ( such as HTML and XML ) , and so forth . 
In some embodiments , dataset 610 may comprise visual 
information , such as images , videos , graphical content , and 
so forth . In some embodiments , dataset 610 may comprise 
audio data , such as sound recordings , audio recordings , 
synthesized audio , and so forth . 
[ 0084 ] In some embodiments , dataset 610 may comprise 
sensor readings , such as audio captured using audio sensors 
250 , images captured using image sensors 260 , motion 
information captured using motion sensors 270 , positioning 
information captured using positioning sensors 275 , atmo 
spheric pressure information captured using barometers , 
pressure information captured using pressure sensors , prox 
imity information captured using proximity sensors , electri 
cal impedance information captured using electrical imped 
ance sensors , electrical voltage information captured using 
electrical voltage sensors , electrical current information 
captured using electrical current sensors , user input obtained 
using user input devices , and so forth . 
[ 0085 ] In some embodiments , dataset 610 may comprise 
data and information arranged in data - points . For example , 
a data - point may correspond to an individual , to an object , 
to a geographical location , to a geographical region , to a 
species , and so forth . For example , dataset 610 may com - 
prise a table , and each row or slice may represent a data 
point . For example , dataset 610 may comprise several 
tables , and each data - point may correspond to entries in one 
or more tables . For example , a data - point may comprise a 
text document , a portion of a text document , a corpus of text 
documents , and so forth . For example , a data - point may 
comprise an image , a portion of an image , a video clip , a 
portion of a video clip , a group of images , a group of video 
clips , a time span within a video recording , a sound record 
ing , a time span within a sound recording , and so forth . For 
example , a data - point may comprise to a group of sensor 

readings . In some examples , dataset 610 may further com 
prise information about relations among data - points , for 
example a data - point may correspond to a node in a graph 
or in a hypergraph , and an edge or a hyperedge may 
correspond to a relation among data - points and may be 
labeled with properties of the relation . In some examples , 
data - points may be arranged in hierarchies , for example a 
data - point may correspond to a node in a tree . 
[ 0086 ] . In some embodiments , a dataset 610 may be pro 
duced and / or maintain by a single user , by multiple users 
collaborating to produce and / or maintain dataset 610 , by an 
automatic process , by multiple automatic processes collabo 
rating to produce and / or maintain dataset 610 , by one or 
more users and one or more automatic processes collabo 
rating to produce and / or maintain dataset 610 , and so forth . 
In some examples , a user and / or an automatic process may 
produce and / or maintain no dataset 610 , a single dataset 610 , 
multiple datasets 610 , and so forth . 
10087 ] In some embodiments , annotations 620 may com 
prise information related to datasets 610 and / or to elements 
within datasets 610 . In some examples , a single annotation 
620 may comprise information related to one dataset or to 
multiple datasets , and a single dataset 610 may have no , a 
single , or multiple annotations related to it . For example , 
dataset 610 may have multiple annotations 620 that comple 
ment each other , multiple annotations 620 that are incon 
sistent or contradict each other , and so forth . 
[ 0088 ] In some embodiments , annotation 620 may be 
produced and / or maintain by a single user , by multiple users 
collaborating to produce and / or maintain annotation 620 , by 
an automatic process , by multiple automatic processes col 
laborating to produce and / or maintain annotation 620 , by 
one or more users and one or more automatic processes 
collaborating to produce and / or maintain annotation 620 , 
and so forth . In some examples , a user and / or an automatic 
process may produce and / or maintain no annotation 620 , a 
single annotation 620 , multiple annotations 620 , and so 
forth . 
0089 ] In some examples , annotation 620 may comprise 
auxiliary information related to datasets 610 . In some 
examples , annotation 620 may comprise historic informa 
tion related to dataset 610 . Such historic information may 
include information related to the source of the dataset 
and / or of parts of the dataset , historic usages of the dataset 
and / or of parts of the dataset , and so forth . In some 
examples , annotation 620 may comprise information about 
the dataset and / or about items ( such as data - points ) in the 
dataset that is not included in the dataset . 
[ 0090 ] In some embodiments , annotation 620 may com 
prise labels and / or tags corresponding to data - points of 
dataset 610 . In some examples , a label may comprise an 
assignment of one value from a list of possible values to a 
data - point . In some examples , a tag may comprise an 
assignment of any number of values ( including zero , one , 
two , three , etc . ) from a list of possible values to a data - point . 
For example , the list of possible values may contain types 
( such as mammal , fish , amphibian , reptile and bird ) , and a 
label may assign a single type to a data - point ( for example , 
fish label may indicate that the data - point describes an 
animal that is a fish ) , while a tag may assign multiple types 
to a data - point ( for example , bird and mammal tags may 
indicate that the data - point comprise a picture of two ani 

m als , one bird and one mammal ) . In some examples , a label 
may comprise an assignment of a value from a range of 
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possible values to a data - point . For example , a label with a 
value of 195 . 3 may indicate that the data - point describes a 
subject weighing 195 . 3 pounds . In some examples , a tag 
may comprise an assignment of any number of values 
( including zero , one , two , three , etc . ) from a range of 
possible values to a data - point . For example , tags with 
values of 74 , 73 . 8 and 74 . 6 may indicate varying results 
produced by repeated measurements . 
[ 0091 ] In some embodiments , annotation 620 may com 
prise desired output corresponding to data - points of dataset 
610 . In some examples , the desired output may include a 
picture and / or a video clip . For example , a data - point may 
include a picture and / or a video clip , and the desired output 
may include the picture and / or video clip after some pro 
cessing , such as noise removal , super - resolution , and so 
forth . In some examples , the desired output may include a 
mapping . For example , a data - point may include a picture 
and / or a video clip , and the desired output may include a 
mapping of pixels and / or regions of the picture and / or video 
clip to desired segments . In another example , a data - point 
may include audio data , and the desired output may include 
a mapping of portions of the audio data to segments . In some 
examples , the desired output may include audio data . For 
example , a data - point may include audio data , and the 
desired output may include the audio data after some pro 
cessing , such as noise removal , source separation , and so 
forth . In some examples , the desired output may include 
processed data . For example , a data - point may include data 
captured using one or more sensors , and the desired output 
may include the data after some processing , such as noise 
removal , convolution , down - sampling , interpolation , and so 
forth . In some examples , the desired output may include 
textual information . For example , a data - point may include 
a picture and / or a video clip , and the desired output may 
comprise a textual description of the picture and / or video 
clip . In another example , a data - point may include audio 
data , and the desired output may comprise a transcription of 
the audio data . In yet another example , a data - point may 
include textual information , and the desired output may 
comprise a synopsis of the textual information . 
[ 0092 ] In some examples , annotation 620 may comprise 
information arranged in vectors and / or tables . For example , 
each entry in the vector and / or row in a table and / or column 
in the table may correspond to a data - point of dataset 610 , 
and the entry may comprise annotation related to that 
data - point . In some examples , annotation 620 may comprise 
information arranged in one or more matrixes . For example , 
each entry in the matrix may correspond to two data - points 
of dataset 610 according to the row and column of the entry , 
and the entry may comprise information related to these 
data - points . In some examples , annotation 620 may com 
prise information arranged in one or more tensors . For 
example , each entry in the tensor may correspond to a 
number of data - points of dataset 610 according to the 
indices of the entry , and the entry may comprise information 
related to these data - points . In some examples , annotation 
620 may comprise information arranged in one or more 
graphs and / or one or more hypergraphs . For example , each 
node in the graph may correspond to a data - point of dataset 
610 , and an edge of the graph and / or hyperedge of the 
hypergraph may comprise information related to the data 
points connected by the edges and / or hyperedge . 
10093 ] In some embodiments , view 630 may comprise 
data and information related to datasets 610 and / or annota 

tions 620 . In some examples , view 630 may comprise 
modified versions of one or more datasets of datasets 610 
and / or modify versions of one or more annotations of 
annotations 620 . Unless otherwise stated , it is appreciated 
that any operation discussed with reference to datasets 610 
and / or annotations 620 , may also be implemented in a 
similar manner with respect to views 630 . 
10094 ] In some examples , view 630 may comprise a 
unification of one or more datasets of datasets 610 . For 
example , view 630 may comprise a merging rule for merg 
ing two or more datasets . In another example , datasets 610 
may comprise database tables , and view 630 may comprise 
SQL expressions for generating a new table out of the 
original tables and / or generated table . In yet another 
example , datasets 610 may comprise data - points , and view 
630 may comprise a rule for merging data - points , a rule for 
selecting a subset of the data - points , and so forth . 
[ 0095 ] In some embodiments , view 630 may comprise a 
unification of one or more annotations of annotations 620 . 
For example , view 630 may comprise a merging rule for 
merging two or more annotations . In another example , 
annotations 620 may comprise database tables containing 
annotation information , and view 630 may comprise SQL 
expressions for generating a new annotation table out of the 
original tables and / or generated table . In yet another 
example , annotations 620 may comprise information corre 
sponding to data - points , and view 630 may comprise a rule 
for merging the information corresponding to a data - point to 
obtain new annotation information . Such rule may prioritize 
information from one annotation source over others , may 
include a decision mechanism to produce new annotation 
and / or select an annotation out of the original annotations , 
and so forth . In another example , annotation 620 may 
comprise information corresponding to data - points , and 
view 630 may comprise a rule for selecting information 
corresponding to a subset of the data - points . 
[ 0096 ] In some embodiments , view 630 may comprise a 
selection of one or more datasets of datasets 610 and one or 
more annotations of annotations 620 . In some examples , 
view 630 may comprise a selection of one or more datasets 
610 and of a unification of one or more annotations 620 , as 
described above . In some examples , view 630 may comprise 
a selection of a unification of one or more datasets of 
datasets 610 ( as described above ) and of one or more 
annotations of annotations 620 . In some examples , view 630 
may comprise a selection of a unification of one or more 
datasets of datasets 610 and of a unification of one or more 
annotations of annotations 620 . In some examples , view 630 
may comprise a selection of one or more other views of 
views 630 . 
[ 0097 ] In some embodiments , algorithms 640 may com 
prise algorithms for processing information , such as the 
information contained in datasets 610 and / or annotations 
620 and / or views 630 and / or tasks 650 and / or logs 660 
and / or policies 670 and / or permissions 680 . In some cases , 
algorithms 640 may further comprise parameters and / or 
hyper - parameters of the algorithms . For example , algo 
rithms 640 may comprise a plurality of versions of the same 
core algorithm with different sets of parameters and / or 
hyper - parameters . 
[ 0098 ] In some embodiments , algorithm 640 may com 
prise one or more decision rules . For example , a decision 
rule may compare a computed value to a threshold , and in 
some cases the threshold may be set based on a parameter 
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and / or a hyper - parameter . In some embodiments , algorithm 
640 may be preprogrammed manually . For example , a 
manually preprogrammed algorithm may implement a heu 
ristic algorithm that has zero or more parameters and / or 
hyper - parameters . In some embodiments , algorithm 640 
may comprise a machine learning algorithm configured to 
train on training examples , such as training examples 
included in datasets 610 and / or views 630 , to estimate labels 
and / or tags and / or desired results , such as labels and / or tags 
and / or desired results included in annotations 620 and / or 
views 630 . For example , algorithm 640 may comprise a 
kernel based algorithm , such as support vector machine 
and / or kernel principal component analysis , and the selec 
tion of a kernel may be according to a hyper - parameter . For 
example , algorithm 640 may comprise an artificial neural 
network , and the structure and / or other characteristics of the 
artificial neural network may be selected according to hyper 
parameters . For example , algorithm 640 may comprise a 
clustering and / or a segmentation algorithm , and the number 
of desired clusters and / or segments may be selected accord 
ing to a hyper - parameter . For example , algorithm 640 may 
comprise a factorization algorithm , and the number of 
desired factors may be determined according to a hyper 
parameter . For example , a stopping condition of algorithm 
640 may be based on hyper - parameters . In some examples , 
algorithm 640 may comprise a regression algorithm , a 
classification algorithm , a clustering algorithm , a segmen 
tation algorithm , a factorization algorithm , a source separa 
tion algorithm , a dimensional reduction algorithm , a feature 
selection algorithm , and so forth . In some examples , algo 
rithms 640 may comprise an algorithm that combines two or 
more other algorithms into a single algorithm . 
[ 0099 ] In some embodiments , algorithms 640 may com 
prise algorithms for processing information and data from an 
external source . In some examples , the external data source 
may include a sensor ( such as audio sensor , image sensor , 
motion sensor , positioning sensor , etc . ) , a user , an external 
device , an automatic process , external data repository , and 
so forth . Some examples of external data repositories may 
include a public database , a blockchain , a web crawler , and 
so forth . 
[ 0100 ] In some embodiments , algorithms 640 may process 
information and data from an external source to update 
datasets 610 and / or annotations 620 and / or views 630 and / or 
algorithms 640 and / or tasks 650 and / or logs 660 and / or 
policies 670 and / or permissions 680 . In some examples , 
based on the data from the external source , the algorithm 
may add information to one or more datasets , remove 
information from one or more datasets , modify information 
of one or more datasets , and so forth . For example , the 
algorithm may add new data - points containing the data from 
the external source to a dataset , update existing data - points 
according to the data from the external source , remove 
data - points that were made obsolete according to data from 
the external source , and so forth . In some examples , based 
on the data from the external source , the algorithm may add 
information to one or more annotations , remove information 
from one or more annotations , modify information of one or 
more annotations , and so forth . For example , the algorithm 
may add new labels and / or tags and / or desired results 
containing data from the external source to an annotation 
update existing labels and / or tags and / or desired results 
according to the data from the external source , remove labels 
and / or tags and / or desired results that were made obsolete 

according to data from the external source , and so forth . In 
some examples , algorithms 640 may process information 
and data from an external source to update one or more 
data - points of datasets 610 and one or more corresponding 
labels and / or tags and / or desired results of annotations 620 . 
In some examples , based on the data from the external 
source , the algorithm may create a new view , delete a view , 
modify a view , and so forth . In some examples , the algo 
rithm may create a new view to match an observed phe 
nomenon and / or environment . In some examples , the algo 
rithm may maintain views of items relevant to an 
environment , device , user , problem , and so forth . Some 
examples of such items may include objects , people , faces , 
gestures , voices , sounds , and so forth . For example , observ 
ing an environment with some types of objects may cause 
the algorithm to create a view containing examples of the 
observed types , which may later be used to train an object 
detector . Furthermore , detecting a change in said environ 
ment , such as an introduction of a new type of objects to the 
environment or removal of a certain type of objects from the 
environment , may cause the algorithm to modify the view to 
match the change . Furthermore , when a situation change in 
a way that makes the environment expendable , the algorithm 
may delete the corresponding view . For example , observing 
a conversation of two speakers may cause the algorithm to 
create a view containing voice samples of the two speakers . 
Furthermore , detecting a change in the conversation , for 
example an introduction of a new speaker to the conversa 
tion , may cause the algorithm to add voice samples of the 
new speaker to the view . Furthermore , end of the conver 
sation may cause the algorithm to delete the corresponding 
view . In another example , when the data from the external 
source describes a household containing a child and a dog , 
the algorithm may create a view containing image examples 
of children and of dogs by merging datasets and / or annota 
tions of image examples of children with datasets and / or 
annotations of image examples of dogs . When the data from 
the external source indicates an addition of a cat to the 
household , image examples of cats may be added to the view 
by merging additional datasets and / or annotations of image 
examples of cats into the view . Furthermore , when the data 
from the external source indicates that the dog left the 
household , information related to the image examples of 
dogs may be removed from the view . 
[ 0101 ] In some embodiments , algorithms 640 may process 
information and data from datasets 610 and / or annotations 
620 and / or views 630 and / or algorithms 640 and / or tasks 
650 and / or logs 660 and / or policies 670 and / or permissions 
680 to update datasets 610 and / or annotations 620 and / or 
views 630 and / or algorithms 640 and / or tasks 650 and / or 
logs 660 and / or policies 670 and / or permissions 680 . For 
example , based on data from some source datasets of 
datasets 610 , the algorithm may update the source datasets , 
update other datasets , update annotations associated with the 
source datasets , update other annotations , update views 
based on the source datasets , update other views , and so 
forth . Similarly , based on data from some source annotations 
of annotations 620 , the algorithm may update the source 
annotations , update other annotations , update datasets asso 
ciated with the source annotations , update other datasets , 
update views based on the source annotations , update other 
views , and so forth . Furthermore , based on data from some 
source views of views 630 , the algorithm may update the 
source views , update other views , update datasets and / or 
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annotations that the source views are based on , update other 
datasets and / or annotations , and so forth . 
[ 0102 ] In some examples , updating datasets 610 , for 
example by an algorithm processing data from datasets 610 
and / or annotations 620 and / or views 630 as described above , 
may comprise adding new datasets to datasets 610 ( for 
example where a new dataset comprises data - points con 
taining results of calculations based on the processed infor 
mation , data - points selected from other datasets based on the 
results of the calculations , etc . ) , removing datasets from 
datasets 610 ( for example removing datasets that were made 
obsolete according to a calculation based on the processed 
information ) , modifying some of the datasets of datasets 
610 , and so forth . In some examples , modifying a dataset , 
for example by an algorithm processing data from datasets 
610 and / or annotations 620 and / or views 630 as described 
above , may comprise adding new data - points to the dataset 
( for example where a new data - point contains a result of a 
calculation based on the processed information ) , modifying 
data - points of the dataset ( for example changing a value of 
a data - point according to a calculation based on the pro 
cessed information ) , removing data - points from the dataset 
( for example removing data - points that were made obsolete 
according to a calculation based on the processed informa 
tion ) , and so forth . 
[ 0103 ] In some examples , updating an annotation , for 
example by an algorithm processing data from datasets 610 
and / or annotations 620 and / or views 630 as described above , 
may comprise adding new annotations to annotations 620 
( for example where a new annotation comprises tags and / or 
labels and / or desired results containing results of calcula 
tions based on the processed information , tags and / or labels 
and / or desired results selected from other annotations based 
on the results of the calculations , etc . ) , removing annotations 
from annotations 620 ( for example removing annotations 
that were made obsolete according to a calculation based on 
the processed information ) , modifying some of the annota 
tions of annotations 620 , and so forth . In some examples , 
modifying an annotation may comprise adding tags and / or 
labels and / or desired results to the annotation ( for example 
where the value of the label and / or tag and / or desired result 
is according to a result of a calculation based on the 
processed information ) , removing tags and / or labels and / or 
desired results from the annotation ( for example removing 
labels and / or tags and / or desired results that were made 
obsolete according to the calculation ' s result ) , modifying 
tags and / or labels and / or desired results in the annotation 
( for example according to the calculation ' s result ) , and so 
forth . For example , the algorithm may add and / or modify 
and / or remove labels and / or tags and / or desired results of the 
annotation that corresponds to data - points of datasets 610 
based on a result of a calculation that is based on values of 
said data - points . In another example , the algorithm may 
produce a new annotation based on several other source 
annotations that deal with the same dataset , for example 
using a voting mechanism . In some examples , the algorithm 
may update the produced annotation in response to a change 
in the source annotations , may delete the produced annota 
tion in response a deletion of one of the source annotations , 
and so forth . 
[ 0104 ] In some examples , updating a view , for example by 
an algorithm processing data from datasets 610 and / or 
annotations 620 and / or views 630 as described above , may 
comprise adding new views to views 630 , removing views 

from views 630 , modifying some of the views of views 630 , 
and so forth . For example , observing a dataset and / or an 
annotation with some distribution of elements may cause the 
algorithm to create a view containing a sample of the 
elements with a different distribution . Furthermore , detect 
ing a change of the dataset and / or annotation that caused a 
change of said distribution may lead the algorithm to modify 
the view to match the change . Furthermore , when changes to 
the dataset and / or the annotation cause the said distribution 
to reach a certain desired property , the algorithm may 
remove the view . 
10105 ] In some embodiments , algorithms 640 may process 
information and data from datasets 610 and / or one or more 
annotations 620 and / or one or more views 630 and / or 
algorithms 640 and / or tasks 650 and / or logs 660 and / or 
policies 670 and / or permissions 680 to update one or more 
algorithms 640 . In some examples , based on the processed 
information , the algorithm may create a new algorithm , 
delete an algorithm , modify an algorithm , and so forth . For 
example , observing a dataset and / or an annotation and / or a 
view with some distribution of elements may cause the 
algorithm to create a new algorithm with a set of hyper 
parameters matching the distribution . Furthermore , detect 
ing a change to the dataset and / or annotation and / or view 
that caused a change in said distribution may cause the 
algorithm to modify the set of hyper - parameters to match the 
changed distribution . Furthermore , when changes to the 
dataset and / or the annotation and / or the view cause the said 
distribution to reach a certain desired property , the algorithm 
may delete the created algorithm . 
[ 0106 ] In some embodiments , tasks 650 may comprise one 
or more tasks waiting for execution . In some examples , a 
task may comprise a selection of one or more datasets of 
datasets 610 , of one or more annotations of annotations 620 , 
of one or more views of views 630 , of one or more 
algorithms of algorithms 640 , and so forth . For example , a 
task may comprise a selection of a dataset and an algorithm , 
and the execution of the task may comprise applying the 
selected algorithm to the data of the selected dataset . In 
another example , a task may comprise a selection of a 
dataset , an annotation and an algorithm , and the execution of 
the task may comprise applying the selected algorithm to the 
data of the selected dataset and the selected annotation . In 
yet another example , a task may comprise a selection of an 
annotation and an algorithm , and the execution of the task 
may comprise applying the selected algorithm to informa 
tion included in the selected annotation . In another example , 
a task may comprise a selection of a view and an algorithm , 
and execution of the task may comprise applying the 
selected algorithm to the selected view . 
[ 0107 ] In some embodiments , tasks 650 may comprise 
scheduling information . For example , the scheduling infor 
mation may specify priorities assigned to the tasks , in the 
form of a priority values assigned to the tasks ( such as high , 
medium , low , numerical priority values , etc . ) , in the form of 
an ordering of the tasks according to ascending or descend 
ing priority , and so forth . In some examples , the scheduling 
information may specify preferred execution times , con 
straints on execution times , preferred execution frequencies , 
constraints on execution frequencies , and so forth . 
[ 0108 ] In some embodiments , tasks 650 may comprise 
execution requirements . In some examples , the execution 
requirements may comprise details about preferred execu 
tion conditions and / or settings of the tasks . For example , 
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execution requirements may comprise a specification of 
hardware requirements ( such as memory size , processing 
power , etc . ) of a task . In another example , execution require 
ments may comprise an indication of specific devices and / or 
specific device types required to execute the task ( such as 
apparatus 200 , server 300 , cloud platform 400 , computa 
tional node 500 , and so forth ) . In yet another example , 
execution requirements may comprise a specification of 
software requirements of a task ( such as operation system , 
software libraries , software modules , and so forth ) . 
[ 0109 ] In some embodiments , tasks 650 may comprise 
tasks for manual execution . In some examples , tasks for 
manual execution may include indications of specific per 
sons required to execute the task , of types of persons 
required to execute the task , of skills required to execute the 
task , and so forth . 
[ 0110 . In some embodiments , algorithms 640 may process 
information and data from an external source to update one 
or more tasks of tasks 650 . In some examples , based on the 
data from the external source , the algorithm may create a 
new task , delete a task , modify a task , and so forth . For 
example , in response to an observed change in an environ 
ment , the algorithm may create a new task dealing with 
datasets and / or annotations and / or views related to the 
environment and / or the observed change , may update a task 
related to the environment and / or the observed change , may 
delete a task that became obsolete by the observed change , 
and so forth . 
[ 0111 ] In some embodiments , algorithms 640 may process 
information and data from datasets 610 and / or annotations 
620 and / or views 630 and / or algorithms 640 and / or tasks 
650 and / or logs 660 and / or policies 670 and / or permissions 
680 to update tasks 650 . In some examples , based on the 
data from datasets 610 and / or annotations 620 and / or views 
630 and / or algorithms 640 and / or tasks 650 and / or logs 660 
and / or policies 670 and / or permissions 680 , the algorithm 
may create a new task , delete a task , modify a task , and so 
forth . For example , observing an update to a dataset and / or 
to an annotation and / or to a view and / or to an algorithm may 
cause the algorithm to create a new task dealing with the 
updated items , may cause the algorithm to modify a task 
dealing with the updated items , may cause the algorithm to 
remove a task that was made obsolete by the update , and so 
forth . 
[ 0112 ] In some embodiments , logs 660 may comprise 
historic information related to datasets 610 , annotations 620 , 
views 630 , algorithms 640 , tasks 650 , logs 660 , policies 670 , 
permissions 680 , and so forth . In some examples , a log may 
comprise historic information about creations and / or dele 
tions and / or modifications of datasets 610 , elements of a 
dataset , annotations 620 , elements of an annotation , views 
630 , elements of a view , algorithms 640 , core algorithms of 
an algorithm , parameters and / or hyper - parameters of an 
algorithm , tasks 650 , details of a task , logs 660 , a log , entries 
of a log , policies 670 , a policy , an element of a policy , 
permissions 680 , a permission record , and so forth . 
[ 0113 ] In some examples , a log may comprise historic 
information about past execution details of algorithms 640 
and / or tasks 650 . For example , such execution details may 
include the execution time , the execution duration , the 
executing device , the executing person , the actual resource 
requirement , software versions of software used in the 
execution , and so forth . For example , such execution details 
may comprise errors and / or results of the execution and / or 

statistics based on the results of the execution . Furthermore , 
such execution details may comprise versions of datasets 
610 , annotations 620 , views 630 , algorithms 640 , tasks 650 , 
logs 660 , policies 670 , permissions 680 , etc . , used in the 
execution . 
[ 0114 ] In some embodiments , policies 670 may comprise 
a specification of what actions need to be taken , for example 
periodically and / or in response to a change . In some 
examples , execution manager module 690 may act accord 
ing to policies 670 . In some examples , based on policies 
670 , execution manager module 690 may create and / or 
delete and / or modify datasets 610 , a dataset , elements of a 
dataset , annotations 620 , an annotation , elements of an 
annotation , views 630 , a view , elements of a view , algo 
rithms 640 , an algorithm , core algorithms of an algorithm , 
parameters and / or hyper - parameters of an algorithm , tasks 
650 , a task , details of a task , logs 660 , elements of a log , 
policies 670 , a policy , a detail of a policy , permissions 680 , 
a permission record , and so forth . 
[ 0115 ] In some embodiments , permissions 680 may 
specify which user and / or automatic process and / or algo 
rithm ( such as an algorithm of algorithms 640 ) and / or task 
( such as a task of tasks 650 ) may access and / or create and / or 
modify and / or delete which item ( such as datasets 610 , a 
dataset , elements of a dataset , annotations 620 , an annota 
tion , elements of an annotation , views 630 , a view , elements 
of a view , algorithms 640 , an algorithm , core algorithms of 
an algorithm , parameters and / or hyper - parameters of an 
algorithm , tasks 650 , a task , details of a task , logs 660 , a log , 
elements of a log , policies 670 , a policy , a detail of a policy , 
permissions 680 , a permission record , details of a permis 
sion record , and so forth ) . 
[ 0116 ] In some embodiments , datasets 610 and / or anno 
tations 620 and / or views 630 and / or algorithms 640 and / or 
tasks 650 and / or logs 660 and / or policies 670 and / or per 
missions 680 may be created and / or deleted and / or modified 
manually and / or automatically . 
[ 0117 ] In some embodiments , a process , such as processes 
700 , 800 , 900 , 1000 , 1100 , 1200 , 1300 , 1400 , 1500 , 1600 , 
1700 and 1800 , may comprise of one or more steps . In some 
examples , a process , as well as all individual steps therein , 
may be performed by various aspects of apparatus 200 , 
server 300 , cloud platform 400 , computational node 500 , 
and so forth . For example , the process may be performed by 
processing units 220 executing software instructions stored 
within memory units 210 and / or within shared memory 
modules 410 . In some examples , a process , as well as all 
individual steps therein , may be performed by a dedicated 
hardware . In some examples , computer readable medium 
( such as a non - transitory computer readable medium ) may 
store data and / or computer implementable instructions for 
carrying out a process . Some examples of possible execution 
manners of a process may include continuous execution ( for 
example , returning to the beginning of the process once the 
process normal execution ends ) , periodically execution , 
executing the process at selected times , execution upon the 
detection of a trigger ( some examples of such trigger may 
include a trigger from a user , a trigger from another process , 
a trigger from an external device , etc . ) , and so forth . 
[ 0118 ] FIG . 7 illustrates an example of a process 700 for 
selective use of examples . In this example , process 700 may 
comprise : obtaining information associated with external 
devices ( Step 710 ) ; assigning weights to examples using the 
obtained information ( Step 720 ) ; generating inference mod 
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els using the assignment of weights ( Step 730 ) ; obtaining 
update information associated with the external devices 
( Step 740 ) ; updating the assignment of weights using the 
update information ( Step 750 ) ; and generating updated 
inference models using the updated assignment of weights 
( Step 760 ) . In some implementations , process 700 may 
comprise one or more additional steps , while some of the 
steps listed above may be modified or excluded . For 
example , in some cases Step 740 and / or Step 750 and / or 
Step 760 may be excluded from process 700 . In some 
implementations , one or more steps illustrated in FIG . 7 may 
be executed in a different order and / or one or more groups 
of steps may be executed simultaneously and vice versa . 
[ 0119 ] In some embodiments , obtaining information asso 
ciated with external devices ( Step 710 ) may comprise 
obtaining information associated with one or more external 
devices , for example associated with external devices con 
figured to utilize inference models . For example , at least part 
of the information may be read from memory ( such as 
memory units 210 , shared memory modules 410 , and so 
forth ) . In another example , at least part of the information 
may be received from an external device ( for example , from 
the device associated with the information ) , for example 
using communication devices ( such as communication mod 
ules 230 , internal communication modules 440 , external 
communication modules 450 , and so forth ) . In yet another 
example , at least part of the information associated with 
external devices may be generated , for example by using a 
computer network monitoring device and / or a computer 
network monitoring software program ( for example , that 
monitor network 130 for available devices ) . For example , 
Step 710 may use Step 910 to obtain available processing 
resources information of the external devices , and the infor 
mation associated with the external devices may comprise 
and / or be based on at least part of the available processing 
resources information . In another example , Step 710 may 
use Step 1220 to obtain properties of the external devices , 
and the information associated with the external devices 
may comprise and / or be based on at least part of the obtained 
properties of the external devices . 
[ 0120 ] In some examples , at least part of the information 
associated with external devices may comprise settings 
information related to the external devices . For example , the 
settings information may comprise software and hardware 
properties of the external devices , such as manufacturer , 
type , version , configuration , and so forth . In another 
example , the external devices may comprise one or more 
sensors ( such as audio sensors 250 , image sensors 260 , 
motion sensors 270 , positioning sensors 275 , barometers , 
pressure sensors , proximity sensors , electrical impedance 
sensors , electrical voltage sensors , electrical current sensors , 
and so forth ) , and the settings information may comprise 
settings information related to the at least some of the 
sensors . For example , the settings information may comprise 
settings information of audio sensors , such as sensor ' s type , 
number of channels , bit depth , sample rate , levels , boost , 
calibration data , software preprocessing and / or enhance 
ment , and so forth . In another example , the settings infor 
mation may comprise settings information of image sensors , 
such as sensor ' s type , aspect ratio , pixel resolution , color 
style , color depth , frame rate , zoom settings , position , ori 
entation , field of view information , shutter speed , aperture , 
calibration data , software preprocessing and / or enhance 
ment , and so forth . In some examples , at least part of the 

information associated with external devices may comprise 
geographical data related to the external devices and / or to 
parts of the external devices . For example , the geographical 
data may include locations of the external devices and / or of 
parts of the external devices . 
( 0121 ] In some examples , at least part of the information 
associated with external devices may comprise scene infor 
mation , where the scene information may comprise infor 
mation related to data captured using one or more sensors 
from an environment . For example , the scene information 
may comprise information related to the distribution of 
captured data ( for example in the form of frequencies at 
which different types of information are captured , in the 
form of a histogram , etc . ) , minimal levels captured , maximal 
levels captured , aggregated and / or statistical measurements 
related to data captured over time , typical captured data 
instances , results of applying captured data to a clustering 
algorithm ( such as k - means , spectral clustering , etc . ) , results 
of applying captured data to a dimensionality reduction 
algorithm ( such as Principal Component Analysis , Canoni 
cal Correlation Analysis , etc . ) , and so forth . In another 
example , the scene information may comprise information 
related to items and / or objects present and / or detected in the 
captured data . 
[ 0122 ] In some examples , the scene information may be a 
result of analyzing one or more images captured from an 
environment using at least one image sensor ( such as image 
sensors 260 ) included in the external device . In some 
examples , the scene information may comprise one or more 
portions of the images . For example , a motion analysis of a 
video captured using stationary image sensor may be per 
formed , and the portions of the video that has no or little 
movement may be selected . In another example , image 
gradients may be calculated , and the portions of the images 
that have high variance of gradients may be selected . In 
another example , face detector may be used to detect faces 
appearing in the images , and portions of the images con 
taining faces may be selected . In some examples , the scene 
information may comprise information related to objects 
detected in the images , properties of the detected objects , 
information related to the detected objects , positions at 
which one or more objects were detected , frequencies at 
which different objects are detected , images of detected 
objects , and so forth . For example , the scene information 
may comprise properties of the detected object , such as type , 
size , color , condition , and so forth . In some cases , the scene 
information may comprise a mapping that specifies , for 
different pixels and / or image regions , the objects detected at 
those pixels and / or regions , the frequencies at which objects 
are detected at those pixels and / or regions , the frequencies 
at which specific objects are detected at those pixels and / or 
regions , and so forth . Some examples of object detection 
algorithms that may be used may include deep learning 
based object detection algorithms , appearance based object 
detection algorithms , image features based object detection 
algorithms , and so forth . In some examples , the scene 
information may comprise information related to faces 
detected and / or faces recognized in the images , such as 
identifying information of the detected and / or recognized 
faces , information related to the detected and / or recognized 
faces , positions at which one or more faces were detected , 
frequencies at which different faces are appearing , images of 
detected and / or recognized faces , and so forth . For example , 
the scene information may comprise identified properties of 
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individuals appearing in the images , such as names , ages , 
gender , hair color , height , weight , and so forth . In some 
cases , the scene information may comprise information 
related to people appearing regularly in the images , for 
example to people appearing in more than a selected number 
of images , over a selected time span , and so forth . In some 
cases , the scene information may comprise a mapping that 
specifies , for different pixels and / or image regions , the faces 
and / or people detected at these pixels and / or regions , the 
frequencies at which faces and / or people are detected at 
these pixels and / or regions , the frequencies at which specific 
faces and / or people are detected at these pixels and / or 
regions , and so forth . Some examples of face detection 
algorithms that may be used may include deep learning 
based face detection algorithms , appearance based face 
detection algorithms , color based face detection algorithms , 
texture based face detection algorithms , shape based face 
detection algorithms , motion based face detection algo 
rithms , boosting based face detection algorithms , and so 
forth . Some examples of face recognition algorithms that 
may be used may include deep learning based face recog 
nition algorithms , appearance based face recognition algo 
rithms , color based face recognition algorithms , texture 
based face recognition algorithms , shape based face recog 
nition algorithms , motion based face recognition algorithms , 
boosting based face recognition algorithms , dimensionality 
reduction based face recognition algorithms ( such as eigen 
faces , Fisherfaces , etc . ) , 3D face recognition algorithms , and 
so forth . In some cases , the scene information may comprise 
information differentiating among types of scenes ( such as 
indoor scenes and outdoor scenes ) , for example based on 
distribution of colors in captured images . In some examples , 
the scene information may comprise background of the 
environment extracted from a video ( for example , from a 
video captured using image sensors 260 ) , information 
related to the extracted background , and so forth . Examples 
of algorithms for background extraction that may be used 
may include , taking the median of the video , taking the 
median of the video after adjusting for ego motion , taking 
the mean of the video , taking the mean of the video after 
adjusting for ego motion , taking the mode of the video , 
taking the mode of the video after adjusting for ego motion , 
and so forth . 
10123 ] In some examples , the scene information may be a 
result of analyzing audio data captured from an environment 
using at least one audio sensor ( such as audio sensors 250 ) 
included in the external device . In some examples , the scene 
information may comprise identified characteristics of the 
ambient noise , a model of the ambient noise , information 
related to the ambient noise , typical frequencies of ambient 
noise , and so forth . For example , the noise levels may be 
monitored over time , and the scene information may com 
prise information related to the noise levels , such as minimal 
noise level , maximal noise level , distribution of noise levels , 
histogram of noise levels , and so forth . In some examples , 
the scene information may comprise information related to 
the speakers in the audio data , such as voice models of 
speakers identified in captured audio . In another example , 
the scene information may comprise information related to 
the speaking time of the speakers in the audio data , such as 
the total speaking time of each speaker , the total speaking 
time for all speakers cumulatively , histogram of the speaking 
times with respect to time in day , and so forth . 

[ 0124 ] In some embodiments , assigning weights to 
examples using the obtained information ( Step 720 ) may 
comprise using the information associated with external 
devices ( for example , the information obtained by Step 710 ) 
to assign weights to a plurality of examples . In some 
examples , assigning weights may comprise using the infor 
mation associated with external devices to select one or 
more selected examples of a plurality of alternative 
examples ( for example from datasets 610 and / or annotations 
620 and / or views 630 ) . Further , a weight of zero may be 
assigned to the non - selected examples , and non - zero 
weights ( such as a constant weight , a weight of one , positive 
weights , weights calculated as described below , etc . ) may be 
assigned to the selected examples . For example , the 
examples may be selected according to a rule . In another 
example , the information associated with external devices 
may comprise available processing resources information , 
and the examples may be selected as described for Step 920 . 
In yet another example , the information associated with 
external devices may comprise settings information related 
to at least one sensor , and examples comprising data cap 
tured using similar settings and / or synthetic data associated 
with similar settings may be selected . In another example , 
the information associated with external devices may com 
prise location information ( such as country , region , address , 
etc . ) , and examples associated with the location and / or the 
type of the location ( such as office , residential building , 
street , etc . ) may be selected , for example by selecting 
examples that comprise data captured from similar locations 
and / or similar types of locations . In some examples , the 
information associated with external devices may comprise 
scene information , and examples captured from similar 
scenes may be selected . For example , from scenes with 
similar distribution of captured data , with similar items 
and / or objects and / or people , with similar ambient noise , 
with similar noise levels , with similar speakers , and so forth . 
[ 0125 ] In some examples , assigning weights may com 
prise using the information associated with external devices 
to calculate weights for examples . In some examples , using 
the information associated with external devices , a function 
that assigns weights to examples may be selected of a 
plurality of alternative functions . In some examples , the 
weights may be assigned according to a function that takes 
as inputs an example and at least part of the information 
associated with the external devices , and outputs a weight 
for the input example . Such function may comprise an 
inference model , an artificial neural network , an algorithm , 
and so forth . For example , the inference model may be a 
result of training a machine learning algorithm using train 
ing examples , where a training example may comprise 
weights assigned manually to examples . In another example , 
the information associated with external devices may com 
prise settings information , the examples may comprising 
data captured using some settings and / or synthetic data 
associated with some settings , and the function may assign 
weights to examples according to the similarity between the 
settings associated with an example and the settings asso 
ciated with the external devices . In yet another example , the 
information associated with external devices may comprise 
location information , and the function may assign weights to 
examples according to a distance ( and / or a similarity ) 
between a location associated with an example and the 
location associated with the external devices . 
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[ 0126 ] In some examples , the information associated with 
external devices may comprise scene information , and the 
function may assign weights to examples according to the 
compatibility between an example and the scene informa 
tion . For example , the scene information may comprise 
information related to the distribution of captured data , and 
weights may be assigned to examples to reflect the prob 
ability of capturing the example according to the distribution 
of captured data . In another example , the scene information 
may comprise information related to items and / or objects 
present and / or detected in the captured data , and examples 
associated with and / or comprising similar items and / or 
objects may be assigned higher weights than other 
examples . In yet another example , the scene information 
may comprise portions of the images , and examples asso 
ciated with and / or comprising similar portions of images 
may be assigned higher weights than other examples . In 
another example , the scene information may comprise prop 
erties of items and / or objects and / or people detected in an 
environment , and examples associated with and / or compris 
ing items and / or objects and / or people with similar proper 
ties may be assigned higher weights than other examples . In 
yet another example , the scene information may comprise a 
mapping associated with pixels and / or image regions , and 
examples that correspond to the mapping may be assigned 
higher weights than other examples . In another example , the 
scene information may comprise information differentiating 
among types of scenes ( such as indoor scenes and outdoor 
scenes ) , and examples that correspond to the indicated type 
of scene may be assigned higher weights than other 
examples . In yet another example , the scene information 
may comprise background image of the environment , and 
examples with similar background may be assigned higher 
weights than other examples . In another example , the scene 
information may comprise information related to ambient 
noise , and examples with similar ambient noise may be 
assigned higher weights than other examples . In yet another 
example , the scene information may comprise information 
related to the distribution of noise levels , and examples with 
similar noise levels may be assigned higher weights than 
other examples . In another example , the scene information 
may comprise information related to the speakers in the 
audio data , and examples with speakers may be assigned 
higher weights than other examples . 
[ 0127 ] In some examples , the scene information may 
comprise a distribution ( such as a distribution of captured 
data , distribution of noise levels , etc . ) and the examples may 
also comprise distributions . Further , a statistical distance 
( such as f - divergence , Kullback - Leibler divergence , Hell 
inger distance , Total variation distance , Renyi ' s divergence , 
Jensen - Shannon divergence , Lévy - Prokhorov metric , Bhat 
tacharyya distance , Kantorovich metric , Tsallis divergence , 
etc . ) between the distribution from the scene information 
and the distribution from an example may be used to 
quantify the distance from the scene information to the 
example , and higher weights may be assigned to examples 
corresponding to smaller distances . For example , for an 
example corresponding to a distance d a weight of exp ( - d / c ) 
may be assigned for a selected positive constant c . 
[ 0128 ] Additionally or alternatively to Step 720 , process 
700 may generate synthetic examples using the information 
associated with external devices ( for example , the informa 
tion obtained by Step 710 ) . For example , an artificial neural 
network trained to produce synthetic examples from infor 

mation associated with external devices may be used . In 
another example , using the information associated with 
external devices , some examples may be selected as 
described above , and additional synthetic examples may be 
generated , for example using the Synthetic Minority Over 
sampling Technique ( SMOTE ) . 
[ 0129 ] In some embodiments , generating inference mod 
els using the assignment of weights ( Step 730 ) may com 
prise generating inference models using weights assigned to 
a plurality of examples ( for example , the weights assigned 
by Step 720 ) and / or the plurality of examples . In some 
examples , the plurality of examples and / or the correspond 
ing assigned weights may be used as a training set and / or a 
validation set and / or a test set . In some examples , the 
plurality of examples and / or the corresponding assigned 
weights may be split into at least two of a training set and / or 
a validation set and / or a test set . In some examples , a 
machine learning algorithm that supports weights for the 
training examples and / or validation examples and / or test 
examples may be trained using the plurality of examples and 
the weights assigned to the plurality of examples to obtain 
an inference model . Some examples of machine learning 
algorithms that may be used may include support vector 
machine , gradient descent based algorithms , deep learning 
algorithms for artificial neural networks , AdaBoost , linear 
regression , and so forth . For example , process 1200 may be 
used to select hyper - parameters for the machine learning 
algorithm and / or to cause a selected device to train the 
machine learning algorithm . In another example , process 
1300 may be used to select additional training examples and 
use the additional training examples together with the plu 
rality of examples and the weights to train a machine 
learning algorithm . In some examples , the generated infer 
ence model may be utilized , for example using Step 930 , 
using Step 1050 , and so forth . In another example , the 
generated inference model may be compared with another 
inference model using data items associated with the exter 
nal devices , for example using process 1000 , which may 
further utilize the generated inference model based on the 
result of the comparison . In yet another example , the gen 
erated inference model may comprise an artificial neural 
network , and a descriptor of the inference model may be 
generated by process 1100 . 
[ 0130 ] Additionally or alternatively to Step 730 , process 
700 may generate inference models using the synthetic 
examples generated using the information associated with 
external devices ( alone or in combination with the weights 
assigned to a plurality of examples and / or the plurality of 
examples ) . For example , the synthetic examples ( alone or in 
combination with the plurality of examples and / or the cor 
responding assigned weights ) may be used as a training set 
and / or a validation set and / or a test set . In some examples , 
the synthetic examples ( alone or in combination with the 
plurality of examples and / or the corresponding assigned 
weights ) may be split into at least two of a training set and / or 
a validation set and / or a test set . In some examples , a 
machine learning algorithm may be trained using the syn 
thetic examples ( alone or in combination with the plurality 
of examples and / or the corresponding assigned weights ) to 
generate an inference model . The generated inference model 
may be utilized , for example using Step 930 , using Step 
1050 , and so forth . 
[ 0131 ] In some embodiments , obtaining update informa 
tion associated with the external devices ( Step 740 ) may 



US 2018 / 0365556 A1 Dec . 20 , 2018 
16 

comprise obtaining an update to the information associated 
with external devices obtained by Step 710 . For example , 
Step 740 may use Step 710 to obtain updated information 
associated with the external devices . In another example , 
modified parts of the information associated with the exter 
nal devices may be obtained . For example , at least part of the 
modified parts may be read from memory ( such as memory 
units 210 , shared memory modules 410 , and so forth ) . In 
another example , at least part of the modified parts may be 
received from the external devices , for example using com 
munication devices ( such as communication modules 230 , 
internal communication modules 440 , external communica 
tion modules 450 , and so forth ) . In yet another example , at 
least part of the modified parts may be generated , for 
example by using a computer network monitoring device 
and / or a computer network monitoring software program 
( for example , that monitor network 130 for additions of 
available devices and / or removal of devices ) . 
[ 0132 ] In some embodiments , updating the assignment of 
weights using the update information ( Step 750 ) may com 
prise updating the assignment of weights to examples of 
Step 720 according to the update information obtained by 
Step 740 . For example , Step 720 may be used with the 
updated information associated with the external devices 
obtained by Step 740 to generate an updated assignment of 
weights . In some examples , Step 750 may compare the 
updated information associated with the external devices 
obtained by Step 740 with the original information associ 
ated with the external devices obtained by Step 710 to 
determine if the magnitude of the update is above a selected 
threshold . Further , in response to a magnitude of update that 
is above the selected threshold , Step 750 may update the 
assignment of weights to examples , and in response to a 
magnitude of update that is below the selected threshold , 
Step 750 may forgo updating the assignment of weights to 
examples ( and in some cases , process 700 may forgo Step 
760 , may return to Step 740 , may stop , and so forth ) . 
[ 0133 ] In some embodiments , generating updated infer 
ence models using the updated assignment of weights ( Step 
760 ) may comprise generating an updated inference model 
based on the plurality of examples and the updated assign 
ment of weights to examples obtained by Step 750 . For 
example , the plurality of examples and the updated assign 
ment of weights to examples may be applied to a machine 
learning algorithm to obtain an updated inference model . 
For example , Step 730 may be used with the updated 
assignment of weights to examples to obtain the updated 
inference model . In some examples , Step 760 may compare 
the updated assignment of weights to examples obtained by 
Step 750 with the original assignment of weights to 
examples obtained by Step 720 to determine if the magni 
tude of the update is above a selected threshold . Further , in 
response to a magnitude of update that is above the selected 
threshold , Step 760 may generate the updated inference 
models , and in response to a magnitude of update that is 
below the selected threshold , Step 760 may forgo generating 
the updated inference models . In some examples , the infer 
ence model generated by Step 760 may be utilized , for 
example using Step 930 , using Step 1050 , and so forth . In 
another example , the inference model generated by Step 730 
and the updated inference model generated by Step 760 may 
be compared , for example using Process 1000 , and in some 

cases the updated inference model may be utilized according 
to the result of the comparison , for example using Step 1050 
and / or Step 1060 . 
[ 0134 ] FIG . 8 illustrates an example of a process 800 for 
causing actions in a dataset management system . In this 
example , process 800 may comprise : detecting a change to 
data maintained by a dataset management system ( Step 
810 ) ; obtaining a rule associated with the data and with an 
action ( Step 820 ) ; and determining if the change is a trigger 
according to the rule ( Step 830 ) . Optionally , based on the 
determination , process 800 may continue . In some 
examples , when the change is a trigger according to the rule , 
process 800 may perform the action ( Step 840 ) . In some 
examples , when the change is not a trigger according to the 
rule , process 800 may forgo performing the action ( Step 
850 ) . In some implementations , process 800 may comprise 
one or more additional steps , while some of the steps listed 
above may be modified or excluded . In some implementa 
tions , one or more steps illustrated in FIG . 8 may be 
executed in a different order and / or one or more groups of 
steps may be executed simultaneously and vice versa . 
[ 0135 ] In some embodiments , detecting a change to data 
maintained by a dataset management system ( Step 810 ) may 
comprise obtaining an indication of a change to data main 
tained by a dataset management system , such as datasets 
610 , annotations 620 , views 630 , and so forth . For example , 
the change may comprise an addition and / or a removal 
and / or a modification of a dataset , of an annotation , of a 
view , and so forth . In another example , the change may 
comprise an addition and / or a removal and / or a modification 
of elements of a dataset , elements of an annotation , elements 
of a view , and so forth . In some examples , Step 810 may 
monitor logs 660 ( for example , in a poll scheme , in a push 
scheme , etc . ) , and analyze new log entries to detect changes 
to data maintained by a dataset management system . In some 
examples , Step 810 may monitor datasets 610 and / or anno 
tations 620 and / or views 630 ( for example , in a poll scheme , 
in a push scheme , etc . ) to detect changes to data maintained 
by a dataset management system . In some examples , Step 
810 may be repeated to detect a plurality of changes . 
[ 0136 ] In some embodiments , obtaining a rule associated 
with the data and with an action ( Step 820 ) may comprise 
accessing rules associated with the data changed ( for 
example , as detected by Step 810 ) and / or with the change 
detected by Step 810 and / or with one or more actions . In 
some examples , the rule may be configured to classify a 
change to the data ( for example , the change detected by Step 
810 ) as a change that is a trigger according to the rule or a 
change that is not a trigger according to the rule . In some 
examples , at least part of the rule may be read from memory 
( such as memory units 210 , shared memory modules 410 , 
and so forth ) . In another example , at least part of the rule 
may be received from external devices ( for example , from 
the devices associated with the data and / or with the actions ) , 
for example using communication devices ( such as commu 
nication modules 230 , internal communication modules 440 , 
external communication modules 450 , and so forth ) . In yet 
another example , the rule may be selected of a plurality of 
alternative rules , for example based on the data changed 
and / or the change detected by Step 810 and / or the entities 
that caused the detected change . In some examples , at least 
part of the rule may be preprogrammed manually . In another 
example , at least part of the rule may be the result of training 
a machine learning algorithm and / or a deep learning algo 



US 2018 / 0365556 A1 Dec . 20 , 2018 

rithm using training examples . The training examples may 
include examples of changes together with a corresponding 
desired classification as a trigger or not as a trigger . In yet 
another example , the rule may be based on , at least in part , 
on the output of one or more artificial neural networks . In 
some examples , Step 820 may be repeated to obtain a 
plurality of rules . 
[ 0137 ] In some embodiments , determining if the change is 
a trigger according to the rule ( Step 830 ) may comprise 
determining if the change detected by Step 810 is a trigger 
according to the rule obtained by Step 820 . For example , the 
rule may be configured to classify a change as a change that 
is a trigger according to the rule or a change that is not a 
trigger according to the rule , and the determination may be 
based on the classification of the change by the rule . In some 
examples , Step 830 may be repeated for a one or more 
changes and / or one or more rules . For example , Step 830 
may determine if a first change detected by Step 810 is a 
trigger according to a first rule obtained by Step 820 , 
determine if the first change detected by Step 810 is a trigger 
according to a second rule obtained by Step 820 , determine 
if the first change detected by Step 810 is a trigger according 
to a third rule obtained by Step 820 , determine if a second 
change detected by Step 810 is a trigger according to the first 
rule obtained by Step 820 , determine if a third change 
detected by Step 810 is a trigger according to the first rule 
obtained by Step 820 , and so forth . 
[ 0138 ] In some examples , properties of the detected 
change may comprise a number of data - points added to 
selected datasets ( denoted dl ) , and / or number of data - points 
removed from selected datasets ( denoted d2 ) , and / or number 
of data - points modified in selected datasets ( denoted d3 ) , 
and / or number of elements ( such as labels , tags , desired 
outputs , etc . ) added to selected annotations ( denoted d4 ) , 
and / or number of elements ( such as labels , tags , desired 
outputs , etc . ) removed from selected annotations ( denoted 
d5 ) , and / or number of elements ( such as labels , tags , desired 
outputs , etc . ) modified in selected annotations ( denoted d6 ) , 
and so forth . Further , the rule may classify the change 
according to a value of a function f ( ) of d1 and / or d2 and / or 
d3 and / or d4 and / or d5 and / or do and / or other inputs . For 
example , the output of the function f ( ) for the change 
detected by Step 810 may be compared with a selected 
threshold , and the detected change may be classified as a 
change that is a trigger or not a trigger according to the 
comparison result . Some examples for such function f ( ) 
may include , f ( = d1 , f ( = d2 , f ( = d3 , f ( di , d2 , d3 , d4 , d5 , 
d6 ) = d4 , f ( ) = d5 , f ( ) = d6 , f ( ) = max ( di , d2 , d3 ) , f ( = max ( di , 
d2 ) , f ( ) = max ( di , d2 ) + d3 , f ( = max ( d4 , d5 , d6 ) , f ( = max ( d4 , 
d5 ) , f ( = max ( d4 , d5 ) + d6 , f ( = max ( di , d2 , d3 , d4 , d5 , d6 ) , 
f ( = max ( d1 , d2 , d4 , d5 ) , any combination of the above ( for 
example , a linear combination of the above , a non - linear 
combination of the above , a maximum value of at least some 
of the above , etc . ) , and so forth . For example , for the 
function f ( ) = d1 the selected threshold may comprise a 
minimal number of data - points added to the selected data 
sets , for the function f ( = d2 the selected threshold may 
comprise a minimal number of data - points removed from 
the selected datasets , for the function f ( = d3 the selected 
threshold may comprise a minimal number of data - points 
modified in the selected datasets , for the function f ( = d4 the 
selected threshold may comprise a minimal number of 
elements ( such as labels , tags , desired outputs , etc . ) added to 
the selected annotations , for the function f ( = d5 the selected 

threshold may comprise a minimal number of elements 
( such as labels , tags , desired outputs , etc . ) removed from the 
selected annotations , for the function f ( = d6 the selected 
threshold may comprise a minimal number of elements 
( such as labels , tags , desired outputs , etc . ) modified in the 
selected annotations , and so forth . In some examples , the 
data changed after the change and / or the change detected 
may be associated with a plurality of annotations , and the 
rule may specifies a family of distributions of annotations 
for which the change is classified as a trigger . For example , 
the changed data may be associated with a plurality of 
annotations included in the data , the detected change may be 
associated with annotations added and / or deleted and / or 
modified by the change , and so forth . In some examples , a 
measure of the distribution may be calculated and compared 
with a threshold to determine the classification of the 
distribution . Some examples of such measure may include 
entropy , Tsallis entropy , dispersion , statistical distance ( such 
as f - divergence , Kullback - Leibler divergence , Hellinger dis 
tance , Total variation distance , Renyi ’ s divergence , Jensen 
Shannon divergence , Lévy - Prokhorov metric , Bhattacha 
ryya distance , Kantorovich metric , Tsallis divergence , etc . ) 
to a selected distribution , and so forth . 
( 01391 . In some examples , when the change detected by 
Step 810 is determined by Step 830 to be a trigger according 
to the rule , the flow of process 800 may continue to perform 
the action ( Step 840 ) . In some examples , when the change 
detected by Step 810 is determined by Step 830 not to be a 
trigger according to the rule , the flow of process 800 may 
continue to forgo performing the action ( Step 850 ) . For 
example , Step 830 may determine that a first change 
detected by Step 810 is a trigger according to a first rule 
obtained by Step 820 , a second change detected by Step 810 
is not a trigger according to the first rule , the first and second 
changes are triggers according to a second rule obtained by 
Step 820 , the first and second changes are not triggers 
according to a third rule obtained by Step 820 , and so forth . 
As a result , process 800 may perform a first action associ 
ated with the first rule with data associated with the first 
change ( using Step 840 ) , may forgo performing the first 
action with data associated with the second change ( using 
Step 850 ) , may perform a second action associated with the 
second rule with data associated with the first change and 
with data associated with the second change ( using Step 
840 ) , may forgo performing a third action associated with 
the third rule with data associated with the first change and 
with data associated with the second change ( using Step 
850 ) , and so forth . In some examples , process 800 may 
determine that the time elapsed since a previous perfor 
mance of an action ( for example , an action associated with 
a rule ) is below a selected threshold , and withhold and / or 
forgo performing the action ( for example , even when the 
change detected by Step 810 is determined by Step 830 to be 
a trigger according to the rule ) , for example using Step 850 . 
[ 0140 ] In some embodiments , performing the action ( Step 
840 ) may comprise performing the action associated with 
the rule obtained by Step 820 , for example using data 
associated with the change detected by Step 810 . In some 
examples , the action may comprise providing a notification , 
for example to a user , to a system manager , to another 
process , to an external device , to an entity associated with 
the data changed ( for example , owner of the data , creator of 
the data , contributor to the data , user of the data , etc . ) , and 
so forth . For example , the notification may be provided 
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visually ( for example , using a graphical user interface , using 
a web site , using a display system , using an augmented 
reality system , using a virtual reality system , in a printed 
form , etc . ) , audibly ( for example , using audio speakers , 
using headset , etc . ) , and so forth . In another example , the 
notification may be transmitted to an external device ( for 
example , using communication devices , over network 130 , 
etc . ) , provided to another process ( for example , through a 
memory module ) , and so forth . In some examples , the 
notification may comprise information related to the 
changed data , such as description of the changed data , 
description of the change to the data , an amount associated 
with the change ( for example , number of elements modified 
and / or created and / or deleted ) , a time associated with the 
change ( for example , time of the change , time elapsed since 
last change , etc . ) , and so forth . In some examples , the 
notification may comprise a suggestion to train a machine 
learning algorithm , for example with data associated with 
the change ( such as datasets and / or annotations added and / or 
modified ) . In some examples , the notification may comprise 
a suggestion to merge two or more annotations . For 
example , annotations that were added and / or modified may 
be compared with previous annotations ( for example , pre 
vious annotations associated with the same dataset as the 
added and / or modified annotations ) , and a suggestion to 
merge the added and / or modified annotations with the pre 
vious annotations may be provided when the comparison 
result indicates that the change is above a selected threshold , 
is below a selected threshold , and so forth . In some 
examples , annotations that were added and / or modified may 
be compared with previous annotations ( for example , pre 
vious annotations associated with the same dataset as the 
added and / or modified annotations ) , and the added and / or 
modified annotations may be merged with the previous 
annotations when the comparison result indicates that the 
change is above a selected threshold , is below a selected 
threshold , and so forth . 
[ 0141 ] In some examples , the action may comprise 
executing selected automated processes , such as one or more 
of processes 700 , 900 , 1000 , 1100 , 1200 , 1300 , 1400 , 1500 , 
1600 , 1700 and 1800 . For example , the detected change may 
comprise a change to an inference model in algorithms 640 
and / or an addition of a new inference model to algorithms 
640 , and process 1000 may be used to compare the changed 
inference model and / or the new inference model with pre 
vious ones . For example , the detected change may comprise 
a change to an artificial neural network in algorithms 640 
and / or an addition of a new artificial neural network to 
algorithms 640 , and process 1100 may be used to compare 
the changed and / or new artificial neural network with pre 
vious ones . For example , the detected change may comprise 
an assignment of new annotations to data - points , and pro 
cess 1400 may be executed to assign annotations to other 
data - points using the new annotations . In another example , 
the detected change may comprise a creation of new anno 
tations to a dataset , and process 1500 may be executed to 
merge the new annotations with previous ones . In yet 
another example , process 1800 may be executed and a 
progress update detailing the change may be provided to 
Step 1810 , for example to update a project schedule record . 
[ 0142 ] In some examples , the action may comprise creat 
ing an inference model and / or updating an inference model 
by applying at least part of the changed data to a machine 
learning algorithm , for example using process 1200 , using 

Step 1330 with the changed data as the additional training 
examples , and so forth . In some examples , the action may 
comprise updating datasets 610 and / or annotations 620 
and / or views 630 , for example using the Synthetic Minority 
Over - sampling Technique ( SMOTE ) to create new data 
points in a dataset , using process 1400 to create new 
additional labels in an annotation , and so forth . In some 
examples , the action may comprise updating a quota record . 
For example , the remaining quota and / or the remaining 
budget of the quota record may be updated according to a 
quota requirement and / or a price associated with the change . 
For example , the change may be associated with an entity , 
a quota record associated with the entity may be selected ( for 
example using Step 1720 ) , and the selected quota record 
may be updated . In some examples , the action may comprise 
updating logs 660 with information related to the detected 
change . 
[ 0143 ] In some embodiments , forgoing performing the 
action ( Step 850 ) may comprise forgoing and / or withholding 
performing the action associated with the rule obtained by 
Step 820 , forgoing and / or withholding performing the action 
associated with the rule obtained by Step 820 with data 
associated with the change detected by Step 810 , and so 
forth . 
[ 0144 ] FIG . 9 illustrates an example of a process 900 for 
employing inference models based on available processing 
resources . In this example , process 900 may comprise : 
obtaining available processing resources information ( Step 
910 ) ; selecting inference model ( Step 920 ) ; utilizing the 
selected inference model ( Step 930 ) ; obtaining an update to 
the available processing resources information ( Step 940 ) ; 
updating the selected inference model ( Step 950 ) ; and 
utilizing the updated inference model ( Step 960 ) . In some 
implementations , process 900 may comprise one or more 
additional steps , while some of the steps listed above may be 
modified or excluded . For example , in some cases Step 910 
and / or Step 940 and / or Step 950 and / or Step 960 may be 
excluded from process 900 . In some implementations , one 
or more steps illustrated in FIG . 9 may be executed in a 
different order and / or one or more groups of steps may be 
executed simultaneously and vice versa . 
[ 0145 ] In some embodiments , obtaining available process 
ing resources information ( Step 910 ) may comprise obtain 
ing information related to available processing resources 
associated with at least one device configured to utilize 
inference models . For example , at least part of the available 
processing resources information may be read from memory 
( such as memory units 210 , shared memory modules 410 , 
and so forth ) . In another example , at least part of the 
available processing resources information may be received 
from external devices ( for example , from the devices con 
figured to utilize inference models ) , for example using 
communication devices ( such as communication modules 
230 , internal communication modules 440 , external com 
munication modules 450 , and so forth ) . In yet another 
example , at least part of the available processing resources 
information may be generated , for example by using a 
processing resources measuring software program . 
[ 0146 ] In some examples , the available processing 
resources information may comprise information related to 
available memory . For example , the information may com 
prise the size of available physical memory , the size of 
available physical memory of selected memory types ( such 
as volatile memory , non - volatile Memory , Random - Access 
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Memory , Dynamic Random - Access Memory , Static Ran 
dom - Access Memory , flash memory , Solid - State Drives , 
magnetic storage memory , Hard Disk Drives , main memory , 
cache memory , external memory , etc . ) , the speed and / or 
latency of the available memory , the type of the available 
memory , the size and / or type and / or properties of memory 
that the operating system of the device and / or other resource 
management component of the device is willing to commit 
and / or allocate for the utilization of the inference models , 
and so forth . For example , memory size may be measured in 
bits , bytes , kilo - bytes , mega - bytes , giga - bytes , tera - bytes , 
and so forth . For example , memory speed may be measured 
as the amount of time it takes a memory module to deliver 
and / or store requested data ( for example , in microseconds , 
nanoseconds , etc . ) , as memory bus speed ( for example , in 
mega - hertz , giga - hertz , etc . ) and memory bus width ( for 
example , in bits , bytes , etc . ) , as memory bandwidth ( for 
example , in mega - bytes per second , giga - bytes per second , 
tera - bytes per second , etc . ) , and so forth . For example , 
memory latency may be measured in bus clock cycles , 
microseconds , nanoseconds , and so forth . In some examples , 
the available processing resources information may com 
prise multiple records associated with multiple memory 
units . 
[ 01471 In some examples , the available processing 
resources information may comprise information related to 
available processing units . For example , the information 
may comprise the types of available processing units , such 
as processor category ( for example , processor core , Central 
Processing Unit , Graphics Processing Unit , virtual process 
ing unit , etc . ) , processor manufacture , processor brand , 
processor type , and so forth . In another example , the infor 
mation may comprise the clock speed of available process 
ing units ( for example , measured in mega - hertz , giga - hertz , 
tera - hertz , and so forth ) . In yet another example , the infor 
mation may comprise the number of instructions per a time 
unit ( for example instruction per second , millions of instruc 
tions per second , etc . ) that the available processing units 
may perform according to some benchmarks . In some cases , 
the measurement of the number of instructions per a time 
unit may be repeated , and information related to the distri 
bution of the repeated measurements of may be included in 
the available processing resources information . In another 
example , the information may comprise the number of 
artificial neurons evaluations ( for example , of a selected type 
of artificial neurons , of a selected mix of types of artificial 
neurons , and so forth ) the available processing devices may 
perform in a time unit ( such as a millisecond , a second , and 
so forth ) . For example , the number may be measured by 
evaluating selected artificial neurons with selected inputs 
using the available processing devices , and measuring the 
elapsed time . In some cases , the measurement may be 
repeated ( with the same selection of artificial neurons and 
inputs , or with a different selection ) , and information related 
to the distribution of the repeated measurements of the 
number of evaluated artificial neurons in a time unit may be 
included in the available processing resources information . 
In yet another example , the information may comprise 
properties of the available processing units , such as the 
number of stages in the processor pipeline , number of cores , 
size of cache memory , bus speed ( for example , in mega 
hertz , giga - hertz , etc . ) , bus width ( for example , in bits , bytes , 
etc . ) , dedicated hardware cores , and so forth . In some 

examples , the available processing resources information 
may comprise multiple records associated with multiple 
processing units . 
[ 0148 ] In some examples , the available processing 
resources information may comprise information related to 
available computer network resources and / or available com 
munication devices . For example , the information may 
comprise the types of the available computer networks 
and / or available communication devices ( such as point - to 
point , broadcast , non - broadcast , Non - Broadcast Multi - Ac 
cess , point to multipoint , Local Area Network , Wide Area 
Network , Wireless Local Area Network , personal network , 
private network , public network , Internet , phone network , 
cellular network , satellite communication network , Virtual 
Private Network , and so forth ) . In another example , the 
information may comprise the latency of the available 
computer networks ( such as the latency between two devices 
connected to the network , one way latency , round trip 
latency , and so forth ) . The latency of the network may be 
measured in clock cycles , microseconds , nanoseconds , and 
so forth . In yet another example , the information may 
comprise the throughput of the available computer networks 
and / or available communication devices ( such as the upload 
throughput , download throughput , and so forth ) . The 
throughput may be measured as amount of data ( for example 
in number of packets , bits , kilo - bits , mega - bits , giga - bits , 
tera - bits , bytes , kilo - bytes , mega - bytes , giga - bytes , tera 
bytes , and so forth ) per time unit ( for example second , 
millisecond , and so forth ) , in units such as bits per second , 
kilo - bits per second , mega - bits per second , giga - bits per 
second , tera - bits per second , bytes per second , kilo - bytes per 
second , mega - bytes per second , giga - bytes per second , tera 
bytes per second , and so forth . In another example , the 
information may comprise information about the reliability 
of the available computer networks , for example as a mea 
surement of average error rate , mean time between errors , 
packet loss rate , and so forth . In another example , the 
information may comprise information about communica 
tion protocols supported by the available computer net 
works , such as IP , IPv4 , IPv6 , User Datagram Protocol , 
Transmission Control Protocol , and so forth . In some 
examples , the available processing resources information 
may comprise multiple records associated with multiple 
computer networks and / or multiple communication devices . 
In some embodiments , the available processing resources 
information may comprise a list of available devices . In 
some cases , the available processing resources information 
may further comprise records of the available processing 
resources of at least some of the devices in the list of 
available devices ( for example , as described above ) . 
[ 0149 ] In some embodiments , selecting inference model 
( Step 920 ) may comprise selecting inference models based 
on the information related to the available processing 
resources obtained by Step 910 . Some examples of such 
inference models may include predictive models , classifiers , 
regression models , artificial neural networks , segmentation 
models , and so forth . In some examples , an inference model 
may be selected out of a plurality of alternative inference 
models based on the available processing resources , for 
example using a lookup - table , using a selection rule , and so 
forth . For example , minimal processing resources require 
ments may be specified for different inference models , and 
inference models with minimal processing resources 
requirements that exceed the available processing resources 



US 2018 / 0365556 A1 Dec . 20 , 2018 

may be rejected . In another example , process 900 may not 
have permission to use some inference models ( for example , 
as determined using process 1600 ) , and these inference 
models may be rejected . In yet another example , process 900 
may not have sufficient quota to use some inference models 
( for example , as determined using process 1700 ) , and these 
inference models may be rejected . Further , out of the infer 
ence models that are not rejected , the inference model with 
the most desired characteristics may be selected ( for 
example , the inference model with best performances , the 
inference model that can handle the largest number of 
classes , the inference model with the highest score , and so 
forth ) . 
[ 0150 ] In some examples , the performances of inference 
models when utilized using the available processing 
resources may be estimated , and the inference model with 
the best estimated performances may be selected according 
to some rules . For example , the estimated performances may 
include estimated running time for a selected input 
examples , inference models with estimated running time 
that exceeds some selected threshold may be rejected from 
the selection of the inference model , and an inference model 
with the best estimated performances according to some 
criteria may be selected out of the non - rejected inference 
models . In another example , the estimated performances 
may include estimated memory usage for selected input 
examples , inference models with estimated memory usage 
that exceeds some selected threshold may be rejected from 
the selection of the inference model , and an inference model 
with the best estimated performances according to some 
criteria may be selected out of the non - rejected inference 
models . Some examples of rules for the selection of the 
inference model with the best estimated performances may 
include the selection of the inference model with the best 
estimated precision , with the best estimated recall , with the 
best estimated accuracy , with the largest number of sup 
ported classes , with the highest score , and so forth . 
[ 0151 ] In some examples , the performances of an infer 
ence model when utilized using the available processing 
resources may be estimated by using a function that returns 
estimated performances for different processing resources 
and the inference model ( for example , based on properties of 
the inference model ) , by retrieving past performance records 
of the inference model with different processing resources 
( for example from a database ) , by interpolating and / or 
extrapolating the performances of the inference model when 
utilized with other available processing resources from past 
records of the performances of the inference model when 
utilized using other processing resources , by using a 
machine learning model trained using training examples to 
estimate the performances of the inference model when 
utilized using different processing resources ( for example , 
based on properties of the inference model ) , by using 
process 1200 , and so forth . 
[ 0152 ] In some embodiments , selecting inference model 
( Step 920 ) may comprise generating inference models based 
on the information related to the available processing 
resources obtained by Step 910 . In some examples , at least 
one rule may be used to generate a new inference model 
and / or to modify at least one aspect of an existing inference 
model according to the available processing resources infor 
mation . For example , the inference model may comprise an 
ensemble model ( where a plurality of internal inference 
models are used , and the final result produced by the 

inference model is based on a function of the plurality of 
results obtained from the internal inference models ) , and the 
at least one rule may select the number of inference models 
in the ensemble and / or the types of the internal inference 
models according to the available processing resources 
information . In some examples , the inference model may be 
generated by training a machine learning algorithm using a 
plurality of training examples ( for example , by using train 
ing data from datasets 610 and / or annotations 620 and / or 
views 630 ) , and the plurality of training examples may be 
selected based on the available processing resources infor 
mation ( for example , by algorithms 640 ) . For example , a set 
of training examples to be used by a k - nearest - neighbors 
algorithm may be sampled out of a group of alternative 
learning examples , and the number of samples in the set may 
be selected according to the available memory size . In some 
examples , training examples may be sampled ( for example , 
according to the available processing resources information , 
to available memory size , etc . ) , weights may be assigned to 
the sampled training examples according to properties of 
devices associated with the available processing resources 
information , for example using process 700 , which may 
further use the weights together with the training examples 
to generate the inference model . In some examples , the 
inference model may be generated by training a machine 
learning algorithm using a plurality of training examples ( for 
example by using training data from datasets 610 and / or 
annotations 620 and / or views 630 ) , and hyper - parameters of 
the machine learning algorithm may be selected based on the 
available processing resources information . For example , 
the number of artificial neurons in an artificial neural net 
work may be selected according to the available memory 
size , according to the number of available processing cores , 
according to the number of instructions per a time unit the 
available processing units may perform , according to the 
available bus speed , and so forth . In another example , a 
batch size may be selected based on the cache memory size . 
In some examples , the available processing resources infor 
mation may comprise a distribution of measurements of the 
number of instructions per a time unit , and an inference 
model that can be evaluated within selected time duration in 
a selected portion of the cases according to the distribution 
may be selected . 
[ 0153 ] In some embodiments , the available processing 
resources information may comprise a number of artificial 
neurons evaluations in a time unit , and an inference model 
that comprises an artificial neural network that can be 
evaluated in selected time duration may be selected . For 
example , if the available processing resources information 
indicates that the processing devices can evaluate ml arti 
ficial neurons per second , ant the selected time duration is t1 
seconds , an artificial neural network that comprises m1 * t1 - c 
artificial neurons or less for a selected non - negative constant 
c may be selected . For example , ml may be ten million , t1 
may be ten milliseconds , c may be zero , and an artificial 
neural network that comprises one hundred thousand artifi 
cial neurons may be selected . In some examples , the avail 
able processing resources information may comprise a dis 
tribution of number of artificial neurons evaluations in a 
time unit ( for example , a distribution of measured number of 
artificial neurons evaluations in a time unit ) , and an artificial 
neural network that can be evaluated within selected time 
duration in a selected portion of the cases according to the 
distribution may be selected . 
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[ 0154 ] In some embodiments , utilizing the selected infer - 
ence model ( Step 930 ) may comprise causing at least one 
device ( such as the device associated with the available 
processing resources information obtained by Step 910 ) to 
utilize at least one inference model ( such as the inference 
models selected by Step 920 , the updated inference models 
of Step 950 , and so forth ) . In some examples , a message may 
be transmitted to external devices , for example using com 
munication devices ( such as communication modules 230 , 
internal communication modules 440 , external communica 
tion modules 450 , etc . ) , and the message may be configured 
to cause the external devices to utilize the inference models . 
For example , the message may comprise at least part of the 
inference models . In another example , the message may 
comprise an indication of the inference models to be uti 
lized . In some examples , a similar message may be provided 
to another process ( for example through a memory module , 
such as memory units 210 , shared memory modules 410 , 
etc . ) , and the message may be configured to cause the other 
process to utilize the inference models as described above . 
In some examples , utilizing the selected inference model 
may comprise updating a project schedule record , for 
example by adding a task to utilize the selected inference 
model . 
[ 0155 ] In some examples , utilizing the at least one infer 
ence model may comprise applying input data to the at least 
one inference model to obtain at least one inferred value . For 
example , the input data may comprise information captured 
using at least one sensor , such as audio captured using audio 
sensors 250 , images captured using image sensors 260 , 
motion information captured using motion sensors 270 , 
positioning information captured using positioning sensors 
275 , atmospheric pressure information captured using 
barometers , pressure information captured using pressure 
sensors , proximity information captured using proximity 
sensors , electrical impedance information captured using 
electrical impedance sensors , electrical voltage information 
captured using electrical voltage sensors , electrical current 
information captured using electrical current sensors , user 
input obtained using user input devices , and so forth . 
[ 0156 ] In some examples , utilizing the at least one infer 
ence model may comprise generating the selected at least 
one inference model . For example , information specifying 
parts of a desired inference model may be received by the 
external devices ( for example , information specifying parts 
selected by Step 920 may be provided and / or transmitted by 
Step 930 ) , and the desired inference model may be 
assembled from the specified parts ( for example , where the 
parts are obtained from algorithms 640 ) . 
[ 0157 ] In some examples , generating the selected at least 
one inference model may comprise training a machine 
learning algorithm using training examples to obtain at least 
part of the selected at least one inference model . For 
example , a machine learning algorithm may be trained ( for 
example by algorithms 640 ) using training examples ( for 
example by using training data from datasets 610 and / or 
annotations 620 and / or views 630 ) , for example using train 
ing examples selected by Step 930 according to selection of 
Step 920 . In some examples , the training examples may be 
selected from a plurality of alternative training examples 
( for example from datasets 610 and / or annotations 620 
and / or views 630 ) according to selections of Step 920 . For 
example , the training examples may be selected according to 
their size and according to rules chosen by Step 920 in 

response to the available processing resources information 
obtained by Step 910 . Some examples of such rules may 
include the selection of training examples with size that is 
below a selected threshold , above a selected threshold , and 
so forth . 
[ 0158 ] . In some embodiments , obtaining an update to the 
available processing resources information ( Step 940 ) may 
comprise obtaining an update to the information received by 
Step 910 . For example , Step 940 may use Step 910 to obtain 
new available processing resources information which may 
be an update of the available processing resources informa 
tion of Step 910 . In another example , modified parts of the 
available processing resources information may be obtained . 
For example , at least part of the modified parts may be read 
from memory ( such as memory units 210 , shared memory 
modules 410 , and so forth ) . In another example , at least part 
of the modified parts may be received from external devices 
( for example , from the device configured to utilize inference 
models ) , for example using communication devices ( such as 
communication modules 230 , internal communication mod 
ules 440 , external communication modules 450 , and so 
forth ) . In some examples , at least part of the modified parts 
may be generated , for example by using a processing 
resources measuring software program . For example , the 
processing resources measuring software program may 
monitor a device and report to Step 940 when the available 
processing resources changes and / or when the change to the 
available processing resources is greater than a selected 
threshold . In another example , the update to the available 
processing resources information may comprise an update to 
a list of available devices ( such as addition of devices , 
removal of devices , and so forth ) . In yet another example , 
the number of artificial neurons evaluations in a time unit 
and / or the distribution of the number of artificial neurons 
evaluations in a time unit may be updated , for example 
based on actual usage data of the inference model selected 
by Step 920 . 
[ 0159 ] In some examples , Step 940 may analyze the 
update to the available processing resources information ( for 
example , by analyzing the obtained update , by comparing 
the available processing resources information of Step 910 
to the updated available processing resources information , 
etc . ) to determine if the update to the information related to 
available processing resources is below a selected threshold . 
For example , the available processing resources may com 
prise a numerical value and / or an amount ( such as available 
memory size , speed , bandwidth , latency , throughput , pro 
cessor clock speed , number of available processing cores , 
number of instructions per second , number of artificial 
neurons evaluations per second , etc . ) , and Step 940 may 
determine if the change to the numerical value and / or the 
amount is below a selected threshold . In some examples , 
when Step 940 determines that the update is below the 
selected threshold , process 900 may withhold and / or forgo 
Step 950 and / or Step 960 . 
[ 0160 ] In some embodiments , updating the selected infer 
ence model ( Step 950 ) may comprise updating at least one 
selection of inference models ( such as the selection of 
inference model of Step 920 ) based on the update to the 
information related to available processing resources ( for 
example as received by Step 940 ) to obtain at least one 
updated selection of inference model . In some examples , 
Step 950 may use Step 920 with the updated information 
related to available processing resources to select and / or 
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generate new inference models which are updates to the 
original selection of inference models of Step 920 . In some 
examples , an update to at least part of the inference model 
may be selected of a plurality of alternative updates based on 
the update to the information related to available processing 
resources ( for example , in a similar fashion to Step 920 ) . In 
some examples , an update to at least part of the inference 
model may be generated ( for example , using rules and / or 
training examples in a similar fashion to Step 920 ) . For 
example , the inference model selected by Step 920 may 
comprise a result of training a machine learning algorithm 
on a plurality of selected training examples , and Step 940 
may update the selected plurality according to the update to 
the information related to available processing resources ( for 
example , the amount of training examples may be increased 
and / or decreased in response to an update to the available 
memory size ) . Further , the training of the machine learning 
algorithm may be updated according to the updated plurality 
of selected training examples . In another example , at least 
one hyper - parameter of the machine learning algorithm used 
to generate the inference model may be updated ( for 
example , a batch size may be updated in response to an 
update of available cache memory size , a sampling rate may 
be changed in response to change of available memory size , 
and so forth ) . In some examples , Step 950 may compare the 
updated inference model with the inference model of Step 
920 to determine if the update to the inference model is 
below a selected threshold ( for example , using process 1000 , 
using process 1100 , etc . ) . In some examples , when Step 950 
determines that the update is below the selected threshold , 
process 900 may withhold and / or forgo Step 960 . 

[ 0161 ] In some embodiments , utilizing the updated infer 
ence model ( Step 960 ) may comprise causing the at least one 
device ( such as the devices associated with the available 
processing resources information received by Step 910 
and / or the devices associated with the update obtained by 
Step 940 ) to utilize at least one updated inference model 
( such as the updated inference of Step 950 ) . For example , 
Step 960 may use Step 930 to cause the devices to utilize the 
at least one updated inference model . 
[ 0162 ] In some embodiments , information related to avail 
able processing resources associated with at least one device 
may be generated , for example by the at least one device , for 
example by using a processing resources measuring soft 
ware program . The generated information may be provided 
to process 900 , for example by transmitting the generated 
information to an external device that performs process 900 , 
for example using communication devices ( such as commu 
nication modules 230 , internal communication modules 440 , 
external communication modules 450 , etc . ) , by writing the 
generated information to memory ( such as memory units 
210 , shared memory modules 410 , etc . ) , and so forth . In 
response , the at least one device may receive from process 
900 an indication of an inference model ( as described 
above ) , for example an indication of an inference model 
selected based on the generated information by Step 920 as 
described above . For example , the indication may be 
received as a message ( for example using communication 
devices , such as communication modules 230 , internal com - 
munication modules 440 , external communication modules 
450 , etc . ) , by reading the indication of the inference model 
from memory ( such as memory units 210 , shared memory 

modules 410 , etc . ) , and so forth . Further , the at least one 
device may utilize the indicated inference model , as 
described above . 
[ 0163 ] FIG . 10 illustrates an example of a process 1000 for 
personalizing quality assurance of inference models . In this 
example , process 1000 may comprise : obtaining data items 
( Step 1010 ) ; obtaining results of applying the data items to 
inference models ( Step 1020 ) ; comparing the results of 
applying the data items to a first inference model with the 
results of applying the data items to a second inference 
model ( Step 1030 ) ; and assessing the compatibility of the 
second inference model ( Step 1040 ) . Optionally , based on 
the assessment result , process 1000 may continue . In some 
examples , when the second inference model is found com 
patible , process 1000 may utilize the second inference 
model ( Step 1050 ) . In some examples , when the second 
inference model is found incompatible , process 1000 may 
forgo the usage of the second inference model ( Step 1060 ) . 
In some implementations , process 1000 may comprise one 
or more additional steps , while some of the steps listed 
above may be modified or excluded . For example , in some 
cases Step 1050 and / or Step 1060 may be excluded from 
process 1000 . In some implementations , one or more steps 
illustrated in FIG . 10 may be executed in a different order 
and / or one or more groups of steps may be executed 
simultaneously and vice versa . 
101641 In some embodiments , obtaining data items ( Step 
1010 ) may comprise obtaining a plurality of data items 
associated with a group of one or more devices . In some 
examples , Step 1010 may be repeated for different groups of 
devices . For example , Step 1010 may obtain a first plurality 
of data items associated with a first group of devices , a 
second plurality of data items associated with a second 
group of devices , a third plurality of data items associated 
with a third group of devices , and so forth . In some 
examples , at least part of the obtained data items associated 
with the group of devices may be read from memory ( such 
as memory units 210 , shared memory modules 410 , and so 
forth ) . In another example , at least part of the obtained data 
items associated with the group of devices may be obtained 
from datasets 610 and / or annotations 620 and / or views 630 , 
for example from datasets and / or annotations and / or views 
associated with the group of devices . In yet another 
example , at least part of the obtained data items associated 
with the group of devices may be received from external 
devices ( for example from the group of devices ) , for 
example using communication devices ( such as communi 
cation modules 230 , internal communication modules 440 , 
external communication modules 450 , and so forth ) . In 
another example , at least part of the obtained data items 
associated with the group of devices may comprise data 
items based on and / or comprising information captured by 
the group of devices ( for example using at least one sensor , 
such as audio sensors 250 , image sensors 260 , motion 
sensors 270 , positioning sensors 275 , barometers , pressure 
sensors , proximity sensors , electrical impedance sensors , 
electrical voltage sensors , electrical current sensors , and so 
forth ) . In some examples , at least part of the obtained data 
items associated with the group of devices may be gener 
ated . For example , synthetic data items may be generated 
according to information about the group of devices , about 
the environment the group of devices function within , about 
data captured and / or processed by the group of devices , 
according to information obtained by Step 710 , and so forth . 
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In another example , some existing data items may be 
combined together to create more data items , for example 
using the Synthetic Minority Over - sampling Technique 
( SMOTE ) . In some examples , at least part of the obtained 
data items associated with the group of devices may be 
selected out of a plurality of alternative data items ( for 
example , from datasets 610 and / or annotations 620 and / or 
views 630 ) . 
[ 0165 ] . In some embodiments , obtaining results of apply 
ing the data items to inference models ( Step 1020 ) may 
comprise obtaining results of applying the data items 
obtained by Step 1010 to one or more inference models , for 
example , to a first inference model and a second inference 
model , to inference models obtained from another process 
( such as process 700 , process 900 , process 1200 , process 
1300 , process 1400 , process 1500 , etc . ) , and so forth . For 
example , the inference model may comprise a classification 
model , and the results may comprise an assignment of 
classes to the data items . In another example , the inference 
model may comprise a segmentation model , and the results 
may comprise an assignment of data items to segments . In 
yet another example , the inference model may comprise a 
regression model , and the results may comprise an assign 
ment of values to data items . In some examples , the results 
obtained by Step 1020 may comprise a distribution of the 
results of applying the data items to an inference model 
and / or the distribution of errors of the results of applying the 
data items to an inference model with respect to ground truth 
values . Multiple distributions may be obtained for multiple 
inference models . In some cases , the results obtained by 
Step 1020 may comprise a distribution ( of the results of 
applying the data items to an inference model and / or of 
errors of the results of applying the data items to an 
inference model with respect to ground truth values ) with 
respect to the input data items and / or with respect to an input 
space . 
[ 0166 ] In some examples , Step 1010 may obtain a first 
plurality of data items associated with a first group of 
devices , a second plurality of data items associated with a 
second group of devices , a third plurality of data items 
associated with a third group of devices , and so forth . Step 
1020 may obtain results of applying the first plurality of data 
items to the first inference model , results of applying the 
second plurality of data items to the first inference model , 
results of applying the third plurality of data items to the first 
inference model , results of applying the first plurality of data 
items to the second inference model , results of applying the 
second plurality of data items to the second inference model , 
results of applying the third plurality of data items to the 
second inference model , and so forth . 
[ 0167 ] In some examples , at least part of the results of 
applying a group of data items to an inference model may be 
read from memory ( such as memory units 210 , shared 
memory modules 410 , and so forth ) . In another example , at 
least part of the results of applying a group of data items to 
an inference model may be received from external devices 
( for example from a group of devices associated with the 
group of data items ) , for example using communication 
devices ( such as communication modules 230 , internal 
communication modules 440 , external communication mod 
ules 450 , and so forth ) . In some examples , at least part of the 
results of applying a group of data items to an inference 
model may be obtained by applying the group of data items 
to the inference model . 

[ 0168 ] In some embodiments , comparing the results of 
applying the data items to a first inference model with the 
results of applying the data items to a second inference 
model ( Step 1030 ) may comprise comparing the results of 
applying a group of data items to different inference models , 
for example comparing results obtained by Step 1020 . For 
example , Step 1030 may compare the results of applying a 
group of data items ( for example , a group of data items 
associated with a group of devices ) to a first inference model 
with the results of applying the same group of data items to 
a second inference model . Further , Step 1030 may be 
repeated for different groups of data items associated with 
different groups of devices , for example comparing the 
results of applying a first group of data items associated with 
a first group of devices to a first inference model with the 
results of applying the first group of data items to a second 
inference model , comparing the results of applying a second 
group of data items associated with a second group of 
devices to a first inference model with the results of applying 
the second group of data items to a second inference model , 
and so forth . In some examples , comparing the results may 
comprise comparing loss function values associated with the 
results , comparing values of a function that summarizes the 
results , comparing the distributions of the results , comparing 
the distributions of errors , comparing the distributions of the 
results where the distributions are with respect to an input 
space , comparing the distributions of errors where the dis 
tributions are with respect to an input space , and so forth . 
For example , comparing distributions may comprise com 
paring histograms , comparing density estimators , comparing 
kernel density estimators , comparing properties of the dis 
tributions , comparing parameters of distribution models 
fitted to the data , and so forth . In another example , compar 
ing the distributions may comprise calculating a statistical 
distance ( such as f - divergence , Kullback - Leibler diver 
gence , Hellinger distance , Total variation distance , Renyi ' s 
divergence , Jensen - Shannon divergence , Lévy - Prokhorov 
metric , Bhattacharyya distance , Kantorovich metric , Tsallis 
divergence , etc . ) between the distributions . 
10169 ] . In some examples , the inference models may com 
prise classification models , and comparing the results may 
comprise comparing the assignments of data items to classes 
by the different classification models . In some examples , the 
inference models may comprise classification models , and 
comparing the results may comprise comparing ground truth 
assignment of data items to classes with the assignments of 
data items to classes produced by the different classification 
models . In some examples , the inference models may com 
prise classification models , and comparing the results may 
comprise comparing measurements of the quality of the 
classification , such as precision , recall , accuracy , specificity , 
F1 score , confusion matrices , number and / or ratio of true 
positives , number and / or ratio of false positives , number 
and / or ratio of false negative , number and / or ratio of true 
negatives , and so forth . 
[ 0170 ] In some examples , the inference models may com 
prise regression models , and comparing the results may 
comprise comparing the values assigned to data items by the 
different regression models . In some examples , the inference 
models may comprise regression models , and comparing the 
results may comprise comparing ground truth values to 
values assigned to data items by the different regression 
models . In some examples , the inference models may com 
prise regression models , and comparing the results may 
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comprise comparing measurements of the quality of the 
regression , such as R - squared , adjusted R - squared , F - test , 
Root Mean Square Error ( RMSE ) , mean of squares errors , 
mean of absolute errors , and so forth . In some examples , the 
inference models may comprise regression models , and 
comparing the results may comprise comparing the distri 
bution of errors of the results ( for example by comparing 
histograms of the errors ) , comparing values of any function 
that summarizes the errors , and so forth . 
[ 0171 ] In some examples , Step 1030 may compare the 
results of applying a group of data items to different infer 
ence models , where at least part of the different inference 
models are the results of training machine learning algo 
rithms using a plurality of training examples . For example , 
Step 1030 may compare the results of applying a group of 
data items to a first inference model and a second inference 
model , where the first inference model is a result of training 
a machine learning algorithm using a plurality of training 
examples , and the second inference model is a result of 
training a machine learning algorithm ( which may be the 
same or different from the first machine learning algorithm ) 
using an update to the plurality of training examples . 
[ 0172 ] In some examples , the first inference model and the 
second inference model of Step 1030 may be obtained from 
process 700 ( for example , using the inference model gen 
erated by Step 730 as the first inference model , and the 
inference model generated by Step 760 as the second 
inference model ) , from process 1300 ( for example , using the 
inference model generated by Step 1310 as the first infer 
ence model and the inference model generated by Step 1330 
as the second inference model ) , from process 1400 ( for 
example , obtaining the first inference model from Step 1420 
and the second inference model from Step 1460 ) , from 
process 1500 as described below , and so forth . 
[ 0173 ] In some embodiments , assessing the compatibility 
of the second inference model ( Step 1040 ) may comprise 
assessing the compatibility of the second inference model to 
the group of data items and / or to a group of devices 
associated with the group of data items based on a compari 
son performed by Step 1030 , for example the comparison of 
the results of applying the group of data items ( which in 
some cases may be associated with the group of devices ) to 
a first inference model with the results of applying the group 
of data items to the second inference model . In some 
examples , Step 1040 may be repeated for different groups of 
data items , which may be associated with different groups of 
devices . For example , Step 1040 may assess an inference 
model using a first comparison based on a first group of data 
items ( which may be associated with a first group of 
devices ) , using a second comparison based on a second 
group of data items ( which may be associated with a second 
group of devices ) , using a third comparison based on a third 
group of data items ( which may be associated with a third 
group of devices ) , and so forth . In some examples , Step 
1040 may assess the compatibility of the second inference 
model with respect to the first inference model used by Step 
1030 . For example , the second inference model may be 
assessed as better , equivalent , or worse in comparison to the 
first inference model . In some examples , Step 1040 may 
assign a score to the second inference model , such as a 
numerical score ( for example , a score from zero to ten ) . For 
example , taking a score of the first inference model as a 
baseline , and based on the comparison of the results of the 
first inference model and the second inference model , a 

score for the second inference model may be calculated , for 
example as a function of the baseline score and the com 
parison result . In some examples , Step 1040 may assess the 
compatibility of the second inference model , to the group of 
data items and / or to the group of devices associated with the 
group of data items , as compatible or as incompatible . For 
example , a function may be used to convert the comparison 
results to compatible or incompatible assessment . The func 
tion may use a threshold to decide which comparison results 
are considered compatible and which are considered incom 
patible . 
[ 0174 ] In some examples , when the second inference 
model is found compatible by Step 1040 , the flow of process 
1000 may continue to utilize the second inference model 
( Step 1050 ) . In some examples , when the second inference 
model is found incompatible by Step 1040 , the flow of 
process 1000 may continue to forgo the usage of the second 
inference model ( Step 1060 ) . For example , Step 1040 may 
assess the second inference model as compatible with a first 
group of data items and / or a first group of devices , and as 
incompatible with a second group of data items and / or a 
second group of devices . As a result , process 1000 may 
utilize the second inference model for tasks associated with 
the first group of data items and / or with the first group of 
devices ( for example using Step 1050 ) , and may forgo the 
usage of the second inference model for tasks associated 
with the second group of data items and / or the second group 
of devices ( for example using Step 1060 ) . 
[ 0175 ] In some embodiments , utilizing the second infer 
ence model ( Step 1050 ) may comprise utilizing the second 
inference model assessed by Step 1040 in tasks associated 
with the group of data items and / or with a group of devices 
associated with the group of data items . In some examples , 
Step 1050 may be repeated for different inference models 
and / or for different groups of data items and / or different 
groups of devices . For example , Step 1050 may utilize one 
inference model in a first group of tasks associated with a 
first group of data items and / or a first group of devices , 
utilize the one inference model in a second group of tasks 
associated with a second group of data items and / or a second 
group of devices , utilize another inference model in a third 
group of tasks associated with the first group of data items 
and / or the first group of devices , and so forth . In some 
examples , a message may be transmitted to the group of 
devices , for example using communication devices ( such as 
communication modules 230 , internal communication mod 
ules 440 , external communication modules 450 , etc . ) , and 
the message may be configured to cause the group of devices 
to utilize the second inference model . For example , the 
message may comprise at least part of the second inference 
model . In another example , the message may comprise an 
indication of the second inference model . In yet another 
example , the message may be further configured to cause the 
group of devices to delete at least part of another inference 
model ( such as the first inference model of the comparison 
of Step 1030 ) . In some examples , a message may be 
provided to another process ( for example through a memory 
module , such as memory units 210 , shared memory modules 
410 , etc . ) , and the message may be configured to cause the 
other process to utilize the second inference model and / or to 
delete other inference models ( in a similar fashion to what 
described above ) . 
0176 ] In some examples , utilizing the second inference 
model may comprise applying input data associated with the 
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group of data items to the second inference model to obtain 
at least one inferred value . For example , the input data may 
comprise information captured using at least one sensor , 
such as audio captured using audio sensors 250 , images 
captured using image sensors 260 , motion information cap 
tured using motion sensors 270 , positioning information 
captured using positioning sensors 275 , atmospheric pres 
sure information captured using barometers , pressure infor 
mation captured using pressure sensors , proximity informa 
tion captured using proximity sensors , electrical impedance 
information captured using electrical impedance sensors , 
electrical voltage information captured using electrical volt 
age sensors , electrical current information captured using 
electrical current sensors , user input obtained using user 
input devices , and so forth . 
( 0177 ] In some embodiments , forgoing the usage of the 
second inference model ( Step 1060 ) may comprise avoiding 
at least part of the usages of the second inference model in 
tasks associated with the group of data items and / or to a 
group of devices associated with the group of data items . In 
some examples , Step 1060 may be repeated for different 
inference models and / or for different groups of data items 
and / or different groups of devices . For example , Step 1060 
may avoid at least part of the usages of one inference model 
in tasks associated with a first group of data items and / or a 
first group of devices , may avoid at least part of the usages 
of the one inference model in other tasks associated with a 
second group of data items and / or a second group of devices , 
may avoid at least part of the usages of another inference 
model in other tasks associated with the first group of data 
items and / or the first group of devices , and so forth . In some 
examples , Step 1060 may further comprise deleting at least 
part of an inference model ( such as the second inference 
model ) . In some examples , a message may be transmitted to 
the group of devices , for example using communication 
devices ( such as communication modules 230 , internal 
communication modules 440 , external communication mod 
ules 450 , etc . ) , and the message may be configured to cause 
the group of devices to avoid at least part of the usages of 
the second inference model and / or to delete at least part of 
the second inference model . In some examples , a message 
may be provided to another process ( for example through a 
memory module , such as memory units 210 , shared memory 
modules 410 , etc . ) , and the message may be configured to 
cause the other process to avoid at least part of the usages of 
the second inference model and / or to delete at least part of 
the second inference model . 
[ 0178 ] FIG . 11 illustrates an example of a process 1100 for 
generating and using descriptors of artificial neural net 
works . In this example , process 1100 may comprise : obtain 
ing an artificial neural network ( Step 1110 ) ; segmenting the 
artificial neural network ( Step 1120 ) ; calculating descriptors 
of the segments ( Step 1130 ) ; compiling a descriptor of the 
artificial neural network ( Step 1140 ) ; calculating a match 
score for a pair of artificial neural networks ( Step 1150 ) ; and 
selecting an action based on the matching score ( Step 1160 ) . 
In some implementations , process 1100 may comprise one 
or more additional steps , while some of the steps listed 
above may be modified or excluded . For example , in some 
cases Step 1150 and / or Step 1160 may be excluded from 
process 1100 . In another example , in some cases Step 1110 
and / or Step 1120 and / or Step 1130 and / or Step 1140 may be 
excluded from process 1100 . In some implementations , one 
or more steps illustrated in FIG . 11 may be executed in a 

different order and / or one or more groups of steps may be 
executed simultaneously and vice versa . 
[ 0179 ] In some embodiments , obtaining an artificial neural 
network ( Step 1110 ) may comprise obtaining information 
defining at least part of the artificial neural network , such as 
the arrangement of the artificial neurons in a network and / or 
information about the artificial neurons . In some examples , 
the artificial neurons may be arranged as a directional graph 
and / or hypergraph , where each node of the graph and / or 
hypergraph may correspond to an artificial neuron , and the 
directional edges and / or hyperedges may define the flow of 
information among the artificial neurons . In some examples , 
an artificial neuron may be described as a function that 
converts inputs into outputs . For example , such function 
may include parameters , where in some cases the parameters 
may define the function , and therefore an artificial neuron 
may be described as a function together with the function 
parameters . In another example , the function may include a 
non - linear part that operates on a linear combination of the 
inputs , where the weights of the linear combination are part 
of the function parameters , and where the non - linear part 
may also depend on one or more parameters . Some 
examples of such non - linear parts may include step func 
tions ( where the thresholds and values may depend on 
parameters ) , sigmoid , tan h , ReLu , leaky ReLu , PRELU , 
randomized Leaky ReLu , softmax , maxout , any combina 
tion of the above , and so forth . 
[ 0180 ] Some examples of possible types of artificial neural 
networks may include feedforward neural network , recur 
sive neural network , multilayer perceptron , radial basis 
function neural network , self - organizing neural network 
( such as Kohonen self - organizing neural network ) , recurrent 
neural network , long - short term memory neural network , 
convolutional neural network , modular neural network , 
sequence - to - sequence neural network , deep neural network , 
shallow neural network , and so forth . In some examples , an 
artificial neural network may be programmed manually . In 
other examples , an artificial neural network may comprise 
an output of a machine learning algorithm ( and in some 
cases , deep learning algorithm ) trained using training 
examples . In such case , some of the parameters of the 
artificial neural network may be set manually and are called 
hyper - parameters , while the other parameters are set by the 
machine learning algorithm according to the training 
examples . In some examples , parameters and / or hyper 
parameters of the artificial neural network may be obtained 
by Step 1110 . In some examples , the machine learning 
algorithm used to train the artificial neural network may also 
have some hyper - parameters , such as optimizer , loss func 
tion , weight decay function , learning rate , dropout , stopping 
condition , number of epochs , batch size , momentum , ran 
dom seed , and so forth . In some cases , at least part of the 
hyper - parameters of the machine learning algorithm may 
also be obtained by Step 1110 . 
[ 0181 ] In some examples , at least part of the information 
defining the artificial neural network may be read from 
memory ( such as memory units 210 , shared memory mod 
ules 410 , and so forth ) . In another example , at least part of 
the information defining the artificial neural network may be 
received from external devices , for example using commu 
nication devices ( such as communication modules 230 , 
internal communication modules 440 , external communica 
tion modules 450 , and so forth ) . In some examples , at least 
part of the information defining the artificial neural network 
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may be obtained by training the artificial neural network 
using training examples , for example using a backpropaga 
tion algorithm , using stochastic gradient descent algorithm , 
using any deep learning training algorithm , and so forth . In 
some examples , at least part of the information defining the 
artificial neural network may be obtained from algorithms 
640 and / or tasks 650 . In some examples , the obtained 
artificial neural network may be an output of another process 
( such as process 700 , process 900 , process 1200 , process 
1300 , process 1400 , process 1500 , and so forth ) . 
[ 0182 ] In some embodiments , segmenting the artificial 
neural network ( Step 1120 ) may comprise analyzing an 
artificial neural network ( such as the artificial neural net 
work obtained by Step 1110 ) to obtain a plurality of seg 
ments of the artificial neural network . In some examples , a 
segment may be defined by the artificial neurons included in 
the segment . In some examples , a segment may comprise at 
least one artificial neuron , at least two artificial neurons , at 
least ten artificial neurons , at least one layer of the artificial 
neural network , at least one per mill of the network ' s 
artificial neurons , at least one percent of the network ' s 
artificial neurons , at least ten percent of the network ' s 
artificial neurons , and so forth . In some examples , a segment 
may comprise at most half of the network ' s artificial neu 
rons , at most ten percent of the network ' s artificial neurons , 
at most one percent of the network ' s artificial neurons , and 
so forth . In some examples , the segments may be mutually 
exclusive , while in other examples the segments may have 
one or more artificial neurons in common . 
[ 0183 ] In some examples , the artificial neural network 
may be segmented using graph segmentation algorithm 
and / or hypergraph segmentation algorithm , such as graph 
and / or hypergraph cut algorithms . In some examples , an 
affinity matrix and / or affinity tensor may be constructed , for 
example based on similarities among artificial neurons based 
on distance between the artificial neurons within the net 
work . Such similarities may be based on the similarities 
among the functions of the artificial neurons , the parameters 
and / or hyper - parameters of the artificial neurons , the layers 
of the artificial neurons , the graph and / or hypergraph dis 
tance between the artificial neurons , and so forth . Using the 
affinity matrix and / or affinity tensor , affinity based clustering 
algorithms ( such as spectral clustering and its many exten 
sions ) may be used to extract segments of the artificial neural 
network . Additionally or alternatively , algorithms like ker 
nel PCA may use the affinity matrix to embed the artificial 
neurons in a mathematical space , following by clustering 
algorithms that may use the embedding to cluster the arti 
ficial neurons . 
[ 0184 ] In some embodiments , calculating descriptors of 
the segments ( Step 1130 ) may comprise calculating descrip 
tors of segments of an artificial neural network ( such as the 
segments obtained by Step 1120 of the artificial neural 
network obtained by Step 1110 ) , for example by using 
values associated with the one or more artificial neurons of 
a segment to calculate the descriptor of the segment . In some 
examples , the values associated with the one or more 
artificial neurons may comprise values based on the outputs 
of the artificial neurons for a selected group of inputs . For 
example , the selected inputs may be fed through the artificial 
neural network , and the values may be based on the outputs 
of the artificial neurons in the artificial neural network . In 
another example , the selected inputs may be fed directly to 
the artificial neurons , and the values may be based on the 

outputs of the artificial neurons . Some examples of the 
values associated with the artificial neuron may comprise 
some selected outputs , values describing the distribution of 
the outputs , a curve fitted to the mapping of inputs to 
outputs , a histogram of the outputs , and so forth . In some 
examples , the values associated with the one or more 
artificial neurons may comprise values based on parameters 
and / or hyper - parameters of the artificial neurons , such as 
selected parameters and / or hyper - parameters , a function of 
some parameters and / or hyper - parameters , and so forth . 
[ 0185 ] In some examples , at least part of the values 
associated with the artificial neurons of a segment may be 
combined to generate the descriptor of the segment . For 
example , at least part of the values associated with the 
artificial neurons of a segment may be aggregated into a 
mathematical set of values , and the mathematical set may be 
used as at least part of the descriptor of the segment . In 
another example , an average or a weighted average of at 
least part of the values associated with the artificial neurons 
of a segment may be calculated , optionally according to 
weights assigned to the artificial neurons of the segment , and 
the calculated average and / or weighted average may be used 
as at least part of the descriptor of the segment . In another 
example , properties of the distribution of at least part of the 
values associated with the artificial neurons of a segment 
may be used as at least part of the descriptor of the segment . 
Some examples of such properties may include mean , mode , 
median , standard deviation , variance , and so forth . In yet 
another example , a histogram of at least part of the values 
associated with the artificial neurons of a segment may be 
used as at least part of the descriptor of the segment . In 
another example , some of the artificial neurons of the 
segment may be selected , for example based on the values 
associated with the artificial neurons ( for example , selecting 
the artificial neurons associated with the highest and / or 
lowest values and / or median value and / or mode value ) , and 
at least part of the values associated with the selected 
artificial neurons may be used as at least part of the descrip 
tor of the segment and / or in the calculation of the descriptor 
of the segment . In yet another example , a hash function of 
at least part of the values associated with the artificial 
neurons of a segment may be calculated , and the resulting 
hash value may be used as at least part of the descriptor of 
the segment . 
[ 0186 ] In some embodiments , compiling a descriptor of an 
artificial neural network ( Step 1140 ) may comprise compil 
ing a descriptor for the artificial neural network obtained by 
Step 1110 using at least part of the descriptors calculated by 
Step 1130 for the segments obtained by Step 1120 . For 
example , at least part of the descriptors of the segments of 
the artificial neural network may be aggregated into a 
mathematical set of values , and the mathematical set may be 
used as at least part of the descriptor of the artificial neural 
network . In another example , an average or a weighted 
average of at least part of the descriptors of the segments of 
the artificial neural network may be calculated , optionally 
according to weights assigned to the segments ( for example 
according to a function of the number of artificial neurons in 
each segment , where examples of the function may include 
a polynomial function , a log function , an exponential func 
tion , and so forth ) , and the calculated average and / or 
weighted average may be used as at least part of the 
descriptor of the artificial neural network . In another 
example , the distribution of at least part of the descriptors of 
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the segments of the artificial neural network and / or the 
properties of said distribution may be used as at least part of 
the descriptor of the artificial neural network . In yet another 
example , a histogram of at least part of the descriptors of the 
segments of the artificial neural network may be used as at 
least part of the descriptor of the artificial neural network . In 
another example , some of the segments of the artificial 
neural network may be selected , for example based on their 
descriptors , and at least part of the descriptors of the selected 
segments may be used as at least part of the descriptor of the 
artificial neural network and / or in the calculation of the 
descriptor of the artificial neural network . In yet another 
example , a hash value produced by a hash function of at least 
part of the descriptors of the segments of the artificial neural 
network may be used as at least part of the descriptor of the 
artificial neural network . Some examples of such properties 
may include mean , mode , median , standard deviation , vari 
ance , and so forth . 
[ 0187 ] In some examples , a graph and / or a hypergraph of 
the segments of the artificial neural network may be con 
structed , for example where the nodes correspond to the 
segments , and where the edges and / or hyperedges are con 
structed according to the structure of the artificial neural 
network and the connections among the segments in the 
artificial neural network . For example , segments with com 
mon artificial neurons may be connected by an edge and / or 
a hyperedge . In another example , two segments may be 
connected with a directed edge if one of the two segments 
feeds input to the other segment . In some examples , nodes 
of the graph and / or hypergraph may be labeled with the 
descriptors of the corresponding segments . In some 
examples , edges and / or hyperedges of the graph and / or 
hypergraph may be labeled with the descriptors of the 
segments corresponding to the nodes connected by the edges 
and / or hyperedges . The graph and / or hypergraph , with or 
without labels associated with the nodes and / or edges and / or 
hyperedges , may be used as at least part of a descriptor of 
the artificial neural network . 
[ 0188 ] In some embodiments , the descriptors of the seg 
ments of the artificial neural network may be constructed 
recursively . For example , denote a segment as a sub - seg 
ment of another segment if all the artificial neurons of the 
sub - segment are also in the other segment . In some 
examples , a single artificial neuron may be considered a 
segment , and the descriptor of a segment comprising a single 
artificial neuron may be calculated as described above in 
Step 1130 . Further , some segments may include sub - seg 
ments , in the recursive step these segments may be treated 
as a complete artificial neural network , and the descriptors 
of these segments may be constructed as described above in 
Step 1140 . 
[ 0189 ] In some embodiments , calculating a match score 
for a pair of artificial neural networks ( Step 1150 ) may 
comprise comparing the descriptor of a first artificial neural 
network with a descriptor of a second artificial neural 
network to obtain a matching score . For example , the 
descriptors of the first artificial neural network and / or the 
second artificial neural network may be constructed by Step 
1140 as described above . In another example , at least part of 
the descriptors of the first artificial neural network and / or the 
second artificial neural network may be read from memory 
( such as memory units 210 , shared memory modules 410 , 
and so forth ) . In yet another example , at least part of the 
descriptors of the first artificial neural network and / or the 

second artificial neural network may be received from 
external devices , for example using communication devices 
( such as communication modules 230 , internal communica 
tion modules 440 , external communication modules 450 , 
and so forth ) . In some examples , the second artificial neural 
network may comprise a result of using a machine learning 
algorithm to update the first artificial neural network using 
a plurality of training examples . In another example , the two 
artificial neural networks may be two different results of 
using machine learning algorithms to train identical or 
similar artificial neural networks ( for example using the 
same deep learning algorithm and / or using different deep 
learning algorithms , using the same plurality of training 
examples and / or using different pluralities of training 
examples , using the same hyper - parameters and / or using 
different hyper - parameters , and so forth ) . 
[ 0190 ] In some examples , a descriptor of an artificial 
neural network may comprise a mathematical set , and com 
paring the descriptors may comprise comparing the math 
ematical sets , for example by counting the number of 
common elements in the two sets and dividing that with the 
average number of elements in a set , by measuring the 
average ( over all elements of the first set ) of the maximal 
similarity between an element of the first set and any 
element in the second set , and so forth . In some examples , 
a descriptor of an artificial neural network may comprise an 
n - tuple of values ( for example , a single value , a hash value , 
a list of histogram values , a list of selected values , a list of 
properties of a distribution , and so forth ) , and comparing the 
descriptors may comprise comparing the n - tuples , for 
example by calculating a distance and / or a divergence 
between the two n - tuples . Some examples of such distances 
and / or divergences may include mean absolute differences , 
mean squared differences , root mean squared differences , 
Kullback - Leibler divergence , Jensen - Tsallis divergence , and 
so forth . In some examples , a descriptor of an artificial 
neural network may comprise a distribution ( for example , as 
described above ) , and comparing the descriptors may com 
prise calculating a statistical distance ( such as f - divergence , 
Kullback - Leibler divergence , Hellinger distance , Total 
variation distance , Renyi ' s divergence , Jensen - Shannon 
divergence , Lévy - Prokhorov metric , Bhattacharyya dis 
tance , Kantorovich metric , Tsallis divergence , etc . ) between 
the distributions . 
[ 0191 ] In some examples , a descriptor of an artificial 
neural network may comprise a graph and / or a hypergraph , 
and comparing the descriptors may comprise using an 
inexact graph matching and / or an inexact hypergraph match 
ing algorithms to obtain a matching score for the two 
artificial neural networks . In some examples , a descriptor of 
an artificial neural network may have a recursive structure , 
and comparing the descriptors may comprise a recursive 
comparison function that combines the results of the com 
parison of the immediate sub - descriptors of the two descrip 
tors into a comparison of the two descriptors . 
10192 ] In some embodiments , selecting an action based on 
the matching score ( Step 1160 ) may comprise selecting 
and / or performing one or more actions based on the match 
ing score and / or comparison result of Step 1150 . For 
example , the matching score and / or comparison result of 
Step 1150 may be compared with a selected threshold to 
determine whether the two artificial neural networks are 
similar or not . Further , some actions may be performed in 
response to the determination that the two artificial neural 
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networks are similar , while some other actions may be 
performed in response to the determination that the two 
artificial neural networks are dissimilar . In another example , 
a rule ( such as a lookup - table and / or a switch expression ) 
that selects actions according to ranges of matching score 
values may be used to select actions according to the 
matching score and / or comparison result of Step 1150 . 
[ 0193 ] In some examples , one action that may be selected 
and / or performed by Step 1160 may comprise utilizing one 
of the artificial neural networks compared by Step 1150 , for 
example as described in Step 1050 . For example , Step 1160 
may utilize the second artificial neural network of the 
comparison of Step 1150 when the two artificial neural 
networks are found to be similar , when the two artificial 
neural networks are found to be dissimilar , when the match 
ing score of the two artificial neural networks is in a selected 
range of values , and so forth . 
[ 0194 ] In some examples , one action that may be selected 
and / or performed by Step 1160 may comprise forgoing the 
usage of one of the artificial neural networks compared by 
Step 1150 in one or more tasks , for example as described in 
Step 1060 . For example , Step 1160 may forgo the usage of 
the second artificial neural network of the comparison of 
Step 1150 in one or more tasks when the two artificial neural 
networks are found to be similar , when the two artificial 
neural networks are found to be dissimilar , when the match 
ing score of the two artificial neural networks is in a selected 
range of values , and so forth . 
[ 0195 ] In some examples , one action that may be selected 
and / or performed by Step 1160 may comprise informing a 
user , for example about the comparison result , about the 
matching score , and so forth . For example , Step 1160 may 
inform the user when the two artificial neural networks are 
found to be similar , when the two artificial neural networks 
are found to be dissimilar , when the matching score of the 
two artificial neural networks is in a selected range of values , 
and so forth . In some examples , the process may inform the 
user about the comparison result regardless of the matching 
score . 
[ 0196 ] FIG . 12 illustrates an example of a process 1200 for 
estimating required processing resources for machine learn 
ing tasks . In this example , process 1200 may comprise : 
obtaining properties of a machine learning training task 
( Step 1210 ) ; obtaining properties of external devices ( Step 
1220 ) ; estimating processing resources requirements ( Step 
1230 ) ; providing the estimation ( Step 1240 ) ; selecting a 
device ( Step 1250 ) ; and causing the selected device to 
perform the training task ( Step 1260 ) . In some implemen 
tations , process 1200 may comprise one or more additional 
steps , while some of the steps listed above may be modified 
or excluded . For example , in some cases Step 1220 may be 
excluded from process 1200 . In another example , in some 
cases Step 1240 and / or Step 1250 and / or Step 1260 may be 
excluded from process 1200 . In yet another example , in 
some cases Step 1210 and / or Step 1220 and / or Step 1230 
and / or Step 1240 may be excluded from process 1200 . In 
some implementations , one or more steps illustrated in FIG . 
12 may be executed in a different order and / or one or more 
groups of steps may be executed simultaneously and vice 
versa . 
[ 0197 ] In some embodiments , obtaining properties of a 
machine learning training task ( Step 1210 ) may comprise 
obtaining one or more records describing one or more 
machine learning training tasks . In some examples , at least 

part of the properties of a machine learning training task may 
be read from memory ( such as memory units 210 , shared 
memory modules 410 , and so forth ) . In another example , at 
least part of the properties of a machine learning training 
task may be received from external devices , for example 
using communication devices ( such as communication mod 
ules 230 , internal communication modules 440 , external 
communication modules 450 , and so forth ) . In some 
examples , at least part of the properties of a machine 
learning training task may be received from another process . 
In some examples , at least part of the properties of a machine 
learning training task may be obtained from datasets 610 
and / or annotations 620 and / or views 630 and / or algorithms 
640 and / or tasks 650 . For example , the properties of a 
machine learning training task may include identifiers of a 
machine learning algorithm of algorithms 640 and / or an 
identifier of a machine learning training task of tasks 650 , 
and in some cases additional properties of the machine 
learning training task may be obtained from the identified 
algorithm and / or task . In another example , the properties of 
a machine learning training task may include identifiers of a 
dataset of datasets 610 and / or an annotation of annotations 
620 and / or a view of views 630 . In some examples , the 
identified dataset and / or annotation and / or view may serve 
as at least part of the a training set and / or a validation set 
and / or a test set , and in some cases additional properties of 
the a training set and / or a validation set and / or a test set may 
be obtained from datasets 610 and / or annotations 620 and / or 
views 630 . In some examples , the identified dataset and / or 
annotation and / or view may be split into a training set and / or 
a validation set and / or a test set according to a rule ( which 
may also be specified in the properties of the machine 
learning training task ) . For example , such rule may specify 
the amount of examples in each set . 
[ 0198 ] Some examples of properties of a machine learning 
training task may include a type of a machine learning 
algorithm , hyper - parameters of the machine learning algo 
rithm , properties of the training set , properties of the vali 
dation set , properties of the test set , and so forth . The 
hyper - parameters of the machine learning algorithm may 
differ from one machine learning algorithm to another . For 
example , some examples of hyper - parameters of an artificial 
neural network may include the structure of the artificial 
neural network ( such as the number of layers , the size of 
each layer , a graph defining the structure of the network , and 
so forth ) , optimizer , loss function , weight decay function , 
the types of the network ' s artificial neurons , hyper - param 
eters of the network ' s artificial neurons , initialization data , 
learning rate , dropout , stopping condition , number of 
epochs , batch size , momentum , random seed , and so forth . 
In another example , some examples of hyper - parameters of 
a support vector machine model may include kernel func 
tion , optimizer , penalty function , penalty weight , stopping 
condition , and so forth . In yet another example , some 
examples of hyper - parameters of an AdaBoost algorithm 
may include base classifier , maximum number of base 
classifiers in the model , learning rate , optimization algo 
rithm , random seed , and so forth . In another example , some 
examples of hyper - parameters of a k - means model may 
include number of clusters , initial guess , and so forth . In yet 
another example , some examples of hyper - parameters of a 
kernel ridge regression model may include epsilon , kernel 
function , and so forth . 
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[ 0199 ] Some examples of properties of the training set 
may include samples of the training examples of the training 
set , the entire training set , the number of training examples 
in the training set , information about the size of the training 
examples , information about the structure of the training 
examples , information about the distribution of the training 
examples , and so forth . Similarly , some examples of prop 
erties of the validation set may include samples of the 
validation examples of the validation set , the entire valida 
tion set , the number of validation examples in the validation 
set , information about the size of the validation examples , 
information about the structure of the validation examples , 
information about the distribution of the validation 
examples , and so forth . Similarly , some examples of prop 
erties of the test set may include samples of the test 
examples of the test set , the entire test set , the number of test 
examples in the test set , information about the size of the test 
examples , information about the structure of the test 
examples , information about the distribution of the test 
examples , and so forth . 
[ 0200 ] In some embodiments , obtaining properties of 
external devices ( Step 1220 ) may comprise obtaining at least 
one property of one or more external devices . For example , 
Step 710 may be used to obtain information associated with 
the external devices , as described above . In another 
example , Step 910 may be used to obtain available process 
ing resources information of the external devices , as 
described above . 
[ 0201 ] In some embodiments , estimating processing 
resources requirements ( Step 1230 ) may comprise estimat 
ing at least one processing resources requirement associated 
with a machine learning training task based on the at least 
one property of the machine learning training task obtained 
by Step 1210 and / or the at least one property of one or more 
external devices obtained by Step 1220 . For example , the 
processing time and / or memory size and / or communication 
bandwidth and / or communication throughput required for 
performing a machine learning training task may be esti 
mated . In some examples , Step 1230 may use a function that 
takes as input at least part of the properties of the machine 
learning training task and / or at least part of the properties of 
the external devices , and outputs estimated processing 
resources requirements in response . For example , the func 
tion may be defined and / or programmed manually . In 
another example , the function may use k - nearest neighbors 
approach , searching for the k most similar samples in a 
database that stores examples of processing resources 
requirements for different properties of the machine learning 
training tasks and / or different properties of devices ( for 
example according to past experience ) , and combining the 
processing resources requirements of the k selected samples 
to obtain the estimated processing resources requirements . 
In yet another example , to obtain the function , a machine 
learning algorithm may be trained using a dataset of training 
example , each training example may comprise properties of 
the machine learning training tasks and / or properties of the 
devices ( for example according to past experience ) , together 
with the corresponding processing resources requirements . 
In another example , the function may comprise an artificial 
neural network configured to predict the processing 
resources requirements from the properties of the machine 
learning training tasks and / or the properties of the devices . 
In some examples , the function may estimate the processing 
resources requirements based on properties of the machine 

learning training tasks for a baseline device , and may adjust 
the estimated processing resources requirements to a differ 
ent device according to a correction function . The correction 
function may be configured to adjust the required processing 
resources of the baseline device to the required processing 
resources of a different device , for example according to past 
experience . For example , the correction function may mul 
tiply the processing time by a factor , where the factor is 
selected based on the number of instructions per a time unit 
that the baseline device can perform and that the different 
device can perform according to some benchmark . In some 
examples , the correction function may multiply the process 
ing time by a factor , where the factor is selected based on the 
number of processing cores in the baseline device and the 
number of processing cores in the other device . For 
example , assuming that the baseline device has m process 
ing cores , and that the other device has n processing cores , 
the correction factor may be selected to be ( m / n ) to the 
power of c , where c is a number between zero and one 
expressing the inefficiency of distributed processing , which 
may depend on the properties of the machine learning 
training tasks . In some examples , the estimated processing 
resources requirements may comprise a range of estimated 
processing resources requirements together with a distribu 
tion that assigns probabilities to the estimations . For 
example , the properties of the devices may comprise a 
distribution of properties , and a function of the distribution 
of properties may produce a distribution of estimated pro 
cessing resources requirements . In another example , the 
machine learning training task may comprise a probabilistic 
component dictating the processing resources requirements , 
and the distribution of the probabilistic component may 
translate into a distribution of estimated processing 
resources requirements . 
[ 0202 ] In some embodiments , providing the estimation 
( Step 1240 ) may comprise providing the estimated process 
ing resources requirements of Step 1230 and / or information 
based on the estimated processing resources requirements to 
a user , to another process , to an external device , and so forth . 
In some examples , the information may be provided to a 
user visually , for example using a graphical user interface , 
using a web site , using a display system , using an augmented 
reality system , using a virtual reality system , in a printed 
form , and so forth . In some examples , the information may 
be provided audibly , for example through audio speakers , 
using headset , and so forth . In some examples , the infor 
mation may be transmitted to an external device , for 
example using communication devices ( such as communi 
cation modules 230 , internal communication modules 440 , 
external communication modules 450 , and so forth ) . In some 
examples , the information may be provided to another 
process ( for example through a memory module , such as 
memory units 210 , shared memory modules 410 , and so 
forth ) . In some examples , the information may be provided 
selectively , for example providing the information when the 
estimated processing resources requirements are in a 
selected range , and forgoing providing the information oth 
erwise . 
[ 0203 ] In some embodiments , selecting a device ( Step 
1250 ) may comprise selecting at least one device , for 
example based on the estimated processing resources 
requirements of Step 1230 . In some examples , Step 1230 
may be repeated to obtain a plurality of estimated processing 
resources requirements for a plurality of devices , and at least 
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one device of the plurality of devices may be selected 
according to their corresponding estimated processing 
resources requirements . For example , some constraints on 
the estimated processing resources requirements may be 
obtained ( for example from tasks 650 , from a user , from an 
external device , from another process , from a memory unit , 
and so forth ) , and the selected at least one device may 
include devices that satisfy the constraints . Some examples 
of such constraints may include maximal processing time , 
maximal memory size , and so forth . In another example , 
using process 1600 it may be determined that process 1200 
has no permission to use some devices , and as a result 
different devices may be selected . In yet another example , 
using process 1700 it may be determined that process 1200 
has insufficient quota to use some devices , and as a result 
different devices may be selected . In another example , a cost 
function may be used to assign cost for each one of the 
plurality of devices according to their corresponding esti 
mated processing resources requirements , and the device 
corresponding to the lowest cost ( possibly out of the devices 
that satisfy the constraints as described above ) may be 
selected . An example of such a cost function may include 
cl * t + c2 * s , where cl and c2 are positive constants which 
may represent cost per processing time and cost per memory 
size respectively , t may represent the estimated processing 
time , and s may represent the estimated memory size . In 
some examples , the estimated processing resources require 
ments may comprise an estimated range of processing 
resources requirements together with a distribution that 
assigns probabilities to the estimations . In such cases , the 
constraints may specify a required certainty that some other 
conditions hold . Further , the cost function may comprise a 
function that sums values over the different estimations 
according to the probabilities . In some examples , Step 1250 
may determine that there is no available device that satisfies 
the constraints . In response to such determination , Step 1250 
may forgo Step 1260 , may provide a failure indication ( for 
example , to a user , to process 1800 , etc . ) , and so forth . 
[ 0204 ] In some embodiments , causing the selected device 
to perform the training task ( Step 1260 ) may comprise 
causing the devices selected by Step 1250 to perform the 
machine learning training task of Step 1210 . In some 
examples , a message may be transmitted to the selected 
devices , for example using communication devices ( such as 
communication modules 230 , internal communication mod 
ules 440 , external communication modules 450 , etc . ) , and 
the message may be configured to cause the selected devices 
to perform the machine learning training task . For example , 
the message may comprise at least part of the machine 
learning training task information , an indication of the 
machine learning training task , and so forth . For example , 
the machine learning training task may comprise generating 
and / or updating an inference model by training a machine 
learning algorithm using training examples . In some 
examples , Step 1260 may provide a progress update to 
process 1800 , comprising details of the dispatched training 
task . 
[ 0205 ] In some embodiments , a decision whether or not to 
perform the machine learning training task may be made . 
For example , Step 1250 may find no device that satisfies the 
constraints , and as a result it may decide not to perform the 
machine learning training task . In another example , Step 
1250 may find that the value of a cost function for all the 
devices is above some selected threshold , and as a result it 

may decide not to perform the machine learning training 
task . In yet another example , the estimated processing 
resources requirements for the machine learning training 
task calculated by Step 1230 may be compared to some 
estimated processing resources requirements of some alter 
native machine learning training tasks , and as a result it may 
be decided ( for example , according to some rules ) to per 
form one of the alternative machine learning training tasks 
instead of the machine learning training task of Step 1210 . 
In another example , the estimated processing resources 
requirement of Step 1230 may comprise a distribution of 
estimated processing resources requirements , and the deci 
sion to perform the machine learning training task may be 
based on a probability that an estimated processing 
resources requirement is below a selected threshold accord 
ing to the distribution . In some examples , it may be decided 
to perform the machine learning training task when the value 
of a cost function calculated by Step 1250 for at least one 
device is below the selected threshold . In some examples , in 
response to a decision to perform the machine learning 
training task , Step 1260 may be performed . In some 
examples , in response to a decision not to perform the 
machine learning training task , the system may forgo Step 
1260 . 
0206 ] FIG . 13 illustrates an example of a process 1300 for 
enriching datasets while learning . In this example , process 
1300 may comprise : obtaining intermediate results of train 
ing machine learning algorithms ( Step 1310 ) ; obtaining 
additional training examples based on the intermediate 
results ( Step 1320 ) ; and training the machine learning algo 
rithms using the obtained additional training examples ( Step 
1330 ) . In some implementations , process 1300 may com 
prise one or more additional steps , while some of the steps 
listed above may be modified or excluded . For example , in 
some cases Step 1310 may be excluded from process 1300 . 
In another example , in some cases Step 1330 may be 
excluded from process 1300 . In some implementations , one 
or more steps illustrated in FIG . 13 may be executed in a 
different order and / or one or more groups of steps may be 
executed simultaneously and vice versa . 
[ 0207 ] In some embodiments , obtaining intermediate 
results of training machine learning algorithms ( Step 1310 ) 
may comprise obtaining intermediate results of training at 
least one machine learning algorithm using a plurality of 
training examples . In some examples , at least part of the 
intermediate results may be read from memory ( such as 
memory units 210 , shared memory modules 410 , and so 
forth ) . In another example , at least part of the intermediate 
results may be obtained from logs 660 . In yet another 
example , at least part of the intermediate results may be 
received from external devices ( for example from devices 
that trained the machine learning algorithms using the 
plurality of training examples ) , for example using commu 
nication devices ( such as communication modules 230 , 
internal communication modules 440 , external communica 
tion modules 450 , and so forth ) . In another example , at least 
part of the intermediate results may be obtained by training 
the machine learning algorithms using the plurality of train 
ing examples . For example , the machine learning algorithms 
may be read from memory ( such as memory units 210 , 
shared memory modules 410 , and so forth ) , received from 
external devices ( for example using communication devices , 
such as communication modules 230 , internal communica 
tion modules 440 , external communication modules 450 , 
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and so forth ) , obtained from algorithms 640 , and so forth . 
Further , the plurality of training examples may be read from 
memory ( such as memory units 210 , shared memory mod 
ules 410 , and so forth ) , received from external devices ( for 
example using communication devices , such as communi 
cation modules 230 , internal communication modules 440 , 
external communication modules 450 , and so forth ) , 
obtained from datasets 610 and / or annotations 620 and / or 
views 630 , and so forth . 
10208 ] In some examples , the intermediate results may 
comprise values of parameters of the machine learning 
algorithm . In some examples , the intermediate results may 
comprise values measured using at least part of the training 
examples and / or using at least part of the validation 
examples and / or using at least part of the test examples , such 
as a value of a loss function , a value of a cost function , a 
value of an objective function , precision , recall , accuracy , 
specificity , F1 score , confusion matrices , number and / or 
ratio of true positives , number and / or ratio of false positives , 
number and / or ratio of false negative , number and / or ratio of 
true negatives , and so forth . For example , the machine 
learning algorithm may minimize an objective function 
and / or maximize an objective function , and the intermediate 
results may comprise an intermediate value of the objective 
function in the minimization and / or maximization process 
( for example using an optimization scheme , such as gradient 
descent , stochastic gradient descent , coordinate descent , and 
so forth ) . In some examples , the intermediate results may 
comprise intermediate states of the machine learning algo 
rithms . In some examples , the intermediate results may 
comprise an intermediate inference model and / or informa 
tion based on an intermediate inference model . For example , 
the machine learning algorithm may search an inference 
model in a mathematical space of inference model ( for 
example using an optimization scheme , such as gradient 
descent , stochastic gradient descent , coordinate descent , and 
so forth ) , and an intermediate inference model may be an 
intermediate result of the search . In some examples , the 
intermediate results may comprise the results of applying 
data items ( such as training examples , validation examples , 
test examples , and so forth ) to the intermediate inference 
model . 
[ 0209 ] In some embodiments , obtaining additional train 
ing examples based on intermediate results ( Step 1320 ) may 
comprise obtaining at least one additional training example 
based on the intermediate results obtained by Step 1310 . In 
some examples , the additional training examples may be 
read from memory ( such as memory units 210 , shared 
memory modules 410 , and so forth ) . In some examples , the 
intermediate results may be provided to another process , and 
the additional training examples may be received in 
response . In some examples , the additional training 
examples may be obtained and / or selected from datasets 610 
and / or annotations 620 and / or views 630 , and so forth . In 
some examples , the intermediate results may be transmitted 
to external devices , and in response the additional training 
examples may be received from the external devices , for 
example using communication devices ( such as communi 
cation modules 230 , internal communication modules 440 , 
external communication modules 450 , and so forth ) . For 
example , the external devices may capture additional train - 
ing examples , for example according to the intermediate 
results using at least one sensor ( such as audio sensors 250 , 
image sensors 260 , motion sensors 270 , positioning sensors 

275 , barometers , pressure sensors , proximity sensors , elec 
trical impedance sensors , electrical voltage sensors , electri 
cal current sensors , and so forth ) . For example , the inter 
mediate results may indicate some conditions in which an 
intermediate inference model is more prone to errors , and 
the additional training examples may be captured in the 
indicated conditions . 
10210 ] In some examples , the additional training examples 
may be selected of a plurality of alternative training 
examples based on the intermediate results obtained by Step 
1310 . For example , the intermediate results may comprise a 
confusion matrix , and an analysis of the confusion matrix 
may indicate that one or more classes are more prone to 
error . In response , additional training examples may be 
selected for the classes that are more prone to errors . In 
another example , the intermediate results may comprise an 
intermediate inference model , and additional training 
examples for which the intermediate inference model pro 
vides wrong classification and / or regression results may be 
selected . In yet another example , the intermediate results 
may comprise training examples and / or a validation 
examples for which an intermediate inference model pro 
vides wrong classification and / or regression results , and 
additional training examples that are similar ( for example , 
under some similarity measure ) to those training examples 
and / or a validation examples may be selected . 
[ 0211 ] In some examples , a dataset and / or an annotation 
and / or a view may be selected from datasets 610 and / or 
annotations 620 and / or views 630 based on the intermediate 
results obtained by Step 1310 . The entire set of examples in 
the selected dataset and / or the selected annotation and / or the 
selected view may be used as additional training examples , 
or the additional training examples may be selected of the 
selected dataset and / or the selected annotation and / or the 
selected view ( for example as described above ) . For 
example , the intermediate results may comprise a confusion 
matrix , and an analysis of the confusion matrix may indicate 
that one or more classes are more prone to error . In response , 
a dataset and / or an annotation and / or a view associated with 
the classes that are more prone to error may be selected . 
[ 0212 ] In some examples , the additional training examples 
may be generated based on the intermediate results obtained 
by Step 1310 . For example , the intermediate results may 
comprise a confusion matrix , and an analysis of the confu 
sion matrix may indicate that one or more classes are more 
prone to error . In response , additional training examples may 
be generated for the classes that are more prone to errors , for 
example using the Synthetic Minority Over - sampling Tech 
nique ( SMOTE ) algorithm , using a generative model , and so 
forth . In another example , the intermediate results may 
comprise an intermediate inference model , and synthetic 
additional training examples for which the intermediate 
inference model provides wrong classification and / or regres 
sion results may be generated ( for example , by generating an 
excess number of synthetic examples , and selecting the ones 
that correspond to wrong classification and / or regression 
results out of the generated examples ) . 
[ 0213 ] In some embodiments , Step 1320 may obtain addi 
tional training examples based on the intermediate results 
obtained by Step 1310 and quota record . For example , at 
least some of a plurality of alternative training examples 
may be associated with a quota required for using them 
and / or a price . Step 1320 may select the additional training 
examples of the plurality of alternative training examples 



US 2018 / 0365556 A1 Dec . 20 , 2018 
32 

such that the quota usage and / or cost is minimized , the quota 
usage and / or cost is below a selected threshold , and so forth . 
For example , Step 1320 may select the additional training 
examples by solving an optimization problem that maxi 
mizes some objective function associated with the content of 
the selected training examples , while minimizing and / or 
bounding the quota usage and / or cost . 
[ 0214 ] In some embodiments , training the machine learn 
ing algorithm using the obtained additional training 
examples ( Step 1330 ) may comprise training the machine 
learning algorithms of Step 1310 using the additional train 
ing examples obtained by Step 1320 . For example , a mes 
sage may be transmitted to external devices , for example 
using communication devices ( such as communication mod 
ules 230 , internal communication modules 440 , external 
communication modules 450 , etc . ) , and the message may be 
configured to cause the external devices to train the machine 
learning algorithms using the additional training examples . 
For example , the message may comprise at least part of the 
machine learning algorithms information , an indication of 
the machine learning algorithms , an intermediate state of the 
machine learning algorithms ( for example , as obtained by 
Step 1310 ) , an intermediate inference model , at least part of 
the additional training examples , indication of the additional 
training examples , and so forth . In another example , a 
similar message may be provided to another process ( for 
example through a memory module , such as memory units 
210 , shared memory modules 410 , etc . ) , and may be con 
figured to cause the other process to train the machine 
learning algorithms using the additional training examples . 
[ 0215 ] In some examples , Step 1310 may obtain interme 
diate results of training the machine learning algorithms 
using a first group of training examples , and Step 1330 may 
comprise training the machine learning algorithms using the 
additional training examples without the first group of 
training examples , or training the machine learning algo 
rithms using the additional training examples and at least 
part of the first group of training examples . In some 
examples , training the machine learning algorithms using 
the additional training examples may comprise updating an 
intermediate inference model obtained by Step 1310 using 
the machine learning algorithms , the additional training 
examples ( in some cases together with at least part of the 
first group of training examples used to produce the inter 
mediate inference model ) . In some examples , training the 
machine learning algorithms using the additional training 
examples may comprise initializing the machine learning 
algorithms according to an intermediate state of the machine 
learning algorithms obtained by Step 1310 , and providing to 
the initialized machine learning algorithms the additional 
training examples in some cases together with at least part 
of the first group of training examples used to produce the 
intermediate state ) as input to be used for training . 
[ 0216 ] In some embodiments , process 1300 may deter 
mine that external intervention is required . As a result , 
process 1300 may provide a request to provide new training 
examples , for example , to another process , to an external 
device , to a user ( for example , through a user interface , 
through another process , through an external device , etc . ) , 
and so forth . In response , process 1300 may obtain the 
requested new training examples , for example from the other 
process , from the external device , from the user ( for 
example , through a user interface , through another process , 
through an external device , etc . ) , and so forth . Further , 

process 1300 may train a machine learning algorithm using 
the new training examples , for example using Step 1330 . In 
some examples , process 1300 may determine that external 
intervention is required based on a determination that the 
quality of the additional training examples obtained by Step 
1320 is below a selected threshold . For example , Step 1320 
may further obtain confidence levels corresponding to the 
additional training examples ( to be used as a quality mea 
sure ) , for example from a process used to generate the 
additional training examples , from a process used to select 
the additional training examples , from an inference model 
trained to assign confidence levels to additional training 
examples , and so forth . In another example , the similarity of 
the additional training examples to a plurality of training 
examples used to produce the intermediate results of Step 
1310 may be calculated , and the quality of the additional 
training examples may be based on the calculated similarity 
( for example , the quality may be a monotonically decreasing 
function of the calculated similarity , denoted s , such as - s , 
- s * s * s , exp ( - s / c ) for some constant c , and so forth ) . In some 
examples , process 1300 may determine that external inter 
vention is required based on the intermediate results 
obtained by Step 1310 . For example , the intermediate results 
may be compared with previous intermediate results , and 
when there are too similar according to some selected 
threshold process 1300 may determine that the external 
intervention is required . In another example , the intermedi 
ate results may comprise an intermediate inference model , 
and a measurement of the quality of the intermediate infer 
ence model ( such as precision , recall , accuracy , specificity , 
F1 score , confusion matrix , number and / or ratio of true 
positives , number and / or ratio of false positives , number 
and / or ratio of false negative , number and / or ratio of true 
negatives , and so forth ) may be obtained ( for example , 
calculated , obtained from the intermediate results , obtained 
using process 1000 , and so forth ) , and the process may 
determine that external intervention is required when the 
quality of the intermediate inference model is below a 
selected threshold . In some examples , process 1300 may 
select a user of a plurality of alternative users , for example 
based on the intermediate results , and provide the request for 
new training examples to the selected user . For example , the 
intermediate results may comprise an intermediate inference 
model , a measurement of the quality of the intermediate 
inference model may be obtained as described above , and a 
user may be selected based on the range of values that the 
measurement of the quality is in . 
[ 0217 ] FIG . 14 illustrates an example of a process 1400 for 
incremental annotation of datasets . In this example , process 
1400 may comprise : obtaining a group of labeled examples 
and a group of unlabeled examples ( Step 1410 ) ; generating 
an inference model using the group of labeled examples 
( Step 1420 ) ; assigning labels to at least part of the group of 
unlabeled examples ( Step 1430 ) ; assigning confidence lev 
els to the assigned labels ( Step 1440 ) ; selecting a subset of 
the group of unlabeled examples using the confidence levels 
( Step 1450 ) ; and generating a second inference model ( Step 
1460 ) . In some implementations , process 1400 may com 
prise one or more additional steps , while some of the steps 
listed above may be modified or excluded . For example , in 
some cases Step 1460 may be excluded from process 1400 . 
In some implementations , one or more steps illustrated in 
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FIG . 14 may be executed in a different order and / or one or 
more groups of steps may be executed simultaneously and 
vice versa . 
[ 0218 ] In some embodiments , obtaining a group of labeled 
examples and a group of unlabeled examples ( Step 1410 ) 
may comprise obtaining a group of a plurality of labeled 
examples and a group of a plurality of unlabeled examples . 
For example , at least part of the labeled examples and / or at 
least part of the unlabeled examples may be read from 
memory ( such as memory units 210 , shared memory mod 
ules 410 , and so forth ) . In another example , at least part of 
the labeled examples and / or at least part of the unlabeled 
examples may be obtained from datasets 610 and / or anno 
tations 620 and / or views 630 . In yet another example , at 
least part of the labeled examples and / or at least part of the 
unlabeled examples may be received from external devices , 
for example using communication devices ( such as commu 
nication modules 230 , internal communication modules 440 , 
external communication modules 450 , and so forth ) . For 
example , at least part of the labeled examples and / or at least 
part of the unlabeled examples received from the external 
devices may be based on and / or comprised of information 
captured by the external devices ( for example using at least 
one sensor , such as audio sensors 250 , image sensors 260 , 
motion sensors 270 , positioning sensors 275 , barometers , 
pressure sensors , proximity sensors , electrical impedance 
sensors , electrical voltage sensors , electrical current sensors , 
and so forth ) . In some examples , at least part of the labeled 
examples and / or at least part of the unlabeled examples may 
be generated , for example using a generative model . In some 
examples , at least part of the group of labeled examples may 
be obtained using process 1500 and / or Step 1510 . 
[ 0219 ] In some embodiments , generating an inference 
model using the group of labeled examples ( Step 1420 ) may 
comprise generating the inference model using at least part 
of the group of labeled examples obtained by Step 1410 . In 
some examples , the inference model may comprise a clas 
sification model and / or a regression model . In some 
examples , a machine learning algorithm ( such as a classi 
fication machine learning algorithm , a regression machine 
learning algorithm ) may be trained using at least part of the 
group of labeled examples to produce the inference model . 
For example , at least part of the group of labeled examples 
may be used as a training set and / or a validation set and / or 
a test set . In another example , at least part of the group of 
labeled examples may be split into at least two of the 
following sets : training set , validation set , and test set . In 
some examples , a message may be transmitted to external 
devices , for example using communication devices ( such as 
communication modules 230 , internal communication mod 
ules 440 , external communication modules 450 , etc . ) , the 
message may be configured to cause the external devices to 
train the machine learning algorithm using at least part of the 
group of labeled examples , and in response the inference 
model may be received from the external devices . For 
example , the message may comprise at least part of the 
machine learning algorithm information , an indication of the 
machine learning algorithm , at least part of the group of 
labeled examples , indication of the labeled examples , indi 
cation of the group of labeled examples , and so forth . In 
another example , such message may be provided to another 
process ( for example through a memory module , such as 
memory units 210 , shared memory modules 410 , etc . ) , the 
message may be configured to cause the other process to 

train the machine learning algorithm using at least part of the 
group of labeled examples , and in response the inference 
model may be received from the other process . 
[ 0220 ] In some embodiments , assigning labels to at least 
part of the group of unlabeled examples ( Step 1430 ) may 
comprise using the inference model generated by Step 1420 
to assign labels to at least part of the unlabeled examples of 
the group of unlabeled examples obtained by Step 1410 . For 
example , the unlabeled examples may be applied to the 
inference model , and the output of the inference model for 
the unlabeled examples may be used as labels of the unla 
beled examples . In some examples , the unlabeled examples 
may be applied to a plurality of inference models , and the 
labels for the unlabeled examples may be selected through 
a voting process using the results obtained from the plurality 
of inference models . In some examples , a message may be 
transmitted to external devices , for example using commu 
nication devices ( such as communication modules 230 , 
internal communication modules 440 , external communica 
tion modules 450 , etc . ) , the message may be configured to 
cause the external devices to assign labels to at least part of 
the unlabeled examples of the group of unlabeled examples 
obtained by Step 1410 ( for example using the inference 
model generated by Step 1420 ) , and in response labels for 
the unlabeled examples may be received from the external 
devices . For example , the message may comprise at least 
part of the inference model information , an indication of the 
inference model , at least part of the group of unlabeled 
examples , an indication of the unlabeled examples , an 
indication of the group of unlabeled examples , and so forth . 
In another example , such message may be provided to 
another process ( for example through a memory module , 
such as memory units 210 , shared memory modules 410 , 
etc . ) , the message may be configured to cause the other 
process to assign labels to at least part of the unlabeled 
examples of the group of unlabeled examples obtained by 
Step 1410 ( for example using the inference model generated 
by Step 1420 ) , and in response labels for the unlabeled 
examples may be received from the other process . 
[ 0221 ] In some examples , at least some of the labeled 
examples of the group of labeled examples and / or at least 
some of the unlabeled examples of the group of unlabeled 
examples may comprise image data ( for example , images 
captured using image sensors 260 ) . In some cases , the 
inference model generated by Step 1420 may comprise a 
detector configured to detect items in images ( such as faces , 
people , objects , text , and so forth ) , and the labels assigned 
to the image by Step 1430 may comprise an indicator 
whether an item was detected in the image , a list of items 
detected in the image , locations of the items detected in the 
image , and so forth . In some cases , the inference model 
generated by Step 1420 may comprise a recognition model , 
and the labels assigned to the image by Step 1430 may 
comprise identifying information of people depicted in the 
image . In some cases , the inference model generated by Step 
1420 may comprise a segmentation model , and the labels 
assigned to the image may comprise a segmentation of the 
image . In some cases , the inference model generated by Step 
1420 may comprise an image regression model , and the 
labels assigned to the image may comprise another image 
( for example , a transformed version of the image obtained 
by applying the original image to the image regression 
model ) . For example , the image regression model may 
comprise a super resolution model , and the label may 
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comprise an enlarged version of the original image . In 
another example , the image regression model may comprise 
an image enhancement model , and the label may comprise 
an enhanced version of the original image . In yet another 
example , the image regression model may comprise an 
image filter , and the label may comprise a filtered version of 
the original image . 
[ 0222 ] In some embodiments , assigning confidence levels 
to the assigned labels ( Step 1440 ) may comprise calculating 
confidence levels corresponding to the labels assigned by 
Step 1430 to at least part of the unlabeled examples of the 
group of unlabeled examples obtained by Step 1410 . For 
example , Step 1430 may assign labels by applying the 
unlabeled examples to an inference model , and the inference 
model may be configured to output labels together with 
confidence levels . In another example , Step 1430 may assign 
labels by applying the unlabeled examples to a plurality of 
inference models , selecting the labels to be assigned to the 
unlabeled examples through voting , and calculating the 
confidence level according to the distribution of the results 
obtained from the plurality of inference models , for example 
by taking the ratio of the selected label out of the total 
number of results as the confidence level , by taking a 
function of the number of repetitions of the selected label 
and the total number of results as the confidence level , and 
so forth . In some examples , Step 1430 may obtain the labels 
for the unlabeled examples from external devices and / or 
from another process , and the confidence levels may also be 
obtained from the external devices and / or from the other 
process . In some examples , at least part of the confidence 
levels may be obtained using Step 1520 . 
[ 0223 ] In some embodiments , selecting a subset of the 
group of unlabeled examples using the confidence levels 
( Step 1450 ) may comprise selecting a subset of the group of 
unlabeled examples obtained by Step 1410 and / or that were 
assigned with labels by Step 1430 based on the confidence 
levels assigned by Step 1440 and / or the labels assigned by 
Step 1430 and / or the content of the unlabeled examples . For 
example , a single example , two examples , three examples , 
four examples , or more than four examples , may be selected . 
In some examples , the number of selected examples may be 
calculated according to the number of labeled examples ( for 
example , in the group of labeled examples of Step 1410 , that 
were used by step 1420 , and so forth ) and / or the number of 
unlabeled examples ( for example , in the group of unlabeled 
examples of Step 1410 , that were assigned with a label by 
Step 1430 , and so forth ) . For example , the number of 
selected examples may be a function of the number of 
labeled examples , denoted nl , and the number of unlabeled 
examples , denoted n2 . For a positive constant c ( such as 1 . 4 , 
2 , 4 , 10 , 20 , 100 , and so forth ) , some examples of such 
function may include , round ( nl / c ) , round ( n2 / c ) , round ( min 
( nl , n2 ) / c ) , and so forth . 
[ 0224 ] In some examples , the unlabeled examples corre 
sponding to the highest confidence levels may be selected . 
In some examples , the labels may include assignment of 
examples to a finite number of classes . For each class , a 
desired number of examples for a class may be determined 
( which may also be zero ) , and the desired number of 
examples that correspond to the highest confidence levels of 
the examples that were assigned to that class by Step 1430 
may be selected . For example , the desired number of 
examples for a class may be calculated as a function of the 
number of examples that were assigned to the class by Step 

1430 , the number of examples assigned to the class in the 
group of labeled examples , the total number of examples 
that were assigned with any label by Step 1430 , the total 
number of examples in the group of labeled examples of 
Step 1410 , the total number of examples in the group of 
unlabeled examples of Step 1410 , and so forth . 
[ 0225 ] In some examples , the labels may include assign 
ment of numbers from a range of possible values ( for 
example by a regression model ) to examples . Some sub 
ranges of values may be selected , for each sub - range a 
desired number of examples may be determined ( which may 
also be zero ) , and the desired number of examples that 
correspond to the highest confidence levels of the examples 
that were assigned with values in that sub - range by Step 
1430 may be selected . For example , the desired number of 
examples for a sub - range may be calculated as a function of 
the number of examples that were assigned to values in that 
sub - range by Step 1430 , the number of examples assigned to 
values in that sub - range in the group of labeled examples , 
the total number of examples that were assigned with any 
value by Step 1430 , the total number of examples in the 
group of labeled examples of Step 1410 , the total number of 
examples in the group of unlabeled examples of Step 1410 , 
and so forth . 
[ 0226 ] In some examples , the unlabeled examples may be 
assigned to clusters ( for example according to the content of 
the unlabeled examples , as determined by a clustering 
algorithm applied to the unlabeled examples ) , for each 
cluster , a desired number of examples per cluster may be 
determined ( which may also be zero ) , and the desired 
number of examples that correspond to the highest confi 
dence levels of the examples that were assigned to that 
cluster may be selected . For example , the desired number of 
examples per cluster may be calculated as a function of the 
number of examples that were assigned to the cluster , the 
number of examples assigned to the cluster in the group of 
labeled examples , the total number of examples that were 
assigned with any value by Step 1430 , the total number of 
examples in the group of labeled examples of Step 1410 , the 
total number of examples in the group of unlabeled 
examples of Step 1410 , and so forth . 
[ 0227 ] In some examples , some examples of the group of 
labeled examples of Step 1410 that are wrongly treated by 
the inference model generated by Step 1420 ( for example , 
assigned with the wrong class by a classification model , 
assigned with a value that is beyond a selected threshold of 
difference from a ground truth value by a regression model , 
and so forth ) may be selected . Further , for each selected 
wrongly treated example , unlabeled examples that corre 
spond to the highest confidence levels may be selected of a 
group of unlabeled examples that are the most similar ( under 
some similarity measure ) to the wrongly treated example 
( for example , of the unlabeled examples that were assigned 
with values by Step 1430 , of the group of unlabeled 
examples of Step 1410 , and so forth ) . 
[ 0228 ] In some embodiments , generating a second infer 
ence model ( Step 1460 ) may comprise generating a second 
inference model using at least part of the group of labeled 
examples obtained by Step 1410 and / or the subset of the 
group of unlabeled examples selected by Step 1450 and / or 
the labels assigned by Step 1430 to the examples in the 
selected subset of the group of unlabeled examples . In some 
examples , the second inference model may comprise a 
classification model and / or a regression model . In some 
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examples , a machine learning algorithm ( such as a classi 
fication machine learning algorithm , a regression machine 
learning algorithm , and so forth ) may be trained and produce 
the second inference model using at least part of the group 
of labeled examples obtained by Step 1410 and / or the subset 
of the group of unlabeled examples selected by Step 1450 
and / or the labels assigned by Step 1430 to the examples in 
the selected subset of the group of unlabeled examples . For 
example , at least part of the examples and possibly the 
corresponding labels ) may be used as a training set and / or a 
validation set and / or a test set . In another example , at least 
part of the examples ( and possibly the corresponding labels ) 
may be split into at least two of the following sets : training 
set , validation set , and test set . In some examples , the 
inference model generated by Step 1420 may be updated 
according to the subset of the group of unlabeled examples 
selected by Step 1450 ( and possibly the labels assigned by 
Step 1430 to the examples in the selected subset ) , for 
example using an online and / or incremental machine learn 
ing algorithm , by changing the lost function of the machine 
learning algorithm according to the new training examples 
and using the inference model and / or an intermediate state 
from Step 1420 in the initialization of the machine learning 
algorithm , by changing the batches of examples to include 
the new examples in a batch based machine learning algo 
rithm , and so forth . In some examples , a message may be 
transmitted to external devices , for example using commu 
nication devices ( such as communication modules 230 , 
internal communication modules 440 , external communica 
tion modules 450 , etc . ) , the message may be configured to 
cause the external devices to train the machine learning 
algorithm using at least part of the examples ( and possibly 
the corresponding labels ) , and in response the second infer 
ence model may be received from the external devices . For 
example , the message may comprise at least part of the 
machine learning algorithm information , an indication of the 
machine learning algorithm , at least part of the examples 
( and possibly the corresponding labels ) , indication of the 
examples ( and possibly of the corresponding labels ) , and so 
forth . In another example , such message may be provided to 
another process ( for example through a memory module , 
such as memory units 210 , shared memory modules 410 , 
etc . ) , the message may be configured to cause the other 
process to train the machine learning algorithm using at least 
part of the examples ( and possibly the corresponding labels ) , 
and in response the second inference model may be received 
from the other process . In some examples , the inference 
model generated by Step 1420 and the second inference 
model generated by Step 1460 may be compared , for 
example using Process 1000 , and in some cases the second 
inference model may be utilized according to the result of 
the comparison , for example using Step 1050 and / or Step 
1060 . 
[ 0229 ] In some embodiments , the group of labeled 
examples and / or the group of unlabeled examples obtained 
by Step 1410 ( and possibly updated along the process ) may 
be updated according to the subset of the group of unlabeled 
examples selected by Step 1450 , and process 1400 may 
repeat with the updated groups ( for example , from Step 1410 
or from Step 1420 , possibly without the optional Step 1460 ) . 
In some examples , this process may be performed once , 
twice , repeated until some stopping condition is met , and so 
forth . For example , the process may be repeated until at least 
a selected number of examples of the original group of 

unlabeled examples of Step 1410 are selected by some 
repetition of Step 1450 . Some examples of such selected 
number may include a function of the original number of 
examples in the original group of unlabeled examples ( de 
noted ol ) and / or the original number of examples in the 
original group of labeled examples ( denoted 02 ) , such as ol , 
ol - c1 , 01 / cl , log ( ol ) , min ( ol , o2 / c2 ) , min ( ol , 02 - c2 ) , 
min ( ol - cl , o2 - c2 ) , min ( 01 / cl , o2 / c2 ) , min ( ol - c1 , 02 / c2 ) , 
min ( ol / c1 , 02 - c2 ) , and so forth ( for some positive constants 
cl and c2 ) . Some other examples of such selected number 
may include a constant number ( such as a number below one 
hundred , one hundred , a number between one hundred and 
one thousand , one thousand , a number between one thou 
sand and one million , one million , a number greater than one 
million , and so forth ) . In some examples , updating the group 
of labeled examples and / or the group of unlabeled examples 
may comprise removing at least part of the examples of the 
selected subset from the group of unlabeled examples , 
adding at least part of the examples of the selected subset to 
the group of labeled examples , and so forth . 
[ 0230 ] In some embodiments , process 1400 may deter 
mine that external intervention is required . As a result , 
process 1400 may provide a request to assign labels ( for 
example , to at least part of the group of unlabeled examples 
of Step 1410 ) , to another process , to an external device , to 
a user ( for example , through a user interface , through 
another process , through an external device , etc . ) , and so 
forth . In response , process 1400 may obtain the requested 
assignment of labels , for example from the other process , 
from the external device , from the user ( for example , 
through a user interface , through another process , through an 
external device , etc . ) , and so forth . Further , process 1400 
may generate an inference model using the obtained assign 
ment of labels ( possibly together with additional informa 
tion , such as the group of labeled examples of Step 1410 ) , 
for example using Step 1460 . In some examples , process 
1400 may determine that external intervention is required 
based on a determination that the quality of the labels 
assigned by Step 1430 is below a selected threshold . For 
example , confidence levels assigned by Step 1440 may be 
compared with a first selected threshold , and when at least 
a selected number of the confidence levels are below the first 
selected threshold process 1400 may determine that the 
quality of the labels assigned by Step 1430 is below a 
selected threshold . In some examples , process 1400 may 
select a user of a plurality of alternative users , for example 
based on the confidence levels assigned by Step 1440 , and 
provide the request to assign labels to the selected user . For 
example , a statistical measure of the confidence levels ( such 
as mean , median , mode , etc . ) may be computed , and a user 
may be selected based on the range of values that the 
statistical measure is in . 
[ 0231 ] FIG . 15 illustrates an example of a process 1500 for 
merging annotations of datasets . In this example , process 
1500 may comprise : obtaining assignments of labels to 
data - points ( Step 1510 ) ; obtaining confidence levels ( Step 
1520 ) ; merging the assignments ( Step 1530 ) ; generating 
inference models using the merged assignment of labels 
( Step 1540 ) ; obtaining an update to the assignments of labels 
to data - points and / or the confidence levels ( Step 1550 ) ; and 
updating the merged assignment ( Step 1560 ) . In some 
implementations , process 1500 may comprise one or more 
additional steps , while some of the steps listed above may be 
modified or excluded . For example , in some cases Step 1540 
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and / or Step 1550 and / or Step 1560 may be excluded from 
process 1500 . In some implementations , one or more steps 
illustrated in FIG . 15 may be executed in a different order 
and / or one or more groups of steps may be executed 
simultaneously and vice versa . While process 1500 is 
described with reference to labels , it will be understood by 
those skilled in the art that it may be applied to other types 
of annotations , including tags , desired outputs , and so forth . 
[ 0232 ] In some embodiments , obtaining assignments of 
labels to data - points ( Step 1510 ) may comprise obtaining an 
assignment of labels to a plurality of data - points , for 
example to data - points of datasets 610 and / or views 630 . In 
some examples , Step 1510 may be repeated , for example 
obtaining a first assignment of labels to the plurality of 
data - points , a second assignment of labels to the plurality of 
data - points , a third assignment of labels to the plurality of 
data - points , and so forth . In some examples , at least part of 
the obtained assignment of labels to data - points may be read 
from memory ( such as memory units 210 , shared memory 
modules 410 , and so forth ) . In another example , at least part 
of the obtained assignment of labels to data - points may be 
obtained from annotations 620 and / or views 630 . In yet 
another example , at least part of the obtained assignment of 
labels to data - points may be received from external devices , 
for example using communication devices ( such as commu 
nication modules 230 , internal communication modules 440 , 
external communication modules 450 , and so forth ) . In 
another example , at least part of the obtained assignment of 
labels to data - points may be generated . For example , labels 
may be generated for data - points by an automatic label 
generation method , for example of algorithms 640 . One 
example of such automatic label generation method may 
include process 1400 . Another example of such automatic 
label generation method may include Step 1530 and / or other 
instances of process 1500 . Yet another of automatic label 
generation method may include applying the data - points to 
an inference model , and using the output of the inference 
model for the data - points as the assigned labels . In yet 
another example of automatic label generation method , at 
least part of the obtained assignment of labels to data - points 
may be interpolated and / or extrapolated from labels 
assigned to other data - points ( for example to neighboring 
data - points ) . In some examples , at least part of the obtained 
assignment of labels to data - points may be obtained from 
one or more users ( such as human labelers , for example 
through a data annotation tool ) . In some examples , at least 
part of the obtained assignment of labels to data - points may 
be based , at least in part , on information captured using at 
least one sensor ( such as audio sensors 250 , image sensors 
260 , motion sensors 270 , positioning sensors 275 , barom 
eters , pressure sensors , proximity sensors , electrical imped 
ance sensors , electrical voltage sensors , electrical current 
sensors , and so forth ) , where in some cases the at least one 
sensor may be part of one or more external devices . For 
example , a data - point may comprise information captured 
using one or more sensors , and a label may comprise 
associated information captured using other sensors , for 
example from the same environment and / or at the same 
time . 
[ 0233 ] In some examples , at least part of the obtained 
assignment of labels to data - points may comprise assign - 
ments of labels to data - points by a human labeler . For 
example , the human labeler may assign labels to data - points 
using a data annotation tool . In another example , the human 

labeler may select assignment of labels to data - points of a 
plurality of alternative assignments . In some examples , at 
least part of the obtained assignment of labels to data - points 
may comprise assignments of labels to data - points by an 
automated process , for example as described above . In some 
examples , at least part of the obtained assignment of labels 
to data - points may comprise assignment of distributions of 
labels to data - points . For example , a distribution of labels 
may comprise a plurality of labels , where each label is 
accompanied with the probability that this label is the label 
of the data - point . In some cases , the probabilities of all the 
labels for a data - point may sum to one , while in other cases , 
some scaled and / or estimated probabilities that do not sum 
to one may be used . For example , a plurality of labelers 
( which may include human labelers , automated labeling 
processes , and so forth ) may suggest labels to a data - point , 
and the assigned label may comprise the distribution of the 
suggested labels . In some cases , a plurality of labelers 
( which may include human labelers , automated labeling 
processes , and so forth ) may suggest labels to a data - point , 
and the assigned label may be selected through a voting 
mechanism . 
[ 0234 ] In some examples , past performances of labelers 
( such as human labelers , automated labeling processes , and 
so forth ) may be analyzed , and the above voting mechanism 
may give weights to labels according to the labelers past 
performances . For example , the analysis may determine that 
the past performances of a first labeler are better than the 
past performances of a second labeler , and therefore give 
higher weight to the suggested labels of the first labeler in 
the voting process and / or in the aggregation of the suggested 
labels into a distribution of labels . In another example , the 
analysis may determine that the past performances of a first 
labeler are better than the past performances of a second 
labeler when dealing with a first type of data - points and / or 
a first type of labels , but that the past performances of the 
second labeler are better than the past performances of the 
first labeler when dealing with a second type of data - points 
and / or a second type of labels , and therefore give higher 
weight to the suggested labels of the first labeler in the 
voting process and / or in the aggregation of the suggested 
labels into a distribution of labels when dealing with the first 
type of data - points and / or suggested labels of the first type 
of labels , but give higher weight to the suggested labels of 
the second labeler in the voting process and / or in the 
aggregation of the suggested labels into a distribution of 
labels when dealing with the second type of data - points 
and / or suggested labels of the second type of labels . 
[ 0235 ] In some embodiments , obtaining confidence levels 
( Step 1520 ) may comprise obtaining confidence levels asso 
ciated with the assignment of labels to data - points of Step 
1510 . In some examples , Step 1520 may be repeated , for 
example obtaining a first group of confidence levels asso 
ciated with a first assignment of labels to data - points , 
obtaining a second group of confidence levels associated 
with a second assignment of labels to data - points , obtaining 
a third group of confidence levels associated with a third 
assignment of labels to data - points , obtaining a fourth group 
of confidence levels associated with the first assignment of 
labels to data - points , and so forth . In some examples , at least 
part of the confidence levels may be obtained using Step 
1440 . In another example , at least part of the confidence 
levels may be read from memory ( such as memory units 
210 , shared memory modules 410 , and so forth ) . In yet 
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another example , at least part of the confidence levels may 
be received from external devices , for example using com 
munication devices ( such as communication modules 230 , 
internal communication modules 440 , external communica 
tion modules 450 , and so forth ) . In another example , at least 
part of the confidence levels may be generated . In some 
examples , at least part of the confidence levels may be 
generated by an algorithm of algorithms 640 . For example , 
Step 1510 may generate at least part of the labels by 
applying the data - points to an inference model , and using the 
output of the inference model for the data - points as the 
assigned labels , and in some cases the inference model may 
further output confidence levels corresponding to the labels . 
In another example , at least part of the confidence levels 
may be interpolated and / or extrapolated from confidence 
levels corresponding to other data - points and / or labels . 
[ 0236 ] In some examples , at least part of the confidence 
levels associated with an assignment of labels may comprise 
an assignment of confidence levels to data - points , a function 
that maps data - points to confidence levels , and so forth . In 
some examples , at least part of the confidence levels may 
comprise information and / or be based on information 
obtained from one or more users . For example , human 
labelers may provide labels to Step 1510 , and may further 
provide confidence levels for the labels they provide . In 
another example , supervisors of human labelers may assign 
confidence levels to the assignment of labels . In yet another 
example , manual quality assurance process may assign 
confidence levels to an assignment of labels . In some 
examples , at least part of the confidence levels may com 
prise information and / or be based on information obtained 
from automated processes , for example as described above . 
In some examples , past performances of labelers ( such as 
human labelers , automated labeling processes , and so forth ) 
may be analyzed , and the confidence levels may be selected 
based on the past performances of the labeler that produced 
at least part of the assignment of labels to data - points . For 
example , the analysis may determine that the past perfor 
mances of a first labeler are better than the past perfor 
mances of a second labeler , and therefore give higher 
confidence level to assignment of labels produced by the 
first labeler than to assignment of labels produced by the 
second labeler . In another example , the analysis may deter 
mine that the past performances of a first labeler are better 
than the past performances of a second labeler when dealing 
with a first type of data - points and / or a first type of labels , 
but that the past performances of the second labeler are 
better than the past performances of the first labeler when 
dealing with a second type of data - points and / or a second 
type of labels , and therefore give higher confidence level to 
assignment of labels produced by the first labeler than to 
assignment of labels produced by the second labeler when 
dealing with the first type of data - points and / or the first type 
of labels , but give higher confidence level to assignment of 
labels produced by the second labeler than to assignment of 
labels produced by the first labeler when dealing with the 
second type of data - points and / or the second type of labels . 
In some cases , a plurality of labelers ( which may include 
human labelers , automated labeling processes , and so forth ) 
may suggest labels to a data - point , the assigned label may be 
selected through a voting mechanism , and the confidence 
level may be calculated according to the distribution of the 
suggested labels , for example by taking the ratio of the 
selected label out of the total number of suggested labels as 

the confidence level , by taking the weighted ratio ( for 
example , weighted according to the past performances of the 
labelers , as described above ) of the selected label out of the 
total group of suggested labels as the confidence level , by 
taking a function of the number of repetitions of the selected 
label and the total number of suggested labels as the con 
fidence level , and so forth . In some examples , the confidence 
levels associated with an assignment of labels may comprise 
a function that maps types of data - points and / or labels to 
confidence levels . For example , the confidence level asso 
ciated with a type of data - points and / or a label may be 
selected based on the past performances of the labeler that 
created the assignment of labels when dealing with the type 
of data - points and / or the label . 
[ 0237 ] In some embodiments , merging the assignments 
( Step 1530 ) may comprise generating a merged assignment 
of labels to the plurality of data - points , for example by 
merging two or more assignments of labels to the plurality 
of data - points obtained by Step 1510 , for example using the 
confidence levels associated with the two or more assign 
ments of labels obtained by Step 1520 and / or the content of 
the data - points . In some examples , each assignment of labels 
to the plurality of data - points may be associated with a 
confidence level , and the assignment of labels that corre 
sponds to the highest confidence level may be selected . In 
some examples , each assignment of labels to the plurality of 
data - points may be associated with an assignment of con 
fidence levels to data - points , and for each data - point the 
label assigned to the data - point that corresponds to the 
highest confidence level of the confidence levels assigned to 
the data - point may be selected . In some examples , the 
confidence levels associated with an assignment of labels 
may comprise a function that maps types of data - points 
and / or labels to confidence levels , and generating the 
merged assignment of labels to the plurality of data - points 
may be further based on an association of types with 
data - points and / or on the assigned labels and / or on the 
function , for example by assigning confidence level to each 
data - point using the type of the data - point and / or the 
assigned label and / or the function . 
[ 0238 ] In some examples , the merged assignment of labels 
may be a result of maximizing ( or minimizing ) an objective 
function . Denote the confidence level assigned by the i - th 
assignment of labels to the j - th data - point , conf ( i , j ) , and 
denote the content of the j - th data - point , d ( ) . For example , 
the objective function may be a function of the confidence 
levels and the content of the data - points , f _ 1 ( label ( 1 ) , . . . 
, label ( I ) , d ( 1 ) , . . . , d ( I ) , conf ( 1 , 1 ) , . . . , conf ( I , I ) ) , where 
I is the number of assignments of labels , J is the number of 
data - points , and label ( ) is the unknown label assigned to 
data - point j by the merged assignment of labels . In another 
example , the objective function may comprise an additively 
separable function comprising a continuity part and a con 
fidence part , f _ 2 ( label ( 1 ) , . . . , label ( I ) , d ( 1 ) , . . . , 
d ( J ) ) + f _ 3 ( label ( 1 ) , . . . , label ( I ) , conf ( 1 , 1 ) , . . . , conf ( I , J ) ) . 
For example , f _ 2 may include a penalty for assigning 
different labels to nearby data - points , and f _ 3 may include 
a penalty for assigning labels corresponding to lower con 
fidence levels to data - points . In another example , f _ 3 may 
comprise an additively separable function comprising a term 
for each data - point , g _ i ( label ( i ) , conf ( i , 1 ) , . . . , conf ( i , J ) ) , 
and f _ 3 = g _ 1 + . . . + g _ 1 . For example , g _ i may be equal to 
a function h _ i ( conf ( i , label ( i ) ) , conf ( i , 1 ) , . . . , conf ( i , J ) ) . For 
example , h _ i may be equal to J * conf ( i , label ( i ) ) - conf ( i , 1 ) 
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. . . - conf ( i , J ) . In another example , h _ i may be equal to 
J * z ( conf ( i , label ( i ) ) ) - z ( conf ( i , 1 ) ) - . . . - z ( conf?i , J ) ) , for 
some monotonically increasing function z , such as z ( x ) 
= x * x * x , z ( x ) = sign ( x ) * x * x , and so forth . 
[ 0239 ] In some embodiments , obtaining and / or using 
assignment of labels to data - points may require usage of 
quota . In some examples , process 1500 may obtain the 
confidence levels associated with an assignment of labels 
using Step 1520 first , select which assignments of labels to 
data - points to use based on the on the confidence levels 
and / or the content of the data - points and / or the remaining 
quota ( for example , as described for Step 1530 , using 
process 1700 , etc . ) , and then use Step 1510 to obtain the 
assignments of labels to data - points that were selected . In 
some examples , process 1500 may obtain assignments of 
labels to data - points using Step 1510 , obtain confidence 
levels associated with the assignment of labels using Step 
1520 , and select which assignments of labels to data - points 
to use based on the on the confidence levels and / or the 
content of the data - points and / or the assigned labels and / or 
the remaining quota ( for example , as described for Step 
1530 , using process 1700 , etc . ) . For example , a term may be 
added to an objective function ( for example , to one of the 
objective functions described above ) to minimize the usage 
of quota . In another example , a constraint that limits the 
quota used may be added to a minimization and / or maxi 
mization problems ( for example , to the minimization and / or 
maximization problems described above ) . 
[ 0240 ] In some examples , Step 1530 may determine that 
one or more of the plurality of data - points correspond to low 
quality merged assignment of labels . In response to said 
determination , process 1530 may provide a notification . For 
example , the notification may identify the data - points cor 
responding to low quality merged assignment of labels , may 
include a suggestion to improve at least one of the assign 
ment of labels obtained by Step 1510 to the data - points 
corresponding to low quality merged assignment of labels , 
and so forth . For example , the notification may be provided 
to a user , to a system manager , to an external device , to a 
different process , through logs 660 , and so forth . In some 
examples , the determination that a data - point corresponds to 
low quality merged assignment of labels may be based on 
the assignments of labels to the data - point of Step 1510 
and / or to the confidence levels associated with the data - point 
of Step 1520 . For example , a data - point may be identified as 
corresponding to low quality merged assignment of labels 
when two conflicting labels are assigned to the data - point 
with similarly high confidence levels , when the highest 
confidence level associated with the data - point is below a 
selected threshold , and so forth . In some examples , the 
determination that a data - point corresponds to low quality 
merged assignment of labels may be based on a value of a 
term in an objective function corresponding to the data 
point , such as g _ i and h _ i described above . For example , a 
data - point may be identified as corresponding to low quality 
merged assignment of labels when the corresponding term is 
below a selected threshold , above a selected threshold , low 
in comparison to other terms of the objective function , high 
in comparison to other terms of the objective function , and 
so forth . 
[ 0241 ] In some embodiments , generating inference mod 
els using the merged assignment of labels ( Step 1540 ) may 
comprise applying the merged assignment of labels gener 
ated by Step 1530 to a machine learning algorithm to obtain 

an inference model , for example in a similar way to what 
described above ( for example to what described above for 
Step 1420 ) . 
[ 0242 ] In some embodiments , obtaining an update to the 
assignments of labels to data - points and / or the confidence 
levels ( Step 1550 ) may comprise obtaining an update to one 
or more assignments of labels to data - points obtained by 
Step 1510 and / or to one or more confidence levels associ 
ated with assignments of labels obtained by Step 1520 . For 
example , Step 1550 may use Step 1510 to obtain one or 
more updated assignment of labels to data - points and / or use 
Step 1520 to obtain one or more updated confidence levels . 
In another example , modified parts of the assignments of 
labels and / or confidence levels may be obtained . For 
example , at least part of the modified parts may be read from 
memory ( such as memory units 210 , shared memory mod 
ules 410 , and so forth ) . In another example , at least part of 
the modified parts may be received from external devices , 
for example using communication devices ( such as commu 
nication modules 230 , internal communication modules 440 , 
external communication modules 450 , and so forth ) . In some 
examples , at least part of the modified parts may be gener 
ated , for example in a similar way to what described above 
for Step 1510 and Step 1520 . 
[ 0243 ] In some embodiments , updating the merged assign 
ment ( Step 1560 ) may comprise updating the merged assign 
ment of labels generated by Step 1530 according to the 
updated assignment of labels to data - points and / or updated 
confidence levels obtained by Step 1550 . For example , Step 
1530 may be used with the updated assignment of labels to 
data - points and / or updated confidence levels obtained by 
Step 1550 to generate the updated merged assignment of 
labels . In some examples , Step 1560 may compare the 
updated assignments of labels to data - points and / or updated 
confidence levels obtained by Step 1550 with the original 
assignments of labels to data - points obtained by Step 1510 
and / or the original confidence levels obtained by Step 1520 
to determine if the magnitude of the update is above some 
selected threshold . Further , in response to a magnitude of 
update that is above the selected threshold , Step 1560 may 
update the merged assignment of labels , and in response to 
a magnitude of update that is below the selected threshold , 
Step 1560 may withhold and / or forgo updating the merged 
assignment of labels . 
[ 0244 ] In some examples , the updated merged assignment 
of labels generated by Step 1560 may be applied to a 
machine learning algorithm to obtain an updated inference 
model , for example by using Step 1540 with the updated 
merged assignment of labels . In some examples , the infer 
ence model generated by Step 1540 and / or the updated 
inference model generated by Step 1560 may be utilized , for 
example in a similar way to what described for Step 1050 . 
In another example , the inference model and the updated 
inference model may be compared , for example using pro 
cess 1000 and / or process 1100 . In some cases , based on the 
result of the comparison , the updated inference model may 
be utilized ( for example , using Step 1050 ) , while in other 
cases the process may withhold and / or forgo the utilization 
of the updated inference model ( for example , using Step 
1060 ) . 
[ 0245 ] FIG . 16 illustrates an example of a process 1600 for 
controlling access in a dataset management system using 
permission records . In this example , process 1600 may 
comprise : obtaining from an entity a request to access 



US 2018 / 0365556 A1 Dec . 20 , 2018 
39 

information in a dataset management system ( Step 1610 ) ; 
selecting a permission record associated with the entity 
( Step 1620 ) ; and determining if the entity has permission to 
access the information ( Step 1630 ) . Optionally , based on the 
determination , process 1600 may continue . In some 
examples , when the entity has permission to access the 
information , process 1600 may allow access to the infor 
mation ( Step 1640 ) . In some examples , when the entity has 
no permission to access the information , process 1600 may 
deny access to the information ( Step 1650 ) . In some imple 
mentations , process 1600 may comprise one or more addi 
tional steps , while some of the steps listed above may be 
modified or excluded . In some implementations , one or 
more steps illustrated in FIG . 16 may be executed in a 
different order and / or one or more groups of steps may be 
executed simultaneously and vice versa . 
[ 0246 ] In some embodiments , Step 1610 may comprise 
obtaining from an entity a request to access information in 
a dataset management system , such as a request to access at 
least part of datasets 610 , annotations 620 , views 630 , and 
so forth . For example , at least part of the request may be read 
from memory ( such as memory units 210 , shared memory 
modules 410 , and so forth ) . In another example , at least part 
of the request may be received from external devices , for 
example using communication devices ( such as communi 
cation modules 230 , internal communication modules 440 , 
external communication modules 450 , and so forth ) . In some 
examples , the entity may comprise an internal entity , an 
external entity , a user of the dataset management system , an 
automated process ( such as one or more of processes 700 , 
800 , 900 , 1000 , 1100 , 1200 , 1300 , 1400 , 1500 , 1700 and 
1800 ) , an external device , and so forth . In some examples , 
the request to access information may comprise a request to 
read the information , a request to modify the information , a 
request to delete the information , and so forth . In some 
examples , the request to access information may comprise a 
request to train a machine learning algorithm using the 
information and / or a request to access the information for 
training a machine learning algorithm using the information , 
a request to apply the information to an inference model 
and / or a request to access the information for the evaluation 
of an inference model using the information , and so forth . 
[ 0247 ] In some embodiments , Step 1610 may further 
comprise verifying the identity of the entity . In some 
examples , the request may be digitally signed ( for example , 
cryptographically ) by the entity , and the digital signature of 
the entity may be authenticated . In some examples , the 
identity of the entity may be authenticated by a third party . 
In some examples , a secure communication line to the entity 
may be used , and the communication line may be verified . 
In some cases , when the verification of the identity of the 
entity fails , process 1600 may forgo the performance of one 
or more steps , such as Step 1620 and / or Step 1630 and / or 
Step 1640 . In some cases , when the verification of the 
identity of the entity fails , process 1600 may deny the access 
to the information , for example using Step 1650 . In some 
cases , when the verification of the identity of the entity fails , 
process 1600 may provide a notification , for example in a 
response to the request , to the entity , to a user , to a system 
manager , through logs 660 , and so forth . 
[ 0248 ] In some embodiments , selecting a permission 
record associated with the entity ( Step 1620 ) may comprise 
selecting a permission record associated with the entity of 
Step 1610 of a plurality of permission records ( such as 

permission records of permissions 680 ) . For example , at 
least part of the plurality of permission records may be 
stored in memory ( such as memory units 210 , shared 
memory modules 410 , and so forth ) . In another example , at 
least part of the plurality of permission records may be 
maintained by an external device and accessed using com 
munication devices ( such as communication modules 230 , 
internal communication modules 440 , external communica 
tion modules 450 , and so forth ) . In some examples , the 
plurality of permission records may be associated with a 
plurality of entities ( for example through a data structure , in 
a database , etc . ) , and the permission record associated with 
the entity of Step 1610 may be selected ( for example by 
retrieving the record from the data structure , the database , 
etc . ) . For example , each permission record may be associ 
ated with a group of entities , and the permission record that 
corresponds to the smallest group of entities and contains the 
entity of Step 1610 may be selected . In some examples , a 
permission record associated with the entity of Step 1610 
and the information of Step 1610 may be selected . For 
example , each permission record may be associated with an 
entity ( as described above ) and / or a record of the dataset 
management system , and a permission record associated 
with the entity and the record of the dataset management 
system containing the information may be selected . In 
another example , each permission record may be associated 
with a group of entities ( as described above ) and / or a group 
of records of the dataset management system , and a the 
permission record that corresponds to a group of entities that 
contains the entity of Step 1610 and / or a group of records 
that contains the information may be selected . In some 
examples , the request to access information of Step 1610 
may be associated with a machine learning algorithm ( as 
described above ) , and a permission record associated with 
the entity and the machine learning algorithm may be 
selected . For example , each permission record may be 
associated with an entity ( as described above ) and / or a 
machine learning algorithm , and the permission record asso 
ciated with the entity of Step 1610 and / or the machine 
learning algorithm associated with the request may be 
selected . In some examples , the request to access informa 
tion of Step 1610 may be associated with a second entity 
( such as an owner and / or a creator of the information of Step 
1610 ) , and a permission record associated with the entity of 
Step 1610 and the second entity may be selected . 
[ 0249 ] In some embodiments , Step 1620 may further 
comprise verifying the selected permission record . In some 
examples , the selected permission record may be digitally 
signed ( for example , cryptographically ) by a permissions 
authenticator , and the digital signature of the permissions 
authenticator may be verified . In some examples , a secure 
communication line to a permissions authenticator may be 
used to inquire the permissions authenticator about the 
permission record , and the permissions authenticator may 
confirm or decline the permission record . In some cases , 
when the verification of the permission record fails , process 
1600 may forgo the performance of one or more steps ( such 
as Step 1630 and / or Step 1640 ) , may deny access to the 
information ( for example using Step 1650 ) , may provide a 
notification ( for example in a response to the request , to the 
entity , to a user , to a system manager , through logs 660 , etc . ) , 
and so forth . 
f0250 ] In some embodiments , determining if the entity has 
permission to access the information ( Step 1630 ) may 
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comprise using the permission record selected by Step 1620 
to determine if the entity of Step 1610 has permission to 
access the information . For example , the selected permission 
record may be analyzed to determine if the entity has 
permission to access the information , has permission for the 
requested type of access to the information , has permission 
to access records of the dataset management system that 
contains the information , has permission to use the infor 
mation with a selected machine learning algorithm , has 
permission to use the information with a selected inference 
model , has permission to use the information with a selected 
computer function , has permission to access information 
associated with a second entity , and so forth . In some 
examples , Step 1630 may further determine if the entity has 
sufficient quota to access the information , for example using 
process 1700 , using Step 1730 , and so forth . 
[ 0251 ] In some examples , when Step 1630 determines that 
the entity has permission to access the information , the flow 
of process 1600 may continue to allow access to the infor 
mation ( Step 1640 ) . In some examples , when Step 1630 
determines that the entity has no permission to access the 
information , the flow of process 1600 may continue to deny 
access to the information ( Step 1650 ) . In some examples , 
when Step 1630 determines that the entity has permission to 
access the information and has sufficient quota to access the 
information , the flow of process 1600 may continue to allow 
access to the information ( Step 1640 ) . In some examples , 
when Step 1630 determines that the entity has no permission 
to access the information and / or has insufficient quota to 
access the information , the flow of process 1600 may 
continue to deny access to the information ( Step 1650 ) 
and / or to deny the request ( Step 1750 ) . 
[ 0252 ] In some examples , allowing access to the informa 
tion ( Step 1640 ) may comprise allowing access to the 
information of Step 1610 to the entity of Step 1610 . For 
example , according to the access request and / or the permis 
sion , at least part of the information may be provided , for 
example by providing a memory address of a location in a 
memory unit holding the at least part of the information , by 
transmitting the at least part of the information to the entity 
( for example using communication devices , over a computer 
network , etc . ) , and so forth . In another example , according 
to the access request and / or the permission , at least part of 
the information may be modified , for example according to 
instructions received from the entity . In yet another example , 
according to the access request and / or the permission , at 
least part of the information may be deleted . In another 
example , according to the access request and / or the permis 
sion , at least part of the information may be applied to a 
selected machine learning algorithm , to a selected inference 
model , to a selected computer function , and so forth . Fur 
ther , the resulting outputs may be provided to the entity , for 
example through a memory unit , transmitted using commu 
nication devices , transmitted over a computer network , and 
so forth . In yet another example , according to the access 
request and / or the permission , at least part of the information 
may be used by process 700 , process 800 , process 900 , 
process 1000 , process 1100 , process 1200 , process 1300 , 
process 1400 , process 1500 , process 1700 , process 1800 , 
and so forth . In some examples , Step 1640 may logging the 
allowed access and / or the actual access in logs 660 . 
[ 0253 ] In some embodiments , denying access to the infor 
mation ( Step 1650 ) may comprise withholding and / or for - 
going allowing the access to the information of Step 1610 to 

the entity of Step 1610 . In some examples , Step 1650 may 
log the denied access in logs 660 . In some examples , Step 
1650 may provide an indication associated with the denied 
access , for example to the entity of Step 1610 , to a user , to 
a system manager , and so forth . For example , the provided 
indication may comprise a suggestion to acquire permission 
to access the information , possibly together with informa 
tion on how to acquire the permission , together with a tool 
for acquiring the permission , and so forth . In another 
example , the provided indication may comprise a suggestion 
to contact an owner of the information , possibly together 
with the contact information of the owner ( such as name , 
email , phone number , address , etc . ) , together with a tool for 
contacting the owner , and so forth . 
[ 0254 ] In some examples , the information of Step 1610 
may comprise a dataset , and the indication provided by Step 
1650 may comprise a suggestion of at least one substitute 
dataset ( for example , one substitute dataset may be sug 
gested , a plurality of possible substitute datasets may be 
suggested , and so forth ) . In some examples , the at least one 
substitute dataset may be selected of a plurality of alterna 
tive datasets ( for example , from datasets 610 ) , for example 
based on similarity between the dataset of the information of 
Step 1610 and the alternative datasets . For example , a 
selected number of the most similar datasets of the plurality 
of alternative datasets may be selected as the at least one 
substitute dataset . In another example , all datasets with a 
similarity score higher than a selected threshold may be 
selected as the at least one substitute dataset . For example , 
the similarity between the dataset and an alternative dataset 
may be based on a statistical distance ( such as f - divergence , 
Kullback - Leibler divergence , Hellinger distance , Total 
variation distance , Renyi ' s divergence , Jensen - Shannon 
divergence , Lévy - Prokhorov metric , Bhattacharyya dis 
tance , Kantorovich metric , Tsallis divergence , etc . ) between 
the distribution of elements in the dataset and the distribu 
tion of elements in the alternative dataset . In another 
example , the similarity between the dataset and an alterna 
tive dataset may be based on similarity between annotations 
associated with the dataset and annotations associated with 
the alternative dataset . 
[ 0255 ] In some examples , the information of Step 1610 
may comprise a record of annotations , and the provided 
indication may comprise a suggestion of at least one sub 
stitute record of annotations ( for example , one substitute 
record of annotations may be suggested , a plurality of 
possible substitute records of annotations may be suggested , 
and so forth ) . In some examples , the at least one substitute 
record of annotations may be selected of a plurality of 
alternative records of annotations ( for example , from anno 
tations 620 ) , for example based on similarity between the 
record of annotations of the information of Step 1610 and 
the alternative records of annotations . For example , a 
selected number of the most similar records of annotations 
of the plurality of alternative records of annotations may be 
selected as the at least one substitute record of annotations . 
In another example , all records of annotations with a simi 
larity score higher than a selected threshold may be selected 
as the at least one substitute record of annotations . In another 
example , the similarity between the record of annotations 
and an alternative record of annotations may be based on a 
statistical distance ( such as f - divergence , Kullback - Leibler 
divergence , Hellinger distance , Total variation distance , 
Renyi ' s divergence , Jensen - Shannon divergence , Lévy 
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Prokhorov metric , Bhattacharyya distance , Kantorovich 
metric , Tsallis divergence , etc . ) between the distribution of 
labels in the record of annotations and the distribution of 
labels in the alternative record of annotations . In another 
example , records of annotations with similar and / or identical 
label names and / or tag names to the label names and / or tag 
names of the requested record of annotations may be 
selected as the at least one substitute record of annotations . 
[ 0256 ] FIG . 17 illustrates an example of a process for 
controlling access in a dataset management system using 
quotas . In this example , process 1700 may comprise : obtain 
ing from an entity a request to perform an action in a dataset 
management system ( Step 1710 ) ; selecting a quota record 
associated with the entity ( Step 1720 ) ; and determining if 
the entity has sufficient quota to perform the action ( Step 
1730 ) . Optionally , based on the determination , process 1700 
may continue . In some examples , when the entity has 
sufficient quota to perform the action , process 1700 may 
allow the request ( Step 1740 ) . In some examples , when the 
entity has insufficient quota to perform the action , process 
1700 may deny the request ( Step 1750 ) . In some implemen 
tations , process 1700 may comprise one or more additional 
steps , while some of the steps listed above may be modified 
or excluded . In some implementations , one or more steps 
illustrated in FIG . 17 may be executed in a different order 
and / or one or more groups of steps may be executed 
simultaneously and vice versa . 
[ 0257 ] In some embodiments , Step 1710 may comprise 
obtaining from an entity a request to perform an action in a 
dataset management system , such as a request to perform an 
action using information from the dataset management sys 
tem ( for example , using at least part of datasets 610 , 
annotations 620 , views 630 , and so forth ) . For example , at 
least part of the request may be read from memory ( such as 
memory units 210 , shared memory modules 410 , and so 
forth ) . In another example , at least part of the request may 
be received from external devices , for example using com 
munication devices ( such as communication modules 230 , 
internal communication modules 440 , external communica 
tion modules 450 , and so forth ) . In some examples , the 
entity may comprise an internal entity , an external entity , a 
user of the dataset management system , an automated pro 
cess ( such as one or more of processes 700 , 800 , 900 , 1000 , 
1100 , 1200 , 1300 , 1400 , 1500 , 1600 and 1800 ) , an external 
device , and so forth . In some examples , the requested action 
may comprise training a machine learning algorithm using 
information from the dataset management system , applying 
information from the dataset management system to an 
inference model , calculating statistics about information 
from the dataset management system , obtaining information 
from the dataset management system , modifying informa 
tion in the dataset management system , storing information 
in the dataset management system , and so forth . 
[ 0258 ] In some embodiments , Step 1710 may further 
comprise verifying the identity of the entity . In some 
examples , the request may be digitally signed ( for example , 
cryptographically ) by the entity , and the digital signature of 
the entity may be authenticated . In some examples , the 
identity of the entity may be authenticated by a third party . 
In some examples , a secure communication line to the entity 
may be used , and the communication line may be verified . 
In some cases , when the verification of the identity of the 
entity fails , process 1700 may forgo the performance of one 
or more steps , such as Step 1720 and / or Step 1730 and / or 

Step 1740 . In some cases , when the verification of the 
identity of the entity fails , process 1700 may deny the 
request , for example using Step 1750 . In some cases , when 
the verification of the identity of the entity fails , process 
1700 may provide a notification , for example in a response 
to the request , to the entity , to a user , to a system manager , 
through logs 660 , and so forth . 
[ 02591 In some embodiments , selecting a quota record 
associated with the entity ( Step 1720 ) may comprise select 
ing a quota record associated with the entity of Step 1710 of 
a plurality of quota records . In some examples , a quota 
record may comprise amounts of remaining quota , obligated 
quota , remaining budget , obligated budget , and so forth . In 
some examples , at least part of the plurality of quota records 
may be stored in memory ( such as memory units 210 , shared 
memory modules 410 , and so forth ) . In another example , at 
least part of the plurality of quota records may be maintained 
by an external device and accessed using communication 
devices ( such as communication modules 230 , internal 
communication modules 440 , external communication mod 
ules 450 , and so forth ) . In some examples , the plurality of 
quota records may be associated with a plurality of entities 
( for example through a data structure , in a database , etc . ) , 
and the quota record associated with the entity of Step 1710 
may be selected ( for example , by retrieving the record from 
the data structure , the database , etc . ) . In some examples , an 
entity may be associated with more than one quota records 
in the plurality of quota records , and Step 1720 may select 
one of the quota records associated with the entity , select the 
quota record with the highest quota of the quota records 
associated with the entity , combine the quota records asso 
ciated with the entity into one quota record , and so forth . In 
some examples , a quota record associated with the entity of 
Step 1710 and the action of Step 1710 may be selected . In 
some examples , a quota record associated with the entity of 
Step 1710 and information associated with the action of Step 
1710 may be selected . For example , each quota record may 
be associated with an entity and / or an action , and a quota 
record associated with the entity and the action may be 
selected . In another example , the requested action may 
comprise training a machine learning algorithm using infor 
mation from the dataset management system , and the 
selected quota record may be associated with the entity of 
Step 1710 and / or the machine learning algorithm and / or the 
information . In yet another example , the requested action 
may comprise applying information from the dataset man 
agement system to an inference model , and the selected 
quota record may be associated with the entity of Step 1710 
and / or the inference model and / or the information . In 
another example , the requested action may comprise calcu 
lating statistics about information from the dataset manage 
ment system , and the selected quota record may be associ 
ated with the entity of Step 1710 and / or the statistical tool 
and / or the information . In yet another example , the 
requested action may comprise accessing information in the 
dataset management system , and the selected quota record 
may be associated with the entity of Step 1710 and / or the 
type of access ( for example , obtaining information , modi 
fying information , deleting information , storing informa 
tion , etc . ) and / or the information and / or the type of infor 
mation . In another example , the requested action may be 
associated with a second entity ( such as an owner and / or a 
creator of information to be used , of an algorithm to be used , 
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etc . ) , and the selected quota record may be associated with 
the entity of Step 1710 and / or the second entity . 
[ 0260 ] In some embodiments , Step 1720 may further 
comprise verifying the selected quota record . In some 
examples , the selected quota record may be digitally signed 
( for example , cryptographically ) by a quota records authen 
ticator , and the digital signature of the quota records authen 
ticator may be verified . In some examples , a secure com 
munication line to a quota records authenticator may be used 
to inquire the quota records authenticator about the quota 
record , and the quota records authenticator may confirm or 
decline the quota record . In some cases , when the verifica 
tion of the quota record fails , process 1700 may forgo the 
performance of one or more steps ( such as Step 1730 and / or 
Step 1740 ) , may deny the request ( for example using Step 
1750 ) , may provide a notification ( for example in a response 
to the request , to the entity , to a user , to a system manager , 
through logs 660 , etc . ) , and so forth . 
[ 0261 ] In some embodiments , determining if the entity has 
sufficient quota to perform the action ( Step 1730 ) may 
comprise using the quota record selected by Step 1720 to 
determine if the entity of Step 1710 has sufficient quota to 
perform the requested action . In some examples , the selected 
quota record may be analyzed to determine if the entity has 
sufficient quota to perform the requested action . In some 
examples , a quota requirement and / or a price associated with 
the requested action may be obtained , and the quota require 
ment and / or price may be compared with the remaining 
quota and / or remaining budget in the quota record to deter 
mine if the entity has sufficient quota to perform the action . 
For example , the quota requirement and / or price associated 
with the requested action may be calculated according to a 
function that estimates quota requirements and / or prices , 
according to a table and / or a data structure that associate 
actions with quota requirements and / or prices , and so forth . 
In another example , the requested action may comprise 
performing a machine learning training task , an estimation 
of the processing resources requirements required for the 
machine learning training task may be obtained ( for 
example , using process 1200 and / or Step 1230 ) , and the 
quota requirement and / or a price associated with the 
requested action may be calculated using the estimated 
processing resources requirements . In yet another example , 
the requested action may comprise a usage of an inference 
model , quota requirement and / or a price associated with the 
requested action may be calculated , for example based on 
the identity of the inference model ( for example according 
to a price list , through a bidding process , etc . ) and / or the 
information required to evaluate the inference model . In 
another example , the requested action may comprise access 
ing information in the dataset management system , quota 
requirement and / or a price associated with the requested 
action may be calculated , for example based on the type of 
requested access ( such as obtaining information , modifying 
information , deleting information , storing information , buy 
ing information ) , the type of information ( data samples , 
annotations , datasets , etc . ) , the amount of information to be 
accessed ( for example , in bytes , megabytes , gigabytes , num 
ber of examples , number of annotations , etc . ) , and so forth . 
The quota requirement and / or a price associated with the 
access to the information may be calculated using a price 
list , through a bidding process , by requesting a quote from 
an external entity ( for example , from an entity associated 
with the information , such as an owner and / or creator of the 

information ) , and so forth . In some examples , the quota 
requirement and / or price may comprise a distribution of 
estimated quota requirements and / or a distribution of esti 
mated prices , a probability that the remaining quota and / or 
the remaining budget in the quota record is sufficient for the 
action may be calculated according to the distributions , the 
calculated probability may be compared with a selected 
threshold , and Step 1730 may determine that the entity has 
sufficient quota to perform the action when the calculated 
probability is higher than the selected threshold . In some 
examples , Step 1730 may further determine if the entity has 
permission to perform the action and / or to access the infor 
mation required for performing the action , for example 
using process 1600 , using Step 1630 , and so forth . 
[ 0262 ] In some examples , when Step 1730 determines that 
the entity has sufficient quota to access the information , the 
flow of process 1700 may continue to allow the request ( Step 
1740 ) . In some examples , when Step 1730 determines that 
the entity has insufficient quota to access the information , 
the flow of process 1700 may continue to deny the request 
( Step 1750 ) . In some examples , when Step 1730 determines 
that the entity has sufficient quota to access the information 
and has permission to access the information , the flow of 
process 1700 may continue to allow access to the informa 
tion ( Step 1740 ) . In some examples , when Step 1730 deter 
mines that the entity has insufficient quota to access the 
information and / or has no permission to access the infor 
mation , the flow of process 1700 may continue to deny the 
request ( Step 1750 ) and / or to deny access to the information 
( Step 1650 ) . 
[ 0263 ] In some embodiments , allowing the request ( Step 
1740 ) may comprise allowing the performance of the action 
of the request of Step 1710 . For example , the action may be 
performed , for example using information from the dataset 
management system ( such as datasets 610 , annotations 620 , 
views 630 , and so forth ) . In another example , access to 
information required for the performance of the action may 
be provided ( for example , using Step 1640 ) . In yet another 
example , according to the request , information from the 
dataset management system ( for example , from datasets 
610 , annotations 620 , views 630 , etc . ) may be applied to a 
selected machine learning algorithm , to a selected inference 
model , to a selected computer function , and so forth . Fur 
ther , the resulting outputs may be provided to the entity , for 
example through a memory unit , transmitted using commu 
nication devices , transmitted over a computer network , and 
so forth . In another example , according to the request , an 
algorithm of algorithms 640 may be used . In yet another 
example , according to the request , a task of tasks 650 may 
be performed . In another example , according to the request , 
a process may be executed ( such as process 700 , process 
800 , process 900 , process 1000 , process 1100 , process 1200 , 
process 1300 , process 1400 , process 1500 , process 1800 , 
and so forth ) . In some examples , Step 1740 may comprise 
logging the allowed request and / or the performance of the 
requested action in logs 660 . In some examples , Step 1740 
may update the quota record selected by Step 1720 . For 
example , the obligated quota and / or the obligated budget of 
the quota record may be updated according to a quota 
requirement and / or a price associated with the allowed 
action ( for example , according to the quota requirement 
and / or price determined by Step 1730 ) , according to an 
estimated quota requirement and / or an estimated price of the 
allowed action ( for example , as estimated by Step 1730 ) , 
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and so forth . In some examples , the remaining quota and / or 
remaining budget of the quota record may be updated 
according to a quota requirement and / or a price associated 
with the allowed action , for example after the performance 
of the action . For example , the actual resources used in the 
performance of the action may be measured , an actual quota 
requirement and / or an actual price may be calculated for the 
action according to the actual resources used , and the 
remaining quota and / or the remaining price may be updated 
according to the actual quota requirement and / or the actual 
price . In another example , the remaining quota and / or the 
remaining price may be updated according to an estimated 
quota requirement and / or an estimated price of the per 
formed action ( for example , as estimated by Step 1730 ) . In 
some examples , once the remaining quota and / or the 
remaining price are updated with respect to a performed 
action , the obligated quota and / or the obligated budget may 
be updated to free the obligation associated with the per 
formed action . 
[ 0264 ] In some embodiments , denying the request ( Step 
1750 ) may comprise denying the request to perform an 
action of Step 1710 . For example , Step 1750 may withhold 
and / or forgo the performance of the action . In another 
example , Step 1750 may withhold and / or forgo allowing 
access to information required for the performance of the 
action ( for example , using Step 1650 ) . In yet another 
example , Step 1750 may remove the requested action from 
a project schedule record , may delete a task associated with 
the requested action from tasks 650 , and so forth . In some 
examples , Step 1750 may log the denied request in logs 660 . 
In some examples , Step 1750 may provide an indication 
associated with the denied request , for example to the entity 
of Step 1710 , to a user , to a system manager , and so forth . 
For example , the provided indication may comprise a sug 
gestion to acquire additional quota and / or to increase the 
budget , possibly together with a tool for acquiring the quota 
and / or for increasing the budget . In another example , the 
provided indication may comprise a suggestion to contact an 
account manager , possibly together with the contact infor 
mation of the account manager ( such as name , email , phone 
number , address , etc . ) , together with a tool for contacting the 
account manager , and so forth . 
[ 0265 ] In some examples , the provided indication may 
comprise a suggestion of at least one substitute action . In 
some examples , the at least one substitute action may be 
selected of a plurality of alternative actions ( for example , 
from algorithm 640 and / or tasks 650 ) , for example based on 
similarity between the requested action of Step 1710 and the 
alternative actions . For example , the most similar action of 
the plurality of alternative actions may be selected as the at 
least one substitute action . In another example , all actions 
with a similarity score higher than a selected threshold may 
be selected as the at least one substitute action . 
[ 0266 ] In some examples , the action of Step 1710 may 
comprise access to a dataset , and the indication provided by 
Step 1750 may comprise a suggestion of at least one 
substitute dataset ( for example , one substitute dataset may 
be suggested , a plurality of possible substitute datasets may 
be suggested , and so forth ) . In some examples , the at least 
one substitute dataset may be selected of a plurality of 
alternative datasets ( for example , from datasets 610 ) , for 
example based on similarity between the dataset associated 
with the action and the alternative datasets . For example , a 
selected number of the most similar datasets of the plurality 

of alternative datasets may be selected as the at least one 
substitute dataset . In another example , all datasets with a 
similarity score higher than a selected threshold may be 
selected as the at least one substitute dataset . For example , 
the similarity between the dataset associated with the action 
and an alternative dataset may be based on a statistical 
distance ( such as f - divergence , Kullback - Leibler diver 
gence , Hellinger distance , Total variation distance , Renyi ' s 
divergence , Jensen - Shannon divergence , Lévy - Prokhorov 
metric , Bhattacharyya distance , Kantorovich metric , Tsallis 
divergence , etc . ) between the distribution of elements in the 
dataset associated with the action and the distribution of 
elements in the alternative dataset . In another example , the 
similarity between the dataset and an alternative dataset may 
be based on similarity between annotations associated with 
the dataset associated with the action and annotations asso 
ciated with the alternative dataset . 

[ 0267 ] In some examples , the action of Step 1710 may 
comprise access to a record of annotations , and the provided 
indication may comprise a suggestion of at least one sub 
stitute record of annotations ( for example , one substitute 
record of annotations may be suggested , a plurality of 
possible substitute records of annotations may be suggested , 
and so forth ) . In some examples , the at least one substitute 
record of annotations may be selected of a plurality of 
alternative records of annotations ( for example , from anno 
tations 620 ) , for example based on similarity between the 
record of annotations associated with the action and the 
alternative records of annotations . For example , a selected 
number of the most similar records of annotations of the 
plurality of alternative records of annotations may be 
selected as the at least one substitute record of annotations . 
In another example , all records of annotations with a simi 
larity score higher than a selected threshold may be selected 
as the at least one substitute record of annotations . In another 
example , the similarity between the record of annotations 
associated with the action and an alternative record of 
annotations may be based on a statistical distance ( such as 
f - divergence , Kullback - Leibler divergence , Hellinger dis 
tance , Total variation distance , Renyi ' s divergence , Jensen 
Shannon divergence , Lévy - Prokhorov metric , Bhattacha 
ryya distance , Kantorovich metric , Tsallis divergence , etc . ) 
between the distribution of labels in the record of annota 
tions associated with the action and the distribution of labels 
in the alternative record of annotations . In another example , 
records of annotations with similar and / or identical label 
names and / or tag names to the label names and / or tag names 
of the requested record of annotations may be selected as the 
at least one substitute record of annotations . 
[ 0268 ] FIG . 18 illustrates an example of a process 1800 for 
maintaining a project schedule in a dataset management 
system . In this example , process 1800 may comprise : 
obtaining a progress update ( Step 1810 ) ; obtaining a project 
schedule record ( Step 1820 ) ; updating the project schedule 
record ( Step 1830 ) ; predicting a delay ( Step 1840 ) ; and 
providing an indication ( Step 1850 ) . In some implementa 
tions , process 1800 may comprise one or more additional 
steps , while some of the steps listed above may be modified 
or excluded . For example , in some cases Step 1840 and / or 
Step 1850 may be excluded from process 1800 . In another 
example , in some cases Step 1810 and / or Step 1820 and / or 
Step 1830 may be excluded from process 1800 . In some 
implementations , one or more steps illustrated in FIG . 18 
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may be executed in a different order and / or one or more 
groups of steps may be executed simultaneously and vice 
versa . 
[ 0269 ] In some embodiments , obtaining a progress update 
( Step 1810 ) may comprise obtaining a progress update 
related to an action , for example related to an action involv 
ing data maintained by a dataset management system . For 
example , such action may comprise performing an algo 
rithm of algorithms 640 and / or a task of tasks 650 , for 
example using data from datasets 610 and / or annotations 
620 and / or views 630 . In some examples , at least part of the 
progress update may be read from memory ( such as memory 
units 210 , shared memory modules 410 , and so forth ) . In 
another example , at least part of the progress update may be 
received from external devices ( for example , from an exter 
nal device performing the action and / or involved in per 
forming the action ) , for example using communication 
devices ( such as communication modules 230 , internal 
communication modules 440 , external communication mod 
ules 450 , and so forth ) . In yet another example , the action 
may comprise performing a process ( such as one or more of 
processes 700 , 800 , 900 , 1000 , 1100 , 1200 , 1300 , 1400 , 
1500 , 1600 and 1700 ) , and in some cases the progress update 
may be obtained from the process and / or from a device 
performing the process . In another example , the progress 
update may be obtained by analyzing log 660 to determine 
a status of an action . In yet another example , logs 660 may 
be updated according to the progress update . 
[ 0270 ] In some examples , the progress update may be 
related to an action comprising training of a machine learn 
ing algorithm ( for example with selected hyper - parameters ) , 
and the progress update may comprise indications of the 
status of the training . For example , the progress update may 
comprise intermediate results and / or intermediate status of 
the training task , for example as obtained by Step 1310 . In 
some examples , the progress update may be related to an 
action comprising usage of an inference model , for example 
comprising applying information to the inference model , 
and the progress update may comprise indications of the 
status of the action . For example , the information to be 
applied to the inference model may comprise a plurality of 
data - points , and the status may comprise the number and / or 
ratio of data - points already applied to the inference model , 
the number and / or ratio of data - points waiting to be applied 
to the inference model , the outputs ( and / or statistics about 
the outputs ) of the inference model for the data - points 
already applied , and so forth . In some examples , the prog 
ress update may be related to an action comprising mini 
mizing and / or maximizing an objective function ( for 
example , an objective function based on data from datasets 
610 and / or annotations 620 and / or views 630 ) , and the 
progress update may comprise indications of the status of 
the minimization and / or maximization . For example , the 
progress update may comprise intermediate results and / or 
intermediate status of minimization and / or maximization , 
such as objective value , iteration number , gradient at the 
intermediate result , last step size , rate of convergence , and 
so forth . 
[ 0271 ] In some examples , the progress update may com 
prise indications of failures . For example , the progress 
update may comprise error codes and / or logs associated with 
the failure . For example , the failure may be due to a missing 
and / or incompatible software ( for example , missing soft 
ware license , old software version , etc . ) , incompatible hard 

ware ( for example , insufficient memory , missing GPU , etc . ) , 
insufficient available processing resources for a machine 
learning training task ( for example , insufficient for the 
estimated processing resources requirement determined by 
process 1230 ) , and so forth . In another example , the failure 
may be due to missing and / or incompatible and / or insuffi 
cient permission and / or quota , for example as determined by 
process 1600 and / or process 1700 . In yet another example , 
the failure may be due to missing and / or incompatible and / or 
insufficient data ( for example , dataset with too few examples 
for a selected machine learning algorithm , dataset with no or 
insufficient annotations , annotations that are incompatible 
with a training task , and so forth ) . In another example , the 
failure may be due to a failure of a machine learning 
algorithm and / or of an optimization tool to converge . In yet 
another example , the failure may be due to a bug . In another 
example , the failure may be due to bad scaling of informa 
tion . In yet another example , the failure may be due to a 
matrix that is singular or close to singular . 
[ 0272 ] In some embodiments , Step 1810 may determine 
that an amount associated with the progress update is below 
a selected threshold , and in response may withhold and / or 
forgo Step 1820 and / or Step 1830 and / or Step 1840 and / or 
Step 1850 . For example , the progress update may be related 
to training of a machine learning algorithm , and the amount 
associated with the progress update may include an amount 
of change in a value of a loss function , an amount of change 
in the results , a number of iterations of the machine learning 
algorithm , and so forth . In another example , the progress 
update may be related to applying data - points to an infer 
ence model , and the amount associated with the progress 
update may include an amount of data - points applied , a 
number and / or a ration of results of a certain category 
obtained , and so forth . In yet another example , the progress 
update may be related to minimizing and / or maximizing an 
objective function , and the amount associated with the 
progress update may include an amount of change in a value 
of an objective function , an amount of iterations performed , 
sizes of last steps , and so forth . 
[ 0273 ] In some embodiments , Step 1820 may comprise 
obtaining a project schedule record . For example , at least 
part of the project schedule record may be read from 
memory ( such as memory units 210 , shared memory mod 
ules 410 , and so forth ) . In another example , at least part of 
the project schedule record may be received from an exter 
nal device , for example using communication devices ( such 
as communication modules 230 , internal communication 
modules 440 , external communication modules 450 , and so 
forth ) . In some examples , Step 1820 may select the project 
schedule record of a plurality of alternative project schedule 
records , for example based on the progress update of Step 
1810 , based on an action and / or a task associated with the 
progress update , based on a type of action and / or a type of 
task associated with the progress update , based on an entity 
associated with the progress update , based on a device 
and / or an entity that provided the progress update , and so 
forth . In some examples , the project schedule record may 
comprise one or more tasks , for example of tasks 650 . In 
some cases , the project schedule record may further detail 
preferred and / required execution details of the tasks , such as 
devices and / or an entities to perform the tasks . In some 
cases , the project schedule record may further comprise 
relations among the tasks . Some examples of relations 
between two tasks may include a task that must finish before 
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the other task begins , a task that can start only after the other 
task is completed , a task that must start before the other task 
begins , a task that can only start after the other task starts , 
a task that can finish only after the other task starts , a task 
that must start before the other task can finish , a task that can 
only finish after the other task is completed , a task that must 
finish before the other task in complete , and so forth . In 
some examples , a task may depend on results and / or inter 
mediate results of another task . For example using the 
results and / or intermediate results as input to the task . In 
another example , the execution of the task may be controlled 
based on the results and / or intermediate results ( for example , 
forgoing the performance of the task in response to some 
results and / or intermediate results , selecting a device to 
perform the task based on the results and / or intermediate 
results , modifying parameters and / or hyper - parameters of 
the task based on the results and / or intermediate results , 
etc . ) , and so forth . 
[ 0274 ] In some examples , the project schedule record may 
comprise one or more tasks of training machine learning 
algorithms ( for example of algorithms 640 ) , for example 
using some selected hyper - parameters and / or using data 
from datasets 610 and / or annotations 620 and / or views 630 . 
In some examples , the project schedule record may comprise 
one or more tasks of using inference models , for example of 
applying data from datasets 610 and / or annotations 620 
and / or views 630 to the inference model . In some examples , 
the project schedule record may comprise one or more tasks 
of performing a process ( such as one or more of processes 
700 , 800 , 900 , 1000 , 1100 , 1200 , 1300 , 1400 , 1500 , 1600 
and 1700 ) . In some examples , the project schedule record 
may comprise one or more tasks of minimizing and / or 
maximizing an objective function , for example using some 
selected optimization method and / or selected hyper - param 
eters for the optimization method . For example , the objec 
tive function may be based on data from datasets 610 and / or 
annotations 620 and / or views 630 . 
[ 0275 ] In some embodiments , updating the project sched 
ule record ( Step 1830 ) may comprise updating the project 
schedule record obtained by Step 1820 based on the progress 
update obtained by Step 1810 . In some examples , the 
updated project schedule record may be stored in memory 
( such as memory units 210 , shared memory modules 410 , 
and so forth ) in addition to or instead of the project schedule 
record obtained by Step 1820 . 
[ 0276 ] In some examples , the updated project schedule 
record may be provided to external devices , for example 
using communication devices ( such as communication mod 
ules 230 , internal communication modules 440 , external 
communication modules 450 , and so forth ) . 
[ 0277 ] In some examples , the progress update may com 
prise an indication of a completion of a task , and in response 
Step 1830 may mark the task as completed in the project 
schedule record and / or logs 660 , mark other tasks as ready 
to be started in the project schedule record and / or cause the 
other tasks to be started ( for example , the other tasks may 
comprise tasks that can start only after the task of the 
progress update is completed ) , signal to some active tasks 
that they may finish ( for example , to active tasks that can 
finish only after the task of the progress update is com 
pleted ) , and so forth . In some examples , the progress update 
may comprise an indication of a beginning of a task , and in 
response Step 1830 may mark the task as started in the 
project schedule record and / or logs 660 , mark other tasks as 

ready to be started in the project schedule record and / or 
cause the other tasks to be started ( for example , the other 
tasks may comprise tasks that can start only after the task of 
the progress update starts ) , signal to some active tasks that 
they may finish ( for example , to active tasks that can finish 
only after the task of the progress update starts ) , and so forth . 
[ 0278 ] In some examples , the progress update may com 
prise results and / or intermediate results of a task , and in 
response Step 1830 may cause the results and / or the inter 
mediate results and / or information based on the results 
and / or information based on the intermediate results to be 
provided to another task ( for example , to be used as input 
data ) . In some examples , the progress update may comprise 
results and / or intermediate results of a task , and Step 1830 
may use the results and / or the intermediate results to control 
the execution of another task ( for example , by updating the 
project schedule record accordingly ) , for example forgoing 
the performance of the other task in response to some results 
and / or the intermediate results , selecting a device to perform 
the other task based on the results and / or the intermediate 
results , setting and / or modifying parameters and / or hyper 
parameters of the other task based on the results and / or the 
intermediate results ( for example , setting hyper - parameters 
of a machine learning algorithm associated with the other 
task ) , and so forth . 
[ 0279 ] In some examples , the progress update may be 
related to an action involving a dataset and / or an annotation , 
such as creating the dataset and / or annotation , modifying the 
dataset and / or annotation , deleting the dataset and / or anno 
tation , using information from the dataset and / or annotation , 
and so forth . Further , project schedule record and / or ele 
ments of a project schedule record that correspond to said 
dataset and / or annotation may be selected by Step 1820 
and / or updated by Step 1830 . For example , an element of a 
project schedule record may be selected of a plurality of 
alternative elements of the project schedule record corre 
sponding to different datasets and / or annotations based on 
the identity of the dataset and / or annotation related to the 
action , and the selected element may be updated according 
to the type of the action , properties of the action , the results 
of the action , and so forth . For example , the action may 
involve addition of elements to the dataset and / or annota 
tion , and the update of the project schedule record and / or the 
element of the project schedule record may be based on the 
number of elements added , the types of added elements , the 
content of the added elements , and so forth . In another 
example , the action may involve deletion of elements from 
the dataset and / or annotation , and the update may be based 
on the number of elements deleted , the types of deleted 
elements , the content of the deleted elements , and so forth . 
In yet another example , the action may involve modifying 
elements in the dataset and / or annotation , and the update 
may be based on the number of elements modified , the types 
of modified elements , the content of the modified elements , 
the modified information , and so forth . In another example , 
the action may involve obtaining information from elements 
in the dataset and / or annotation , and the update may be 
based on the number of elements accessed , the types of 
accessed elements , the content of the accessed elements , and 
so forth . 
[ 0280 ] In some examples , the progress update may be 
related to an action involving training machine learning 
algorithm , possibly training a machine learning algorithm 
using one or more hyper - parameters , for example using data 
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from datasets 610 and / or annotations 620 and / or views 630 . 
Further , a project schedule record and / or elements of a 
project schedule record that correspond to said machine 
learning algorithm and / or said hyper - parameters may be 
selected by Step 1820 and / or updated by Step 1830 . For 
example , an element of a project schedule record may be 
selected of a plurality of alternative elements of the project 
schedule record corresponding to different machine learning 
algorithms and / or different hyper - parameters based on the 
identity of the machine learning algorithm and / or the values 
of the hyper - parameters related to the action , and the 
selected element may be updated according to the type of the 
action , properties of the action , the result of the action , and 
so forth . For example , the progress update may comprise 
intermediate results and / or intermediate status of the training 
task , for example as obtained by Step 1310 , and the update 
of the of the project schedule record and / or the element of 
the project schedule record may be based on the intermedi 
ate results and / or intermediate status , for example updating 
the expected run time of the machine learning training task , 
creating new machine learning training tasks with different 
hyper - parameters , modifying the hyper - parameters of 
machine learning training tasks , ending the machine learn 
ing training task related to the action ( for example , in 
response to a progress update that indicates a failure to 
converge of the machine learning training , to a progress 
update that indicates that the machine learning training task 
is inferior to another machine learning training task , and so 
forth ) , canceling future tasks , and so forth . In another 
example , the progress update may comprise results of the 
training task , for example as obtained by Step 1020 , and the 
update of the of the project schedule record and / or the 
element of the project schedule record may be based on the 
results , for example creating new machine learning training 
tasks with different hyper - parameters , modifying the hyper 
parameters of machine learning training tasks , canceling 
future tasks , and so forth . 
[ 0281 ] In some examples , the progress update may be 
related to an action involving minimizing and / or maximiz 
ing an objective function ( for example , an objective function 
based on data from datasets 610 and / or annotations 620 
and / or views 630 ) . Further , a project schedule record and / or 
elements of a project schedule record that correspond to said 
objective function and / or the optimization method used 
and / or hyper - parameters of the optimization method used 
may be selected by Step 1820 and / or updated by Step 1830 . 
For example , an element of a project schedule record may be 
selected of a plurality of alternative elements of the project 
schedule record corresponding to different objective func 
tions and / or different optimization methods and / or different 
hyper - parameters based on the identity of the objective 
function and / or the optimization method used and / or hyper 
parameters related to the action , and the selected element 
may be updated according to the type of the action , prop 
erties of the action , the result of the action , and so forth . For 
example , the progress update may comprise intermediate 
results and / or intermediate status of the optimization ( such 
as objective value , iteration number , gradient at the inter 
mediate result , last step size , rate of convergence ) , and the 
update of the of the project schedule record and / or the 
element of the project schedule record may be based on the 
intermediate results and / or intermediate status , for example 
updating the expected run time , creating new optimization 
tasks with different objective functions and / or optimization 

methods and / or hyper - parameters , modifying the hyper 
parameters , ending the task related to the action ( for 
example , in response to a progress update that indicates a 
failure to converge of the minimization and / or maximiza 
tion , to a progress update that indicates that the minimization 
and / or maximization task is inferior to another minimization 
and / or maximization task , and so forth ) , canceling future 
tasks , and so forth . 
[ 0282 ] In some examples , the progress update may com 
prise results and / or intermediate results related to an action 
involving some hyper - parameters . Step 1830 may evaluate 
the results and / or intermediate results , possibly in view of 
other results and / or intermediate results involving other 
actions and / or other hyper - parameters . Based on the evalu 
ation , Step 1830 may create new tasks related to other 
hyper - parameters ( for example , in a hyper - parameters 
search scheme ) , delete tasks related to other hyper - param 
eters ( for example , in response to concluding that the results 
and / or intermediate results are satisfying , are a failure , etc . ) , 
and so forth . 
[ 0283 ] In some examples , the progress update may com 
prise indications of failures , and Step 1830 may comprise 
modifying the project schedule record in response to the 
failures . Additionally or alternatively , Step 1830 may pro 
vide a suggestion to correct the cause to the failure , for 
example to a user , to a system manager , to an external 
device , to a different process , and so forth . For example , the 
failure may be due to a missing and / or incompatible soft 
ware ( for example , missing software license , old software 
version , etc . ) , and Step 1830 may modify the project sched 
ule record to use different software , may provide a sugges 
tion to upgrade the software , may provide a suggestion to 
purchase a software license , may provide a suggestion to 
install the software , and so forth . In another example , the 
failure may be due to an incompatible hardware ( for 
example , insufficient memory , missing GPU , etc . ) , and Step 
1830 may modify the project schedule record to use alter 
native device ( for example , choosing the alternative device 
using process 1200 ) , may modify the project schedule 
record to use an algorithm and / or hyper - parameters com 
patible with the available hardware ( for example , using 
process 900 ) , may provide a suggestion to upgrade the 
hardware , and so forth . In yet another example , the failure 
may be due to incompatible and / or insufficient permission , 
and Step 1830 may modify the project schedule record to use 
alternative resources , may provide suggestions using Step 
1650 , and so forth . In another example , the failure may be 
due to insufficient quota , and Step 1830 may modify the 
project schedule record to use alternative resources , may 
provide suggestions using Step 1750 , and so forth . In yet 
another example , the failure may be due to missing and / or 
incompatible and / or insufficient data ( for example , dataset 
with too few examples for a selected machine learning 
algorithm , dataset with no or insufficient annotations , anno 
tations that are incompatible with a training task , and so 
forth ) , and Step 1830 may modify the project schedule 
record to use alternative datasets and / or annotations , may 
suggest alternative datasets and / or annotations ( for example 
using Step 1650 and / or Step 1750 ) , and so forth . In another 
example , the failure may be due to a failure to converge of 
a machine learning algorithm and / or optimization tool , and 
Step 1830 may modify the project schedule record and / or 
provide suggestion to use different machine learning algo 
rithm , different optimization tool , different initialization , 
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different hyper - parameters , and so forth . In yet another 
example , the failure may be due to a bug , and Step 1830 may 
modify the project schedule record and / or provide sugges 
tion to use a different software package and / or a different 
software routine . In another example , the failure may be due 
to a bad scaling of information , and Step 1830 may modify 
the project schedule record and / or provide suggestion to use 
different scaling . In yet another example , the failure may be 
due to a matrix that is singular or close to singular , and Step 
1830 may modify the project schedule record and / or provide 
suggestion to use different information and / or different 
method . 
[ 0284 ] In some embodiments , predicting a delay ( Step 
1840 ) may comprise analyzing project schedule records to 
predict delays , for example in response to modification of 
the project schedule records by Step 1830 , periodically , and 
so forth . For example , project schedule records may com 
prise a machine learning training task and a corresponding 
desired finish time for the task , and Step 1840 may predict 
that the running time of the machine learning training task 
will cause a change in the finish time ( compared to the 
desired finish time , such as a delay , advance , etc . ) , for 
example using estimated processing time obtained using 
process 1200 . In another example , process 1200 may pro 
vide a distribution of estimated processing times , and a 
probability of delay and / or a probability of a delay longer 
than a selected threshold may be calculated according to the 
distribution . In yet another example , project schedule 
records may comprise two tasks , where the start and / or 
finish of the second task depends on the start and / or finish 
time of the first task , and Step 1840 may predict a delay in 
the second task in response to a progress update obtained by 
Step 1810 that indicates a delay in the first task . In some 
examples , Step 1840 may determine that the predicted delay 
is shorter than a selected threshold and / or that the probabil 
ity of delay is below a selected threshold and / or that the 
probability of a delay longer than a first select threshold is 
below a second selected threshold , and in response withhold 
and / or forgo Step 1850 . 
[ 0285 ] In some embodiments , providing an indication 
( Step 1850 ) may comprise providing an indication in 
response to a delay predicted by Step 1840 . For example , the 
indication may be provided to a user , to a system manager , 
to an external device , to a different process , and so forth . In 
some examples , the indication may comprise identifying 
information of the delayed task , a description of the cause to 
the delay , an estimated length of delay , a suggestion to 
modify one or more aspects of the project schedule records 
in response to the delay ( for example , to avoid the delay ) , 
and so forth . For example , the indication may comprise a 
suggestion to modify a task by replacing a first machine 
learning algorithm and / or a first set of hyper - parameters 
with a second machine learning algorithm and / or a second 
set of hyper - parameters , for example by selecting machine 
learning algorithm and / or set of hyper - parameters that is 
predicted to take shorter processing time . In another 
example , the indication may comprise a suggestion to 
replace a usage of a first device with a usage of a second 
device , for example with a more powerful device that is 
predicted to finish the task faster . In yet another example , the 
indication may comprise a suggestion to replace a usage of 
a first inference model with a second inference model , for 
example using process 900 . In another example , the indica 
tion may comprise a suggestion to replace the usage of one 

dataset with another dataset , replace the usage of a first set 
of annotations with a second set , and so forth , for example 
with smaller datasets and / or annotations that are predicted to 
shorten the processing time . 
What is claimed is : 
1 . A system for generating descriptors of artificial neural 

networks , the system comprising : 
at least one storage device configured to store an artificial 

neural network ; and 
at least one processor configured to : 

analyze the artificial neural network to obtain a plural 
ity of segments of the artificial neural network , each 
segment comprises one or more artificial neurons ; 

for each segment , calculate a descriptor of the segment 
using values associated with the one or more artifi 
cial neurons of the segment ; and 

compile a descriptor of the artificial neural network 
using at least part of the plurality of calculated 
descriptors of the segments . 

2 . The system of claim 1 , wherein the values associated 
with the one or more artificial neurons comprises at least one 
of outputs of the one or more artificial neurons for selected 
inputs , parameters of the one or more artificial neurons , and 
hyper - parameters associated with the one or more artificial 
neurons . 

3 . The system of claim 1 , wherein calculating the descrip 
tor of the segment comprises using a hash function of at least 
part of the values associated with the one or more artificial 
neurons . 

4 . The system of claim 1 , wherein calculating the descrip 
tor of the segment comprises identifying a property of a 
distribution of at least part of the values associated with the 
one or more artificial neurons . 

5 . The system of claim 1 , wherein compiling a descriptor 
of the artificial neural network comprises constructing a 
graph , where the graph nodes correspond to the plurality of 
segments . 

6 . The system of claim 1 , wherein the at least one 
processor is further configured to compare the descriptor of 
the artificial neural network with a descriptor of a second 
artificial neural network to obtain a matching score . 

7 . The system of claim 6 , wherein the second artificial 
neural network is a result of using a machine learning 
algorithm to update the artificial neural network . 

8 . The system of claim 6 , wherein the at least one 
processor is further configured to : 

receive the artificial neural network from an external 
device using a communication device ; 

compare the matching score with at least one threshold ; 
decide , based on the comparison of the matching score 

and the at least one threshold , to utilize the second 
artificial neural network ; and 

based on the decision to utilize the second artificial neural 
network , transmit the second artificial neural network 
to the external device . 

9 . A method for generating descriptors of artificial neural 
networks , the method comprising : 

analyze the artificial neural network to obtain a plurality 
of segments of the artificial neural network , each seg 
ment comprises one or more artificial neurons ; 

for each segment , calculating descriptor of the segment 
using values associated with the one or more artificial 
neurons of the segment ; and 
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compiling a descriptor of the artificial neural network 
using at least part of the plurality of calculated descrip 
tors of the segments . 

10 . The method of claim 9 , wherein the values associated 
with the one or more artificial neurons comprises outputs of 
the one or more artificial neurons for selected inputs . 

11 . The method of claim 9 , wherein the values associated 
with the one or more artificial neurons comprises parameters 
of the one or more artificial neurons . 

12 . The method of claim 9 , wherein the values associated 
with the one or more artificial neurons comprises hyper 
parameters associated with the one or more artificial neu 
rons . 

13 . The method of claim 9 , wherein calculating the 
descriptor of the segment comprises using a hash function of 
at least part of the values associated with the one or more 
artificial neurons . 

14 . The method of claim 9 , wherein calculating the 
descriptor of the segment comprises identifying a property 
of a distribution of at least part of the values associated with 
the one or more artificial neurons . 

15 . The method of claim 9 , wherein compiling a descrip 
tor of the artificial neural network comprises constructing a 
graph , where the graph nodes correspond to the plurality of 
segments . 

16 . The method of claim 9 , further comprising comparing 
the descriptor of the artificial neural network with a descrip 
tor of a second artificial neural network to obtain a matching 
score . 

17 . The method of claim 16 , wherein the second artificial 
neural network is a result of using a machine learning 
algorithm to update the artificial neural network . 

18 . The method of claim 16 , wherein the descriptor of the 
artificial neural network comprises a first distribution , the 
descriptor of the second artificial neural network comprises 
a second distribution , and comparing the descriptors is based 
on a statistical distance between the first distribution and the 
second distribution . 

19 . The method of claim 16 , further comprising : 
receiving the artificial neural network from an external 

device using a communication device ; 
comparing the matching score with at least one threshold ; 

and 
deciding , based on the comparison of the matching score 

and the at least one threshold , to utilize the second 
artificial neural network ; and 

based on the decision to utilize the second artificial neural 
network , transmit the second artificial neural network 
to an external device . 

20 . A non - transitory computer readable medium storing 
data and computer implementable instructions for carrying 
out a method for generating descriptors of artificial neural 
networks , the method comprising : 

obtaining a plurality of segments of an artificial neural 
network , each segment comprises one or more artificial 
neurons ; 

for each segment , calculating descriptor of the segment 
using values associated with the one or more artificial 
neurons of the segment ; and 

compiling a descriptor of the artificial neural network 
using at least part of the plurality of calculated descrip 
tors of the segments . 


