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SYSTEM AND METHOD FOR ENFORCING 
THE STRUCTURE AND CONTENT OF 
DATABASES SYNCHRONIZED OVER A 

DISTRIBUTED LEDGER 
CROSS REFERENCE TO RELATED 

APPLICATIONS 

[ 0008 ] It is therefore the intention of the present disclosure 
to address the problem of ensuring that a transaction or 
submission containing the data of interest submitted to the 
peer - to - peer network for inclusion in the distributed ledger 
has a format and structure that is agreed upon by participants 
on the peer - to - peer network , in order to ensure that the 
corresponding structure and contents of the plurality of 
databases are consistent , that is to say , that a consistent 
schema for the plurality of databases is defined and updated 
through the distributed ledger under a consensus of the 
peer - to - peer network . 

[ 0001 ] The present application is a continuation of , and 
claims priority of , U . S . non - provisional application Ser . No . 
15 / 449 , 989 , entitled “ System And Method For Enforcing 
The Structure And Content Of Databases Synchronized 
Over A Distributed Ledger ” , filed Mar . 5 , 2017 . The afore 
mentioned United States application is hereby incorporated 
by reference in its entirety . 

SUMMARY 

TECHNICAL FIELD 
[ 0002 ] This disclosure relates to computer systems and 
methods concerned with an addition of data to a plurality of 
databases synchronized through a distributed ledger or 
blockchain , henceforth referred to as the distributed ledger , 
and more specifically to an enforcement of a consensus 
amongst a plurality of participants as to how a schema for 
the plurality of databases will be maintained and / or extended 
via a medium of a network of the plurality of participants 
communicating through the distributed ledger . 

BACKGROUND 
[ 0003 ] Distributed ledgers provided in , for example , a 
peer - to - peer network , such as the distributed ledger used in 
the Bitcoin cryptocurrency system , rely on a consensus 
system agreed upon by participants on the peer - to - peer 
network in order to add blocks of data to the distributed 
ledger . In such systems , participants examine proposed data 
blocks in order to verify that they conform to a network 
agreed standard , rather than relying on a third - party trusted 
central authority to authorize the addition of data . 
[ 0004 ] However , it may be impractical to use a file , in a 
flat - file format , which comprises data of the distributed 
ledger , in order to access the data contained therein effi 
ciently . As a result , those skilled in the art know to imple 
ment a database system to extract the data from the distrib 
uted ledger and insert it into said database system , to 
facilitate searches for specific data entries . 
[ 0005 ] Although the file , which constitutes a chain of data 
comprising the distributed ledger , may have a predetermined 
set of rules for ensuring blocks are added to the file repre 
senting the distributed ledger in a manner accepted by 
participants on the peer - to - peer network , nevertheless some 
of a data of interest encapsulated within a block may take 
many different unspecified or unpredictable formats . 
[ 0006 ] It is currently the case that consensus systems used 
in distributed ledgers specify a format that an encapsulating 
data must take , that is : how a block links to a previous block 
within the chain , what format digital signatures within the 
block should comply with , and how hashes of the data of 
interest should be ordered and structured . However , the 
format of the data of interest encapsulated within the block 
are generally either unrestricted , or restricted at a launch of 
the distributed ledger and subsequently unalterable . 
[ 0007 ] . As a result there is a problem , in that a structure of 
tables within the database used to extract the distributed 
ledger data , and a permitted contents of such tables , are not 
well - defined . 

10009 ] . In accordance with the present disclosure , a solu 
tion is provided for reaching a consensus among network 
connected devices on a peer - to - peer network maintaining 
and extending a distributed ledger , as to what data to add to 
the distributed ledger over time , and in particular what 
format a data representing a database schema and table 
structure of a plurality of databases , constructed and syn 
chronized from contents of the distributed ledger , should 
take . 
[ 0010 ] Distributed ledger data validators , comprising , in a 
preferred embodiment of the present disclosure , a plurality 
of network connected devices participating in maintaining 
and extending the distributed ledger , may receive data and 
messages over the peer - to - peer network , which they may 
package into data blocks for potential inclusion in the 
distributed ledger . 
[ 0011 ] In an embodiment , the plurality of network con 
nected devices , each comprising one or more processors , 
and storage media comprising computer instructions , said 
plurality of network connected devices being connectible via 
a peer - to peer network to each other , are arranged such that 
when computer instructions are executed on the one or more 
processors of a one or more of the plurality of network 
connected devices , operations are caused for reaching a 
consensus for adding a block of data that includes a proposal 
for an extension to or alteration of the database schema to a 
distributed ledger . An addition of the block of data to the 
distributed ledger may constitute an acceptance by the 
plurality of network connected devices of said proposal . 
[ 0012 ] In an embodiment , operations may commence by a 
first of the plurality of network connected devices generating 
a database schema change request message comprising a 
proposed extension to or alteration of the database schema 
that may indicate the intent of said first of the plurality of 
network connected devices to alter or extend the database 
schema of the corresponding plurality of databases . 
[ 0013 ] Subsequently , the first of the plurality of network 
connected devices may transmit the database schema change 
request message , through the use of the peer - to - peer net 
work , to the plurality of network connected devices con 
nected to the peer - to - peer network . 
[ 0014 ] A one or more of the plurality of network con 
nected devices may then proceed by inserting the database 
schema change request message into a block of data con 
forming with a distributed ledger data format accepted by 
the plurality of network connected devices maintaining and 
extending the distributed ledger , and may transmit the block 
of data , through the use of the peer - to - peer network , to the 
plurality of network connected devices . 
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[ 0015 ] If one or more of a plurality of predetermined 
criteria are met , the plurality of network connected devices 
may then append or insert the block of data to the distributed 
ledger . 
[ 0016 ] In an embodiment , one or more of the plurality of 
network connected devices may then proceed by extracting 
the proposed extension to or alteration of the database 
schema from the database schema change request message 
contained in the block of data previously added to the 
distributed ledger and synchronized across the peer - to - peer 
network , and applying the proposed extension to or altera 
tion of the database schema to each of the plurality of 
databases . In this embodiment , one or more of the plurality 
of network connected devices may have its own instance of 
a database . In other embodiments , multiple network con 
nected devices may share one instance of the database . 
[ 0017 ] In an embodiment , if one , more or all of the 
predetermined criteria are not met , the plurality of network 
connected devices may reject the block of data , whereby the 
block of data is not added to the distributed ledger . 
[ 0018 ] In an embodiment , the database schema change 
request message may be digitally signed by the first of the 
plurality of network connected devices using a private key 
of a public / private key pair . The public key of the public / 
private key pair may be publicly associated with the first of 
the plurality of network connected devices . 
10019 ) . We move now to a brief examination of some of the 
predetermined criteria that may include a consensus system 
for the plurality of network connected devices to determine 
if the block of data will be accepted and added to the 
distributed ledger . 
[ 0020 ] In an embodiment , the database schema change 
request message may be deemed valid only if it is included 
in a first block of data of the distributed ledger . The first 
block of data is commonly known to those skilled in the art 
as a genesis block , and may be generated by an originator of 
the distributed ledger . Under this embodiment , the database 
schema would remain fixed for a full lifespan of the dis 
tributed ledger . 
[ 0021 ] In an embodiment , the data block may only be 
added if a specified subset of the plurality of predetermined 
criteria are met . The specified subset may include one , some , 
or all of the plurality of predetermined criteria . 
[ 0022 ] Determining whether the plurality of predeter 
mined criteria are met may be based on a one or more of : a 
previous data contained within the distributed ledger , a data 
contained within the block of data , a data available from a 
public computer server , a data available from a private 
computer server , a relationship between a plurality of data 
fields of the database and a public key of a public / private key 
pair , a consensus between the plurality of network connected 
devices , an authorization by a specific network connected 
device operating on the peer - to - peer network . 
10023 ] In a preferred embodiment , a criterion from the one 
of the plurality of predetermined criteria may based on the 
previous data contained within the distributed ledger . In this 
embodiment , a validity of the criterion may be determined 
by the plurality of network connected devices using a one or 
more computations or transformations of the previous data . 
[ 0024 ] In one embodiment the computation compare the 
value of a hash of some or all of the previous data to 
determine if it matches , exceeds or falls below a target value . 
[ 0025 ] In another embodiment the computation may com 
prise determining a presence of and verifying a validity of a 

digitally signed authorization within the previous data for a 
public key of a public / private key pair . This public key may 
be associated with the first of the network connected 
devices . 
[ 0026 ] In an embodiment , the computation may determine 
an absence of a prior database schema change request 
message within a given subset of the previous data , and 
either rejecting or accepting the block of data based thereon . 
[ 0027 ] In a generalization of the embodiments of the 
disclosure expounded above , the addition of a general data 
may be subjected to the same scrutiny and restrictions as per 
the the database schema change request message , which is 
itself data content submitted to the distributed ledger . 
[ 0028 ] Under this embodiment of the disclosure , a second 
of the plurality of network connected devices may com 
mence by extracting a database schema from the distributed 
ledger . 
[ 0029 ] Subsequently , the second of the plurality of net 
work connected devices may construct a data addition or 
change request message comprising a proposed addition to 
or modification of data , complying with the database schema 
extracted from the distributed ledger . 
[ 0030 ] The second of the plurality of network connected 
devices may then transmit the data addition or change 
request message to the peer - to - peer network . 
[ 0031 ] Subsequently a third of the plurality of network 
connected devices may extract the proposed addition to or 
modification of data from the data addition or change 
request message , and may insert it into a block of data ; and 
[ 0032 ] The third of the plurality of network connected 
devices may then submit the block of data to the peer - to - peer 
network for validation and subsequent insertion into the 
distributed ledger . 
[ 0033 ] If a one , more , or all of a plurality of predetermined 
criteria agreed upon by a plurality of network connected 
devices operating on the peer - to - peer network are deter 
mined by the plurality of network connected devices main 
taining and extending the distributed ledger on the peer - to 
peer network to be met , the plurality of network connected 
devices may then insert the block of data into the distributed 
ledger . 
[ 0034 ] Conversely , if one , more or all of the plurality of 
predetermined criteria are not met , the plurality of network 
connected devices may reject the block of data , which is 
therefore not added to the distributed ledger . 
[ 0035 ] In an embodiment , the second of the plurality of 
network connected devices may digitally sign the data 
addition or change request message using a private key of a 
public / private key pair . 
[ 0036 ] In an embodiment , the plurality of predetermined 
criteria utilized by the plurality of network connected 
devices may be include of one or more of : compliance with 
the database schema extracted from the distributed ledger , 
verification of an identity of a submitter of the data addition 
or change request , authorization by a specific node operating 
on the peer - peer network , a result of a computation based on 
a previous data contained within the distributed ledger , a 
result of a computation performed on a data contained 
within the block of data , a result of a computation performed 
on a data available from a public computer server , a result 
of a computation performed on a data available from a 
private computer server , a relationship between a plurality of 
data fields of the database and a public key of a public / 
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[ 0048 ] FIG . 9 is a signal flow diagram providing a general 
overview of a method and apparatus controlling the flow of 
a data message from the first of the plurality network 
connected device to the plurality of network connected 
devices connected via the peer - to - peer network for eventual 
inclusion in the distributed ledger . 

private key pair , a consensus between the plurality of 
participating nodes operating on the peer - to - peer network . 
[ 0037 ] Through these means , the plurality of network 
connected devices and corresponding databases may be 
maintained in a synchronized state , with data added to the 
databases conforming to the database schema stored within 
the distributed ledger . Furthermore , the database schema 
may be altered or extended as per a need of a one or more 
of a plurality of operators of the plurality of network 
connected devices , or as required by an extension of or 
alteration to a format of data to be stored in the plurality of 
databases . 
[ 0038 ] Those skilled in the art will further appreciate the 
advantages and superior features found in this disclosure 
together with other important aspects thereof on reading the 
detailed description that follows in conjunction with the 
drawings . 

BRIEF DESCRIPTION OF THE DRAWINGS 
[ 0039 ] The components in the figures are not necessarily 
to scale , emphasis instead being placed upon illustrating the 
principles of the present disclosure . In the figures , like 
reference numerals designate corresponding parts through 
out the different views . 
[ 0040 ] FIG . 1 illustrates a peer - to - peer network with a 
plurality of network connected devices connected to the 
peer - to - peer network , and a plurality of associated data 
bases , in accordance with an embodiment of the present 
disclosure . 
[ 0041 ] FIG . 2 illustrates a network connected device and 
associated database that may be utilized in the generation 
and submission of a database schema change request mes 
sage , in accordance with an embodiment of the present 
disclosure . 
[ 0042 ] FIG . 3 is a block diagram illustrating a structure of 
a possible embodiment of a database schema change request 
message , in accordance with an embodiment of the present 
disclosure . 
[ 0043 ] FIG . 4 is a signal flow diagram providing a general 
overview of a method and apparatus controlling the flow of 
the database schema change request message data from the 
first of the plurality of network connected devices to the 
plurality of network connected devices connected via the 
peer - to - peer network for eventual inclusion in the distrib 
uted ledger . 
[ 0044 ] FIG . 5 is a diagram presenting a commencement or 
genesis of a distributed ledger by a network connected 
device with an associated database , and includes the addi 
tion of an initial database schema in a first block of the 
distributed ledger . 
[ 0045 ] FIG . 6 is a diagram illustrating a new network 
connected device joining the distributed ledger , extracting 
database schema change requests , and constructing a com 
plete database schema to apply to an associated database . 
[ 0046 ] FIG . 7 is a diagram illustrating a new network 
connected device constructing a complete database scheme 
from a plurality of data sources . 
[ 0047 ] FIG . 8 is a diagram illustrating a network con 
nected device submitting a database change request message 
to the peer - to - peer network , and a second network connected 
device on the peer - to - peer network encapsulating the data 
base change request message in a data block and appending 
it to the distributed ledger . 

DETAILED DESCRIPTION 
[ 0049 ] Aspects of this disclosure will be described in the 
context of an exemplary system of a plurality of network 
connected devices communicating through the medium of a 
peer - to - peer network system 100 , thereby implementing a 
distributed ledger , as shown schematically in FIG . 1 . 
[ 0050 ] As depicted , a peer - to - peer network 108 is embod 
ied within a packet switched network 101 , through the 
interconnection of the plurality of network connected 
devices on the peer - to - peer network 108 . 
[ 0051 ] A network connected device 102 may connect to 
the peer - to - peer network through a direct connection to the 
packet switched network with a wired connection , or 
through a wireless connection by association with a wireless 
access point , a cellular base station , a Bluetooth connection , 
or other means of connection . 
[ 0052 ] Other devices connected to the peer - to - peer net 
work may include network connected devices acting as a 
communication node , for example network connected 
device 105 whose role is to maintain a list of other devices 
connected through the peer - to - peer network , and to forward 
on received network messages to those devices on the list , 
possibly independently , or possibly as a response to a 
request from another network connected device . As one 
skilled in the art will be aware , no individual communication 
node is required to have a complete list of all devices , as the 
process of peer - to - peer networking only requires that a 
union of a set of all communication nodes contains a 
complete list of all devices on the peer - to - peer network , and 
for every pair of network connected devices there is a 
network route from one device to the other , possibly via a set 
of one or more nodes . Therefore , the only requirement to be 
a participant on the peer - to - peer network is to establish a 
connection to one or more of the communication nodes on 
said network 
0053 ] . Further devices connected via the peer - to - peer net 

work may include one or more network connected devices 
104 , 106 , 107 , each acting as a database synchronization 
node or a validator node , whose role may be to act as a 
communication node , and may also be to receive database 
schema change request messages and other transaction or 
data messages from the peer - to - peer network , process them 
according to the methods and processes to be described 
further below , and transmitting the results of said processing 
back to the peer - to - peer network for potential inclusion in 
the distributed ledger . 
[ 0054 ] The devices described above may be implemented 
through a system comprising a one or a plurality of : a 
general purpose microprocessor , a digital signal processors 
( DSP ) , an application specific instruction set processor 
( ASIP ) , a field programmable gate array ( FPGA ) , a dedi 
cated application specific integrated chip ( ASIC ) , or other 
equivalent integrated or discrete logic circuitry and periph 
eral circuitry , connected to a tangible storage medium con 
taining instructions which when executed effect methods 
and techniques described below . The techniques addition 
ally , or alternatively , may be realized at least in part by a 
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computer - readable communication medium or record car - 
rier , that carries or communicates code in the form of 
instructions or data structures and that can be accessed , read , 
and / or executed by a computer . 
[ 0055 ] Returning to network connected device 102 , said 
network connected device may be connected to a database 
112 , said database 112 either embodied within the network 
connected device 102 and communicated to through a 
network bus within the network connected device 102 , or in 
an instantiation on a separate device or machine communi 
cated to through an external packet - switched network con 
nection , either on a local area network or wide area network , 
an external serial connection , through a wireless connection 
by association with a wireless access point , a cellular base 
station , a Bluetooth connection , or other means of connec 
tion . 
10056 ) Similarly , the network connected device 104 may 
be connected to a separate database 114 through any of the 
aforementioned connection systems as described in [ 0055 ] . 
[ 00571 Both network connected device 106 and network 
connected device 107 may be connected to a same database 
116 , each through any of the aforementioned connection 
systems as described in [ 0055 ] , and may use any traditional 
synchronization methods as known to those skilled in the art 
of database synchronization for ensuring that records stored 
in the same database 116 may not be added or edited in a 
conflicting manner by either network connected device 106 
or 107 . 
[ 0058 ] An embodiment of the network connected device 
102 is presented in FIG . 2 , and is now discussed in further 
detail . The network connected device 102 may include a one 
or more central processing units ( CPU ) 202 capable of 
executing instructions stored in a memory 204 , and control 
ling other peripheral components through drivers 206 stored 
within the memory 204 . 
[ 0059 ] Further storage 212 may be present , which may 
contain a cryptographically secure partition or component 
214 , where cryptographic keys may be securely stored . 
10060 ] The network connected device 102 may connect to 
the packet switched network through a network module 208 , 
which may consist of a direct wired connection to the packet 
switched network through a cable 210 . In a different 
embodiment , the network module 208 may contain wireless 
components comprising one or more wireless modules 
implemented in firmware or hardware , including a wireless 
local area network ( WLAN ) unit such as a Wi - Fi adapter 
utilizing an 802 . 11 protocol , a wireless wide area network 
( WWAN ) unit such as Global System for Mobile commu 
nications ( GSM ) , Long Term Evolution ( LTE ) , or other 
cellular wireless data communication system , or a Bluetooth 
unit . The wireless components may provide network con 
nectivity to a packet switched network and hence to the 
peer - to - peer network for the network connected device . 
[ 0061 ] Components comprising the network connected 
device 102 may communicate through a bus 216 , which may 
be implemented as a peripheral component interconnect 
express ( PCIe ) bus , a universal serial bus ( USB ) , a universal 
asynchronous receiver / transmitter ( UART ) serial bus , a suit 
able advanced micro - controller bus architecture ( AMBA ) 
interface , a serial digital input output ( SDIO ) bus , or other 
equivalent interface . 
[ 0062 ] The network connected device 102 may , in some 
embodiments , include an interface 218 to permit communi 
cation with a database 112 . In one possible embodiment , the 

database 112 may be external to the network connected 
device 102 , and may be communicated with through a 
connecting cable 220 . The connectivity may be imple 
mented through an ethernet connection , a PCIe bus , a USB , 
a UART serial bus , a suitable AMBA interface , an SDIO bus , 
or other equivalent interface . In other embodiments , the 
database may be connected through a wireless connection , 
for example a WLAN unit such as a Wi - Fi adapter utilizing 
an 802 . 11 protocol , a WWAN unit such as GSM , LTE , or 
other cellular wireless data communication system , or a 
Bluetooth unit . In yet further embodiments of the system the 
database may be internal to the network connected device , 
and implemented entirely through software stored in storage 
212 and / or memory 204 , executed by the CPU 202 , and 
communicating through the bus 216 . 
[ 0063 ] In an embodiment , the network connected device 
102 may submit a database schema change request message 
300 to the peer to peer network 108 , a possible structure of 
which is described in FIG . 3 . 
10064 ] . The database schema change request message 300 
may include a database schema change request message 
header . The database schema change request message 
header 302 may include a marker indicating that the rest of 
the message contains database schema change data , and 
other header information such as a length of the message and 
a version number of the message . 
10065 ] . The database schema change request message 300 
may include a time stamp 304 , which in one embodiment 
may be used to indicate from what point in time the database 
schema change request message 300 is to be considered 
valid . Through these means it may be possible to register a 
database schema change request on the network with a 
future validity period , for example by specifying the time 
stamp as a future time . In another embodiment the time 
stamp may be a current time , thereby initiating authorizing 
the database schema change at the point the database schema 
change request message 300 is sent , or at a fixed predeter 
mined time after the database schema change request mes 
sage 300 is sent . 
[ 0066 ] The database schema change request message 300 
may include a database schema change data 306 , which may 
describe the addition , alteration or deletion of a database 
schema . The database schema change data may be included 
in binary format , in JavaScript Object Notation ( JSON ) , in 
Structured Query Language ( SQL ) , in Extensible Markup 
Language ( XML ) , or in another data format recognizable by 
a database as encoding a description of , extension to , 
alteration of or deletion of one or more of a plurality of 
structures , data tables , data descriptions and / or data format 
restrictions applicable to the database . Those skilled in the 
art will recognize that a database schema change description 
may include the initialization of a database structure as well 
as the alteration or addition to an existing database structure . 
[ 0067 ] Those skilled in the art will be aware that a 
database contains a description of a structure of the database , 
known as a database schema , and which represents a logical 
view of the entire database . It may describe how data is 
organized and how the relationship between various ele 
ments of data is defined . The database schema may formu 
late all the constraints that are to be applied to the data . 
[ 0068 ] The database schema may define entities that con 
stitute the components of the database and the relationship 
between them , and may contain a detailed description of the 
database , which may be depicted by a schema diagram . 
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[ 0069 ] For example , the database schema may define a set 
of database tables , each containing a set of data fields , some 
of which may be restricted to only containing data in one of : 
a text format , a numerical formal , a numerical format 
restricted to integer values , a numerical format restricted to 
values less than or greater than a prescribed value , a discrete 
list of values that a given data value may be chosen from , a 
Boolean value , a specified length of a data field , a specified 
checksum that a data must satisfy , or some other data value 
or data structure . 
[ 0070 ] The database schema change data 306 may include 
a description of how a given structure described by the 
database schema may be altered . For example , if the data 
base schema restricts a length of a data field to a given 
number of characters , the database schema change data 306 
may alter the restriction to increase or to decrease the length 
of the data field . Similarly , if the database schema restricts 
a data field to only contain numerical data , another element 
of the database schema change data 306 may alter this to 
allow text to be contained in data stored under the data field . 
In a further example , the database schema may restrict a data 
field to contain Elliptic Curve Digital Signature Algorithm 
( ECDSA ) key data , and the database schema change data 
306 may alter this to restrict the data field to contain 
ElGamal key data . In general the database schema change 
data 306 may contain data pertaining to instructions to alter 
any restriction on any data field as defined by the current 
database schema to any other restriction , or even the absence 
of a restriction , thus changing the underlying database 
schema . 
[ 0071 ] In another example , the database schema may link 
a one data table to another data table . For example , a first 
data table may contain a list of options , and a second data 
table may contain data including a field whose value is to be 
selected from the list of options provided in the first data 
table . The database schema change data 306 may , in this 
example , contain an instruction to allow the field in the 
second data table to also contain a value selected from a 
differing table containing a differing list of options . 
[ 0072 ] In another example , the database schema may be 
non - existent , and the database schema change data 306 may 
contain a set of instructions that define a complete initial 
database schema , thus initializing the database system . 
[ 0073 ] The database schema change request message 300 
may include another data payload 308 , which may include 
but is not limited to : at least one row of data to be inserted 
into a database , an information or meta - data relating to the 
submitter of the database schema change request message 
300 , a cryptocurrency transaction , an encoding of an execut 
able computer program or smart contract , another distrib 
uted ledger transaction . 
[ 0074 ] The database schema change request message 300 
may include a public key 310 of a public / private key pair 
generated by the network connected device 102 submitting 
the database schema change request message . The public 
key infrastructure or algorithm may be one of ECDSA , 
digital signature algorithm ( DSA ) , Rivest , Shamir , & Adle 
man ( RSA ) , ElGamal , or some other secure asymmetric 
cryptographic key system . 
0075 ] . The database schema change request message 300 
may also include a hash 312 of a data contained in a 
preceding message content . The data to be hashed may 
include one or more of the public key of the public / private 
key pair 310 , the other data payload 308 , the database 

schema change data 306 , the time stamp 304 and / or the 
database schema change request message header 302 . The 
hash may be one of a secure hash algorithm ( SHA ) , RACE 
integrity primitives evaluation message digest ( RIPEMD ) , 
Whirlpool , Scrypt , HAS - 160 , BLAKE , or other crypto 
graphic hash function applied to the preceding content of the 
message . 
[ 0076 ] The database schema change request message 300 
may also include a digital signature 314 , generated using a 
private key of the public / private key pair associated with the 
public key 310 and the hash 312 of the data contained in the 
preceding message content , in order to provide for a veracity 
or an authentication of database schema change request 
message 300 . The digital signature algorithm used may be 
one of ECDSA , DSA , RSA , EIGamal , or some other secure 
asymmetric key digital signing algorithm . 
[ 0077 ] In an embodiment , an authorization , for example a 
second digital signature , may be appended to or inserted into 
the database schema change request message 300 , and may 
include a hash of some or all of the preceding message , and 
the digital signature 314 , generated using a second private 
key of a second public / private key pair , for example a public 
key of an agency or a device providing permission to insert 
a database schema change request message into the distrib 
uted ledger . In this embodiment , the authorization may be 
added at a later stage by one other of the plurality of network 
connected devices . 
[ 0078 ] A high level flow diagram illustrating one possible 
embodiment of the system and steps taken therein is pre 
sented in FIG . 4 . Note that although the embodiment and 
example provided by FIG . 4 is for a generation and inclusion 
of a single database schema change request message in the 
distributed ledger , the same flow diagram and associated 
methods and processes apply to the generation and inclusion 
of multiple database schema change request messages . 
[ 0079 ] A set of multiple database schema change request 
messages may differ from a single database schema change 
request message in that different database schema change 
requests from different network connected devices may be 
packaged into one block of data by a network connected 
device functioning as a validator node 104 for submission to 
the peer - to - peer network and possible inclusion in the dis 
tributed ledger . This allows for more efficient processing of 
multiple database schema change request messages submit 
ted at approximately the same time by , for example , reduc 
ing a data overhead induced by a requirement for header data 
and digital signature data included in the block of data . 
[ 0080 ] From here on “ a database schema change request 
message ” can therefore be equally read as “ multiple data 
base schema change request messages ” . 
[ 0081 ] Note further that an other data not necessarily 
concerned with database schemas may also be generated and 
included in a data block and inserted or appended to the 
distributed ledger following the same methods taught in the 
following paragraphs describing the function and implemen 
tation of the system and method illustrated by FIG . 4 . This 
other data may include further data for inclusion in fields or 
rows of the database , digital key announcement or revoca 
tion messages , cryptographic currency or native asset trans 
action messages , or other general data that may be of interest 
to participants on the peer - to - peer network . 
[ 0082 ] The interaction of the network connected device 
102 with the plurality of network connected devices , and 
specifically a network connected device functioning as a 
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communication node 105 , and the network connected device 
functioning as the validator node 104 , and finally another 
one of the plurality of network connected devices 106 
functioning as a further validator node , is shown . The flow 
of a data comprising the generation of the database schema 
change request message , inclusion in a successfully gener 
ated block of data , and an insertion or appending of said 
block of data to the distributed ledger is also illustrated 
through FIG . 4 . 
[ 0083 ] The successfully generated block of data may 
conform to a definition of acceptable data blocks , as defined 
through a consensus protocol accepted by the plurality of 
network connected devices participating on the peer - to - peer 
network , which may comprise a set of rules and structural 
requirements for such acceptable data blocks . A generated 
block of data may be considered successful if it is confor 
mant with the definition of acceptable data blocks and is 
accepted by , for example , a majority , a predetermined num 
ber or percentage , or a specific subset , of the plurality of 
network connected devices . 
10084 ] A block of data may comprise a binary block , a 
character - based string , or a data structure which may itself 
comprise a collection of keys , values , and other substruc 
tures of data . 
[ 0085 ] The function of generating blocks of data may be 
the encapsulation of data to produce candidates for consid 
eration by the plurality of network in order to be included in 
the distributed ledger . It is through this that the distributed 
ledger may grow in size over time , storing data of interest in 
the process . 
[ 0086 ] Once the network connected device 102 has deter 
mined a need to add , modify or extend the database schema 
of the database associated with the distributed ledger , it may 
generate a database schema change request 402 . The data 
base schema change request may then be encapsulated in a 
network message 404 and sent on to the peer - to - peer net 
work 406 . 
[ 0087 ] The database schema change request may contain 
information on how a structure of and rules applying to the 
database associated with the distributed ledger and contents 
of said database may be changed in order to accommodate 
changing requirements for data storage in the database as 
time progresses . An advantage of this aspect of the disclo 
sure is that distributed ledgers possess features such as 
auditable and tamper - proof data storage that traditional 
databases do not , and by maintaining and altering the 
database schema on the distributed ledger , the advantages of 
these features apply to the database itself . 
[ 0088 ] . The database schema change request may be gen 
erated by including a complete revision of the database 
schema in the database schema change request , or by 
including a list of changes , additions and deletions , known 
to those skilled in the art as “ deltas " , to the database schema . 
[ 0089 ] Once the database schema change request encap 
sulated in the network message has been received by a 
network connected device acting as a communication node 
105 , the communication node 105 may forward the message 
to other network connected devices on the peer - to - peer 
network as per step 408 . Other network connected devices 
may also make requests to the communication node 105 for 
network messages that they have not yet received . Through 
this , the database schema change request encapsulated in the 
network message is forwarded to all interested parties on the 
peer - to - peer network . 

( 0090 ] Through these network interactions , the database 
schema change request encapsulated in the network message 
may arrive at a network connected device acting as a 
validator node 104 . 
[ 0091 ] The validator node 104 may then extract the data 
base schema change request from the network message as 
per step 410 . 
[ 0092 ] The validator node 104 may then inspect the data 
base schema change request , as per step 412 , to determine if 
it satisfies a consensus protocol of the distributed ledger . 
Said consensus protocol may include : compliance with 
authorization protocols , compliance with database schema 
design restrictions , compliance with database data restric 
tions , presence of a valid digital signature , or other distrib 
uted ledger and database schema restrictions . 
[ 0093 ] The consensus protocol may comprise a set of 
rules , data structures and other computational requirements 
that a data submitted to the distributed ledger may be 
required to comply with in order for the data to be accepted 
in to the distributed ledger . The rules may include require 
ments that data may not exceed a given length , that it is 
digitally signed by a submitter of the data , that it is time 
stamped , and so on . The computational requirements may 
include requirements that the data contains short programs 
or scripts which , when executed on any one of the plurality 
of network connected devices return a predetermined result 
or value , for example a value of " true ” , a number of a 
predetermined magnitude , a number exceeding or falling 
below a predetermined value , a public key , or some other 
result . 
100941 . The consensus protocol may be stored in memory 
within the plurality of network connected devices , and may 
comprise instructions that are retrieved and executed by a 
processors within the plurality of network connected 
devices . 
[ 0095 ] The consensus protocol may also comprise data 
that may be retrieved by each of the plurality of network 
connected devices from their respective memories or data 
storage units , and may be compared with data received over 
the network to determine if the rules , data structure require 
ments or computational requirements have been met . 
[ 0096 ] If the validator node 104 determines that the data 
base schema change request does not comply with the 
consensus protocol of the distributed ledger , the validator 
node 104 may proceed to step 414 , and may discard the 
database schema request . 
[ 0097 ] If the validator node 104 determines that the data 
base schema change request does comply with the consensus 
protocol of the distributed ledger , and optionally if the 
database schema change request has not been included in a 
prior block of data , the validator node 104 may proceed to 
step 416 . 
[ 0098 ] In step 416 the validator node 104 may proceed by 
constructing a block of data comprising the database schema 
change request and any other messages that the validator 
node 104 has previously received and that have not yet been 
included in the distributed ledger . The block of data may be 
constructed in a manner that satisfies the consensus protocol 
of the distributed ledger , as is known to those skilled in the 
art . The block of data may also contain other messages and 
elements , for example but not limited to , other database 
schema change requests , financial transaction data , key 
announcement and / or key revocation data , and other data to 
be stored in the distributed ledger . 
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[ 0099 ] The validator node 104 may then transmit the block 
of data containing the database schema change request to the 
peer - to - peer network as per step 418 . 
[ 0100 ] Through transmission to the peer - to - peer network , 
the block of data may arrive at an another network connected 
device 106 , which may constitute a further validator node . 
As marked by step 420 , the other network connected device 
106 may then repeat the same computation as previously 
performed by the previous validator node 104 in step 412 , 
and the computation may return either a successful result 
( Yes ) or a failure ( No ) . 
[ 0101 ] If the computation result of step 420 is a failure 
( No ) , the other network connected device 106 may deter 
mine the block of data generated by the validator node 104 
to not be compliant with the consensus protocol of the 
distributed ledger , and may discard the block , as shown in 
step 422 . 
[ 0102 ] If the computation in step 420 produces a success 
ful result , then the other network connected device 106 may 
determine the block of data generated by the validator node 
104 to be compliant with the consensus protocol of the 
distributed ledger , and may add the block of data to its copy 
of the distributed ledger , as indicated by step 424 . 
[ 0103 ] In FIG . 5 . a system and apparatus for generating an 
initial block of a distributed ledger , also known by those 
skilled in the art as a genesis block , is illustrated . In this 
embodiment , the network connected device 106 with the 
associated database 116 may initiate the creation and run 
ning of the distributed ledger by executing the steps below . 
101041 The network connected device 106 may produce a 
database schema 502 , which may include a description of 
tables , data field links , restrictions and other database 
schema components . 
10105 ] The network connected device 106 may apply the 
database schema 502 to the data in the associated database 
116 , as indicated by a transfer arrow 504 . 
[ 0106 ] . The network connected device 106 may also gen 
erate a genesis block 508 , comprising a database schema 
change request 510 containing the database schema 502 . The 
network connected device 106 may then transmit the genesis 
block onward to a peer - to - peer network as indicated by 
transfer arrow 506 for other network connected devices to 
receive and utilize as a starting block for the distributed 
ledger . 
10107 ] The network connected device 106 , and other net 
work connected devices may then participate in generating 
and adding further distributed ledger blocks 512 , 514 and so 
on , to the distributed ledger . 
[ 0108 ] In FIG . 6 a new network connected device 600 may 
join the distributed ledger and may commence downloading 
distributed ledger blocks of data over the peer - to - peer net 
work , starting with a genesis block 610 , and in this example 
without loss of generality followed by other blocks 614 , 618 , 
622 and 626 in sequence . In other embodiments of the 
disclosure the other blocks of data may be received out of 
order and reassembled into the proper order once received . 
[ 0109 ] For each block downloaded , the new network 
connected device 600 may inspect a block content to deter 
mine if it contains a database schema change request , and 
may extract and store any database schema change request 
discovered , thus generating a set of database schema change 
requests . In this example a block 610 contains a database 
schema change request 612 , a block 614 contains a database 
schema change request 616 , a block 618 contains a database 

schema change request 620 , and a block 626 contains a 
database schema change request 628 . A block 622 contains 
no database schema change request . 
[ 0110 ] The set of database schema requests may then be 
combined , as illustrated by an operation 630 . A later data 
base schema change request may , in some embodiments , 
take precedence over an earlier database schema change 
request . 
[ 0111 ] The result of operation 630 may then result in a 
complete combined database schema 632 , which may rep 
resent a current state of a database schema embodied in the 
distributed ledger , and may be enforced by the new network 
connected device 600 on an associated database 602 . 
[ 0112 ] As has been demonstrated , through the methods 
and systems illustrated in FIG . 6 and the descriptive para 
graphs above concerning it , information may be obtained 
from the distributed ledger by the new network connected 
device 600 to ensure a consistent database schema is applied 
to the associated database 602 . 
10113 ] In FIG . 7 , in an embodiment of the invention , a 
further network connected device 700 may browse the 
distributed ledger 710 and may commence obtaining data 
from one or more data sources in order to construct , through 
a combinatoric function 732 or some other constructive 
and / or additive and / or iterative function , the database 
schema 740 for the database 702 associated with the dis 
tributed ledger 710 . 
[ 0114 ] The further network connected device 700 may 
download data 712 , representing all or part of the database 
schema , from a data source comprising the distributed 
ledger 710 . 
[ 0115 ] The further network connected device 700 may 
download data 716 , representing all or part of the database 
schema , over the network through a file or data transfer 
protocol , from a data source comprising a public computer 
server 714 . 
[ 0116 ] The further network connected device 700 may 
download data 720 , representing all or part of the database 
schema , over the network through a file or data transfer 
protocol , from a data source comprising a private computer 
server 718 . 
[ 0117 ] The further network connected device 700 may 
obtain data 724 , representing all or part of the database 
schema , through an email 722 sent over a public or private 
network . 
[ 0118 ] The data 724 may be contained in the email using , 
for example but not limited to : a Multipurpose Internet Mail 
Extension ( MIME ) type , a text representation within a body 
of the email , a binary attachment , a binary - to - text encoding . 
[ 0119 ] The further network connected device 700 may 
obtain data 728 , representing all or part of the database 
schema , contained within a removable data medium deliv 
ered through another distribution channel . 
[ 0120 ] By way of example , and not limitation , the distri 
bution channel in FIG . 7 may be through postal mail 726 , 
however any suitable physical distribution for delivering the 
removable data medium may suffice , for example through a 
courier , a physical handover or other transfer . 
[ 0121 ] By way of example , and not limitation , the remov 
able data medium in FIG . 7 is represented by a Compact 
Disc - Read Only Memory ( CD - ROM ) 730 placed within an 
envelope and delivered through postal mail , however any 
such removable data medium can comprise a power - backed 
RAM chip , a ROM chip , an EEPROM chip , a non - volatile 
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RAM chip ( NVRAM ) , other optical disc storage , magnetic 
disk storage or other magnetic storage devices , or any other 
medium that can be used to carry or store desired data in a 
permanent or semi - permanent manner and that can be 
accessed by a computer . Disk and disc , as used herein , 
includes compact disc ( CD ) , laser disc , optical disc , digital 
versatile disc ( DVD ) , floppy disk and Blu - ray disc , where 
disks usually reproduce data magnetically , while discs 
reproduce data optically with lasers . Combinations of the 
above may also be included within the scope of removable 
data media . 
[ 0122 ] In FIG . 8 a database schema 804 is altered , reduced 
or extended to a new form 806 , transmitted to the peer - to 
peer network 800 , accepted by a one of the plurality network 
connected devices 810 maintaining and extending the dis 
tributed ledger , and encapsulated into a data block 860 , 
which is subsequently appended to the distributed ledger as 
a new block 854 . 
10123 ] . We now examine FIG . 8 in more detail . A network 
connected device 802 may reach a state in which it requires 
an extension to , a reduction of , or an alteration of a database 
schema 804 extracted from the distributed ledger that is 
applied to an associated database 808 . 
( 0124 ] For example , a current database schema may 
restrict the length of a field used for storing customer names 
to a fixed number of characters , but it may be necessary to 
add a new customer with a name longer than that fixed 
number to the database , requiring a change to the current 
database schema to allow longer entries in the field . 
[ 0125 ] In another example , the current database schema 
may provide details for a table used to store addresses , and 
the table may not contain a column for storing the country 
of the addresses . It may be necessary to add an address in a 
country different from all previous addresses , requiring a 
change to the current database schema to add an extra 
column for storing an address country . 
[ 0126 ] . The current state of the art either restricts a struc 
ture for data stored in the distributed ledger to a fixed format 
that cannot be subsequently changed , or allows any format 
of data to be stored in the distributed ledger . An advantage 
of this disclosure is that it describes how a distributed ledger 
may be initiated with a restricted structure for data to be 
stored in the distributed ledger , but how that structure may 
subsequently be altered as the need arises . 
[ 0127 ] In FIG . 8 the network connected device 802 may 
generate a database schema change request 806 that embod 
ies the required extension to , reduction of or alteration of the 
database schema , as disclosed above . 
10128 ] In one embodiment of the disclosure , a human 
operator of the system may decide that the database schema 
should be changed , and may trigger a generation of the 
database schema change request 806 through , for example , 
a user interface , by selecting a new representation of a state 
of the database schema . 
[ 0129 ] In another embodiment of the disclosure , a sensor 
enabled device may trigger the generation of the database 
schema change request 806 through , for example , a genera 
tion and submission of sensor data in a new format to the 
plurality of network connected devices , and a one of the 
plurality of network connected devices may in response 
generate the database schema change request 806 to accom 
modate the new format . 
0130 ] In another embodiment of the disclosure , an auto - 

matically generated value may trigger the generation of the 

database schema change request 806 , for example a counter 
may roll over to a larger size , requiring a larger data field to 
accommodate a new larger counter value . The submission of 
the counter in a larger format to the plurality of network 
connected devices may then cause a one of the plurality of 
network connected devices to generate the database schema 
change request 806 in response in order to accommodate the 
new larger value . 
[ 0131 ] The network connected device 802 may then trans 
mit the database schema change request 806 to the peer - to 
peer network 800 . 
[ 0132 ] The one of the plurality of network connected 
devices 810 , which may store a database schema 812 that 
includes a copy of the database schema 804 , as both were 
previously extracted from the distributed ledger , and may be 
applying the database schema 812 to an associated database 
814 , may receive the database schema change request 806 
and examine it . 
[ 0133 ] The one of the plurality of network connected 
devices 810 may then determine that the database schema 
change request complies with the consensus protocol 
accepted by the plurality of network connected devices 
participating in maintaining and extending the distributed 
ledger , and may therefore insert a copy of the database 
schema change request , said copy denoted by 862 , into a 
block candidate 860 for a next addition to the distributed 
ledger . 
[ 0134 ] If the plurality of network connected devices on the 
peer - to - peer network 800 accept the block candidate 860 , it 
may then be appended to a head block 850 of the distributed 
ledger , taking a position indicated by 854 . 
10135 ] . We proceed now to examine how the plurality of 
network connected devices may determine if a block can 
didate and encapsulated database schema change request 
may satisfy a set of distributed ledger and schema restric 
tions . This determination is described as a consensus pro 
tocol . An embodiment of this disclosure may utilize one , 
some or all of the aspects of the consensus protocols 
described below , or other aspects of consensus protocols 
commonly known to those skilled in the art . 
[ 0136 ] In an embodiment , the consensus protocol may 
allow database schema change requests to be submitted by 
any participant on the distributed ledger , and the plurality of 
network connected devices may accept any such database 
schema change . 
[ 0137 ] At the other end of the spectrum , the consensus 
protocol many limit database schema change requests to at 
least an initial database schema specified in a first block of 
the distributed ledger . 
[ 0138 ] In another embodiment , the consensus protocol 
may include the acceptance of database schema change 
requests only if submitted by an authorized network con 
nected device , and in some embodiments if digitally signed 
by said authorized network connected device . 
[ 0139 ] In another embodiment , the consensus protocol 
may include only accepting a database schema change 
request if no prior database schema change request has been 
submitted within : a predetermined number of blocks , a 
predetermined time , an other condition . 
[ 0140 ] In another embodiment , the consensus protocol 
may depend on a retrieved data from a public computer 
server or a private computer server , or a combination of 
both , and performing a calculation on or a comparison 
between the retrieved data and the database schema change 
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request to determine if the database schema change request 
may be included in the distributed ledger . The retrieved data 
may , for example , include a published schema specification . 
[ 0141 ] A high level flow diagram illustrating data submit 
ted to the distributed ledger and validated against the data 
base schema represented in the distributed ledger is pre 
sented in FIG . 9 . Note that although the embodiment and 
example provided by FIG . 9 is for a generation and inclusion 
of a single data message in the distributed ledger , the same 
flow diagram and associated methods and processes apply to 
the generation and inclusion of multiple data messages . 
From here on “ a data message " can be equally read as 
" multiple data messages ” . 
[ 0142 ] The interaction of the network connected device 
102 with the plurality of network connected devices , and 
specifically a network connected device functioning as a 
communication node 105 , and a network connected device 
functioning as a validator node 104 , and finally another one 
of the plurality of network connected devices 106 function 
ing as a further validator node , is shown . The flow of a data 
comprising the generation of the data message , inclusion in 
a successfully generated block of data , and an insertion or 
appending of said block of data to the distributed ledger is 
also illustrated through FIG . 9 . 
[ 0143 ] Once the network connected device 102 has deter 
mined a need to add data to the distributed ledger , it may 
generate a data message 902 . The data message may then be 
encapsulated in a network message 904 and sent on to the 
peer - to - peer network 906 . 
[ 0144 ) Once the data message encapsulated in the network 
message has been received by a network connected device 
acting as a communication node 105 , the communication 
node 105 may forward the message to other network con 
nected devices on the peer - to - peer network as per step 908 . 
Other network connected devices may also make requests to 
the communication node 105 for network messages that they 
have not yet received . Through these means , the database 
schema change request encapsulated in the network message 
is forwarded to all interested parties on the peer - to - peer 
network . 
[ 0145 ] Through these network interactions , the data mes 
sage encapsulated in the network message may arrive at a 
network connected device acting as a validator node 104 . 
[ 0146 ] The validator node 104 may then extract the data 
message from the network message as per step 910 . 
[ 0147 ] The validator node 104 may then inspect the data 
message , as per step 912 , to determine if it satisfies the 
consensus protocol of the distributed ledger . Said consensus 
protocol may include : compliance with authorization pro 
tocols , compliance with database schema design restrictions , 
compliance with database data restrictions , presence of a 
valid digital signature , or other distributed ledger and data 
base schema restrictions . 
[ 0148 ] If the validator node 104 determines that the data 
message does not comply with the consensus protocol of the 
distributed ledger the validator node 104 may proceed to 
step 914 , and may discard the data message . 
[ 0149 ] If the validator node 104 determines that the data 
message does comply with the consensus protocol of the 
distributed ledger , and optionally if the data message has not 
been included in a prior block of data , the validator node 104 
may proceed to step 916 . 
[ 0150 ] In step 916 the validator node 104 may proceed by 
constructing a block of data comprising the database mes 

sage and any other messages that the validator node 104 has 
previously received and that have not yet been included in 
the distributed ledger . The block of data may be constructed 
in a manner that satisfies the consensus protocol of the 
distributed ledger , as is known to those skilled in the art . The 
block of data may also contain other messages and elements , 
for example but not limited to , other data messages , financial 
transaction data , key announcement and / or key revocation 
data , and other data to be stored in the distributed ledger . 
[ 0151 ] The validator node 104 may then transmit the block 
of data containing the data message to the peer - to - peer 
network as per step 918 . 
10152 ] Through transmission to the peer - to - peer network , 
the block of data may arrive at an another network connected 
device 106 , which may constitute a further validator node . 
As marked by step 920 , the another network connected 
device 106 may then repeat the same computation as pre 
viously performed by the validator node 104 in step 912 , and 
the computation may return either a successful result ( Yes ) 
or a failure ( No ) . 
[ 0153 ] If the computation result of step 920 is a failure 
( No ) , the another network connected device 106 may deter 
mine the block of data generated by the validator node 104 
to not be compliant with the consensus protocol of the 
distributed ledger , and may discard the block , as shown in 
step 922 . 
[ 0154 ] If the computation in step 920 produces a success 
ful result , then the another network connected device 106 
may determine the block of data generated by the validator 
node 104 to be compliant with the consensus protocol of the 
distributed ledger , and may add the block of data to its copy 
of the distributed ledger , as indicated by step 924 . 
[ 0155 ] Through these means the data message generated 
in step 902 may be included in the distributed ledger , 
provided it complies with the database schema of the 
distributed ledger . 
[ 0156 ] The technology described herein is operational 
with numerous other general purpose or special purpose 
computing system environments or configurations . 
Examples of well - known computing systems , environments , 
and / or configurations that may be suitable for use with the 
disclosure include , but are not limited to , personal comput 
ers , server computers , hand - held or laptop devices , multi 
processor systems , processor - based systems , programmable 
consumer electronics , network PCs , minicomputers , main 
frame computers , distributed computing environments that 
include any of the above systems or devices , and the like . 
10157 ] . As used herein , instructions refer to computer 
implemented steps for processing information in the system . 
Instructions can be implemented in software , firmware or 
hardware and include any type of programmed step under 
taken by components of the system . 
101581 A processor may be any conventional general pur 
pose single - or multi - chip processor such as a Pentium® 
processor , a Pentium® Pro processor , a 8051 processor , a 
MIPS® processor , a Power PC® processor , or an Alpha® 
processor . In addition , the processor may be any conven 
tional special purpose processor such as a digital signal 
processor or a graphics processor . The processor typically 
has conventional address lines , conventional data lines , and 
one or more conventional control lines . 
[ 0159 ] The system is comprised of various modules as 
discussed in detail . As can be appreciated by one of ordinary 
skill in the art , each of the modules comprises various 
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sub - routines , procedures , definitional statements and mac - 
ros . Each of the modules are typically separately compiled 
and linked into a single executable program . Therefore , the 
description of each of the modules is used for convenience 
to describe the functionality of the preferred system . Thus , 
the processes that are undergone by each of the modules may 
be arbitrarily redistributed to one of the other modules , 
combined together in a single module , or made available in , 
for example , a shareable dynamic - link library . 
[ 0160 ] The system may be used in connection with various 
operating systems such as Linux® , UNIX® or Microsoft 
Windows® . 
[ 0161 ] The system may be written in any conventional 
programming language such as C , C + + , Pascal , or Java , and 
ran under a conventional operating system . C , C + + , Pascal , 
Java , and FORTRAN are industry standard programming 
languages for which many commercial compilers can be 
used to create executable code . The system may also be 
written using interpreted languages such as Perl , Python or 
Ruby , or languages that may either be compiled or inter 
preted , such as BASIC or Lisp . 
[ 0162 ] Those of skill will further appreciate that the vari 
ous illustrative logical blocks , modules , circuits , and algo 
rithm steps described in connection with the embodiments 
disclosed herein may be implemented as electronic hard 
ware , computer software , or combinations of both . To 
clearly illustrate this interchangeability of hardware and 
software , various illustrative components , blocks , modules , 
circuits , and steps have been described above generally in 
terms of their functionality . Whether such functionality is 
implemented as hardware or software depends upon the 
particular application and design constraints imposed on the 
overall system . Skilled artisans may implement the 
described functionality in varying ways for each particular 
application , but such implementation decisions should not 
be interpreted as causing a departure from the scope of the 
present disclosure . 
[ 0163 ] The various illustrative logical blocks , modules , 
and circuits described in connection with the embodiments 
disclosed herein may be implemented or performed with a 
general purpose processor , a DSP , an ASIC , an FPGA or 
other programmable logic device , discrete gate or transistor 
logic , discrete hardware components , or any combination 
thereof designed to perform the functions described herein . 
A general purpose processor may be a microprocessor , but 
in the alternative , the processor may be any conventional 
processor , controller , micro - controller , or state machine . A 
processor may also be implemented as a combination of 
computing devices , e . g . , a combination of a DSP and a 
microprocessor , a plurality of microprocessors , one or more 
microprocessors in conjunction with a DSP core , or any 
other such configuration . 
[ 0164 ] In one or more example embodiments , the func 
tions and methods described may be implemented in hard 
ware , software , or firmware executed on a processor , or any 
combination thereof . If implemented in software , the func 
tions may be stored on or transmitted over as one or more 
instructions or code on a computer - readable medium . Com 
puter - readable media include both computer storage media 
and communication media including any medium that facili 
tates transfer of a computer program from one place to 
another . A storage medium may be any available media that 
can be accessed by a computer . By way of example , and not 
limitation , such computer - readable media can comprise 

RAM , ROM , EEPROM , CD - ROM or other optical disc 
storage , magnetic disk storage or other magnetic storage 
devices , or any other medium that can be used to carry or 
store desired program code in the form of instructions or 
data structures and that can be accessed by a computer . Also , 
any connection is properly termed a computer - readable 
medium . Disk and disc , as used herein , includes compact 
disc ( CD ) , laser disc , optical disc , digital versatile disc 
( DVD ) , floppy disk and Blu - ray disc where disks usually 
reproduce data magnetically , while discs reproduce data 
optically with lasers . Combinations of the above should also 
be included within the scope of computer - readable media . 
[ 0165 ] The foregoing description details certain embodi 
ments of the systems , devices , and methods disclosed 
herein . It will be appreciated , however , that no matter how 
detailed the foregoing appears in text , the systems , devices , 
and methods can be practiced in many ways . As is also stated 
above , it should be noted that the use of particular termi 
nology when describing certain features or aspects of the 
disclosure should not be taken to imply that the terminology 
is being re - defined herein to be restricted to including any 
specific characteristics of the features or aspects of the 
technology with which that terminology is associated . 
[ 0166 ] It will be appreciated by those skilled in the art that 
various modifications and changes may be made without 
departing from the scope of the described technology . Such 
modifications and changes are intended to fall within the 
scope of the embodiments . It will also be appreciated by 
those of skill in the art that parts included in one embodi 
ment are interchangeable with other embodiments ; one or 
more parts from a depicted embodiment can be included 
with other depicted embodiments in any combination . For 
example , any of the various components described herein 
and / or depicted in the Figures may be combined , inter 
changed or excluded from other embodiments . 
[ 0167 ] With respect to the use of substantially any plural 
and / or singular terms herein , those having skill in the art can 
translate from the plural to the singular and / or from the 
singular to the plural as is appropriate to the context and / or 
application . The various singular / plural permutations may 
be expressly set forth herein for sake of clarity . 
0168 ] It will be understood by those within the art that , in 
general , terms used herein are generally intended as “ open ” 
terms ( e . g . , the term " including " should be interpreted as 
" including but not limited to , ” the term “ having ” should be 
interpreted as “ having at least , ” the term “ includes ” should 
be interpreted as “ includes but is not limited to , " etc . ) . It will 
be further understood by those within the art that if a specific 
number of an introduced claim recitation is intended , such 
an intent will be explicitly recited in the claim , and in the 
absence of such recitation no such intent is present . For 
example , as an aid to understanding , the following appended 
claims may contain usage of the introductory phrases " at 
least one ” and “ one or more ” to introduce claim recitations . 
However , the use of such phrases should not be construed to 
imply that the introduction of a claim recitation by the 
indefinite articles “ a ” or “ an " limits any particular claim 
containing such introduced claim recitation to embodiments 
containing only one such recitation , even when the same 
claim includes the introductory phrases “ one or more " or " at 
least one ” and indefinite articles such as “ a ” or “ an ” ( e . g . , 
“ a ” and / or " an ” should typically be interpreted to mean " at 
least one ” or “ one or more ” ) ; the same holds true for the use 
of definite articles used to introduce claim recitations . In 
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addition , even if a specific number of an introduced claim 
recitation is explicitly recited , those skilled in the art will 
recognize that such recitation should typically be interpreted 
to mean at least the recited number ( e . g . , the bare recitation 
of “ wo recitations , " without other modifiers , typically 
means at least two recitations , or two or more recitations ) . 
Furthermore , in those instances where a convention analo 
gous to at least one of A , B , and C , etc . ” is used , in general 
such a construction is intended in the sense one having skill 
in the art would understand the convention ( e . g . , " a system 
having at least one of A , B , and C ” would include but not be 
limited to systems that have A alone , B alone , C alone , A and 
B together , A and C together , B and C together , and / or A , B , 
and C together , etc . ) . In those instances where a convention 
analogous to “ at least one of A , B , or C , etc . ” is used , in 
general such a construction is intended in the sense one 
having skill in the art would understand the convention ( e . g . , 
" a system having at least one of A , B , or C ” would include 
but not be limited to systems that have A alone , B alone , C 
alone , A and B together , A and C together , B and C together , 
and / or A , B , and C together , etc . ) . It will be further under 
stood by those within the art that virtually any disjunctive 
word and / or phrase presenting two or more alternative 
terms , whether in the description , claims , or drawings , 
should be understood to contemplate the possibilities of 
including one of the terms , either of the terms , or both terms . 
For example , the phrase " A or B ” will be understood to 
include the possibilities of “ A ” or “ B ” or “ A and B . " 
[ 0169 ] While various aspects and embodiments have been 
disclosed herein , other aspects and embodiments will be 
apparent to those skilled in the art . The various aspects and 
embodiments disclosed herein are for purposes of illustra 
tion and are not intended to be limiting . 
[ 0170 ] As will be appreciated from the above discussion , 
an advantage of the systems and methods of this disclosure 
includes reaching a consensus among peers participating in 
a construction , maintenance and extension of a database 
structure and associated restrictions for a data format , 
namely a database schema , that is applicable to a distributed 
ledger , a distributed immutable shared file , a distributed 
ledger , or a shared peer - to - peer database , in a deterministic 
and objective manner . 

What is claimed is : 
1 . A method for modifying a schema for a database 

maintained using a distributed ledger on a network , in 
response to a submission of a data in a new format , com 
prising : 

determining the new format of the data ; 
generating a schema change request comprising a pro 

posed modification of the schema , the proposed modi 
fication accommodating the new format of the data ; 

adding the schema change request to the distributed 
ledger ; 

extracting the schema change request from the distributed 
ledger ; and 

applying the proposed modification from the schema 
change request to the database . 

2 . The method of claim 1 , wherein the data is submitted 
by a sensor enabled device . 

3 . The method of claim 2 , wherein the schema change 
request is signed using a private key of a public / private key 
pair associated with the sensor enabled device . 

4 . The method of claim 1 , wherein some or all of the 
schema for the database is distributed through distribution 
channels comprising one or more of : 

the distributed ledger , 
a private computer server , 
a public computer server , 
a file distributed through email , 
a file distributed on a removable data medium delivered 

through another distribution channel . 
5 . The method of claim 1 , wherein the schema change 

request is not added to the distributed ledger if a one or more 
predetermined criteria are not met 

6 . The method of claim 5 , wherein the one or more 
predetermined criteria are not met if the schema change 
request is not included in a first data block of the distributed 
ledger . 

7 . The method of claim 5 , wherein determining if some or 
all of the one or more predetermined criteria are met is based 
on a one or more of : 

a result of a computation performed on a previous data 
contained within the distributed ledger , 

a result of a computation performed on a data available 
from a public computer server , 

a result of a computation performed on a data available 
from a private computer server , 

a relationship between a data structure of the database and 
a public key of a public / private key pair , 

a consensus between a plurality of participating nodes 
operating on the network , 

an authorization by a specific node operating on the 
network . 

8 . The method of claim 7 , wherein if a criterion of the one 
or more predetermined criteria is based on the previous data , 
a validity of the criterion is determined using a one or more 
of : 

a hash of some or all of the previous data , 
a presence of a digitally signed authorization within the 

previous data for the public key of the public / private 
key pair , 

an absence of a digitally signed revocation within the 
previous data for the public key of the public / private 
key pair , 

an absence of a prior schema change request within a 
given subset of the previous data . 

9 . A plurality of network connected devices , each com 
prising : one or more processors , and storage media com 
prising computer instructions , said plurality of network 
connected devices being connectible via a network to each 
other , arranged such that when computer instructions are 
executed on the one or more processors of a one or more of 
the plurality of network connected devices , operations are 
caused for reaching a consensus among the plurality of 
network connected devices for modifying a schema for a 
database maintained by the plurality of network connected 
devices using a distributed ledger on a network , in response 
to a submission by a first device of a data in a new format , 
comprising : 

determining the new format of the data , by a second 
device ; 

generating , by the second device , a schema change 
request comprising a proposed modification of the 
schema , the proposed modification accommodating the 
new format of the data ; 
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transmitting the schema change request , by the second 
device , through the network , to the plurality of network 
connected devices ; 

inserting the schema change request into a data block by 
a third device ; 

transmitting the data block , by the third device , to the 
network ; 

adding the data block to the distributed ledger , by the 
plurality of network connected devices ; 

extracting the proposed modification of the schema from 
the schema change request contained in the data block , 
by a one or more of the plurality of network connected 
devices , and 

applying the proposed modification of the schema to the 
database , by the one or more of the plurality of network 
connected devices . 

10 . The plurality of network connected devices of claim 
9 , wherein the first device comprises a sensor enabled 
device . 

11 . The plurality of network connected devices of claim 
10 , wherein the schema change request is signed using a 
private key of a public / private key pair associated with the 
first device . 

12 . The plurality of network connected devices of claim 
9 , wherein some or all of the schema for the database is 
distributed to the plurality of network connected devices 
through distribution channels comprising one or more of : 

the distributed ledger , 
a private computer server , 
a public computer server , 
a file distributed through email , 
a file distributed on a removable data medium delivered 

through another distribution channel . 
13 . The plurality of network connected devices of claim 

9 , wherein the data block is not added to the distributed 
ledger by the one or more of the plurality of network 
connected devices if a one or more predetermined criteria 
are not met . 

14 . The plurality of network connected devices of claim 
13 , wherein the one or more predetermined criteria are 
determined not to be met , by the plurality of network 

connected devices , if the schema change request is not 
included in a first data block of the distributed ledger . 

15 . The plurality of network connected devices of claim 
13 , wherein determining by the plurality of network con 
nected devices if the one or more predetermined criteria are 
met is based on a one or more of : 

a result of a computation performed on a previous data 
contained within the distributed ledger , 

a result of a computation performed on a data contained 
within the data block , 

a result of a computation performed on a data available 
from a public computer server , 

a result of a computation performed on a data available 
from a private computer server , 

a relationship between a data field of the database and a 
public key of a public / private key pair , 

a consensus between the plurality of network connected 
devices , 

an authorization by a specific network connected device 
operating on the network . 

16 . The plurality of network connected devices of claim 
15 , wherein if a criterion from the one or more predeter 
mined criteria is based on the previous data contained within 
the distributed ledger , a validity of the criterion is deter 
mined by the plurality of network connected devices using 
one or more of : 

a hash of some or all of the previous data , 
a presence of a digitally signed authorization within the 

previous data for a public key of the public / private key 
pair , 

an absence of a digitally signed revocation within the 
previous data for the public key of the public / private 
key pair , 

an absence of a prior schema change request within a 
given subset of the previous data . 

17 . The plurality of network connected devices of claim 
9 , wherein the second device comprises the first device . 

* * * * * 


