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{(54) A multi-microprocessor system with confederate processors

{57) A multi-microprocessor architecture with hardware mechanisms and message paths that can
effectively map the software mechanisms of synchronization and Interprocessor Communication primitives
(shared variable and message-based), has been presented. It is claimed that this design could reduce the
memory conflicts arising from busy-wait synchronization, and enables interrupts to be used as signals in
the operations of synchronization and Interprocessor Communication primitives.

A confederate processor (COP) is operative for generating interprocessor interrups and sets up interface
logic of computer modules for broadcasting messages. Each computer module has locations in all mailbox
memories (MM) for messages, task state information and shared variables.
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SPECIFICATION

A multi-microprocessor system with con-
federate processors

1  Background Summary

1.1 Introduction

A multi-microprocessor system compared with
a uniprocessor system, offers attractive per-
formance characteristics like enhanced
throughput, improved functional reliability, and
faster real-time response. However, in the
past, the technological limitations of the 8-bit
microprocessors presented architectural re-
strictions on multi-microprocessor system de-
sign and led to a somewhat limited use of the
multiprocessing technique in real-time applica-
tions in industry. The advent of a new genera-
tion of high performance microprocessors like
M68000/ M68020, iAPX 286/iAPX 386 and
NS 16032/NS 32332 and the increasing avail-
ability of the state of the art single board
computers. with these processors have drama-
tically changed this situation. Today, a multi-
microprocessor system can be implemented
from off-the-shelf plug-on single board com-
puter modules and backplane buses. But de-
spite the advancement in processor and single
board computer technology, some residual
problems need to be resolved in the key areas
like synchronization and interprocessor com-
munication (SIC) before the potential of the
technique is fully realized. Investigations have
shown that (MUHL 80) these problems mani-
fest often as undesirable side effects when
the SIC primitives operate in concurrent task
execution environment. These side effects in-
hibit parallelism and would prevent the system
achieving the linear improvement in perform-
ance expected from the system. Performance
degradation is inevitable since parallelism in
the system architecture and task structure is
greatly undermined by the constraints imposed
by the operations of SIC primitives.

The author believes that the solution lies in
the design of a single board computer with
emphasis on hardware mechanisms and mes-
sage paths that can effectively map the se-
mantics of the SIC primitives on to the sys-
tem at run-time. Thus in the multi-micropro-
cessor_architecture design presented here, an
attempt is made to achieve synergy between
the architecture and the software mechanisms
of the SIC primitives to maximise the perform-
ance.

1.2 The synchronization and interprocessor
communication mechanisms

The issues of synchronization and interpro-
cessor communication result from the oper-
ation of the SIC primitives in a concurrent pro-
cessing environment. This environment is
jointly created and sustained by the underlying
architecture and the software (the user as well
as the embedded kinds). For the purpose of
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considering the issues raised by the operation
of the SIC primitives, let us assume that the
semantics of the primitives are implemented
on a direct shared memory MIMD organisation
(AND 75). Since most of the single board
computers referred to earlier employ the
shared memory approach, discussions centred
on this configuration seem appropriate.

In a real-time task-sharing situation, the rate
of execution of a task in a single board com-
puter module and the instant at which this
task is ready to rendezvous with a cooperat-
ing task (in another computer module) cannot
be estimated in advance. The SIC operations
like the rendezvous mechanism are thus laced
with a high degree of non-determinism. Pro-
cessors hence resort to two kinds of continual
polling such as rendezvous polling and infor-
mation polling to determine the occurrence of
events related to SIC operations (GEH 84). To
carry out these polling operations, the proces-
sors busy wait on the shared memory and the
global bus, thus increasing the traffic on the
system bus (MUHL 80, GEH 84). This in turn
introduces delays in shared data accesses
from other processors and the task communi-
cation delays that ensue would weaken con-
currency and degrade the potential of the sys-
tem.

In the following discussions no distinction is
made between the terms task, processor, or a
processor module, for the purposes of SIC
operations. The terms sender and receiver re-
fer to a sender task or a source processor
and a receiver task or a destination processor
according to the context. Synchronization be-
tween two tasks in initiated and carried
through by the SIC primitives of message
passing or shared variable kind. In the block-
ing form of message passing primitives the
sender waits until the receiver is ready to re-
ceive the message (and data) or the receiver
waits until the sender is ready to send the
message and data. A sender ora receiver
could hence spend a considerable time in a
wait state, doing no useful processing thus
compromising parallelism. The rendezvous
mechanism of ADA and the input and output
commands of CSP (OCCAM) are examples of
this kind of primitives. In the case of non-
blocking primitives it is essential that the sen-
der-to-the receiver message exchange is com-
pleted before the sender changes its state, for
the information contained in the message to
be valid. But delays in the message acquisition
could prevent this to happen, since the mes-
sages at the receiver may be a queue or the
receiver is not looking for the message. That
is, if the message transaction is initiated from
the sender at a time when the receiver is
busy otherwise, the arrival of a message may
not be recognised and considerable delays in
processing the messages would result. Inter-
rupts used as signals in such message transa-
tions pre-empt the task to which they are di-
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" rected, thus changing the state of the task.

10

15

Further, a processor operating in a critical sec-
tion of a task is considered non-interruptible
and hence all but the highest priority interrupt
are masked. Interrupts introduce an additional
degree of non-determinism in a concurrent
processing environment that is already operat-
ing with a high degree of non-deterministic
SIC primitives and the potential programming
difficulties discourage the use of interrupts as
signals in the domain of the SIC primitives.

It is seen from the foregoing that for effec-
tive operation of SIC primitives a task should
have the information about the state of its
communicating partner/s before the start of
the message transaction. This is feasible only

" if @ mechanism exists in each computer mo-
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dule to monitor the states of the tasks in

‘execution in the system. The responsibility of

disseminating task state information can be
entrusted to a second processor in each com-
puter module. This second processor, a micro-
controller, henceforth referred to as a confed-
erate processor, handles chores like polling
and interrupt handling. A second confederate
processor can be added to deal exclusively
with interrupt handling operations, if interrupts

- as signals are found to be useful in mapping

30

35

40

45

50

55

60

65

_the semantics of the SIC primitives efficiently

on to the multi-microprocessor architecture. A
dual-port RAM addressable from the local bus
and the system bus sides in each computer
module can be configured as a mailbox mem-
ory, with specified locations serving as reposi-
tory for messages, information and signals.
The confederate-dual-port RAM combination
thus forms a versatile hardware mechanism
that can implement effectively all kinds of
software mechanisms of SIC primitives.

2 Description of the Design
2.1 The multi-microprocessor architecture

The proposed multi-microprocessor system
shown in Fig. 1 is organised with a number of
single board computer modules connected
through a conglomerate system bus structure.
The Access Bus (AB), the Synchronization and

-Interprocessor Communication Bus (SICB), the

Data Transfer Bus (DTB) and the Serial Bus
(SB) form the constituents of this bus struc-
ture. Each computer module shown in Fig. 1
is. designed with a mainprocessor (MP) such
as M 68010 or NS 16032 or Intel iAPX 2886,
a coprocessor {CP) such as Intel 80287 or M
68881, a Confederate Processor (COP) such
as MK 68200, a mailbox memory (MM) such
as TMS 9650, a DMA contrller (DMAC) such
as HD 68450, a communication controller (CC)
like SCN 68652, a FIFO unit (FIFO) like Z8038
and an interrupt control unit (ICU) like NS
16202. Each computer module is assigned a
code that is formed from the four most signi-
ficant bits of its SM address space. Access to
a bus is controlled by an arbiter unit that
grants bus mastership to the appropriate pro-
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cessor in each module on a round-robin basis.
A counter in each arbiter unit continuously
scans the codes of all modules and the bus
requests are serviced in accordance with the
rotating priority. The interface logic units (IL}

“associated with the COP and MP contain the

arbitration logic and the arbitration signal lines
form part of the bus structure. A COP, by
sending appropriate signals can set up the in-
terface logic (of the computer modules) to
broadcast a message, through a single at-
tempt, to more than one computer module.
The local memory (LM) is used for storing
programs and private data and the shared
memory (SM), addressable from the local bus
and system bus sides stores the shared data.
The local memory accesses from the mainpro-
cessor, which are normally local program and
data accesses are carried out through the local
bus LB1. The local bus LB2 is used for mem-
ory accesses from the confederate proces-
sor/s. These memory accesses are primarily
busy-wait and interrupt handling operations,
and constitute activities like monitoring mes-
sages, information and data in the MM and
FIFO units. The SICB bus is used exclusively
by the confederate processors to carry out
the SIC operations like message deposition,
task state communication, shared variable
tests and interrupt communication. The AB
bus is used as a communication path for ac-
tivities like shared data accesses by the pro-
cessors MP and COP. These memory ac-
cesses are SM-related operations and hence
do not overlap with SIC operations which are
MM-based and FIFO-based operations. Further
the mailbox memory facility transforms the
traditional system bus activity like busy-wait-
ing into a local bus (LB2) operation. Each
computer module in the system has locations
designated in all MMs for messages, task
state information, shared variables etc associ-
ated with the task running in that module. The
confederate processor in a computer module
need only poll its MM locations through its
local bus LB2 to monitor messages and task
states mentioned above. An algorithm can be
designed and implemented by the COPs to
recognise a pre-assigned priority of a module
and to allow the task with the higher priority
module to initiate its rendezvous first (Fig. 2).
A confederate processor busy-waiting on a
MM location thus does not interfere with the
shared data accesses by the mainprocessors.
It is hence possible to handle potential dead-
lock situations arising from mutual rendezvous
polling when two or more tasks set out to
initiate the rendezvous as callers (GEH 84).
While the AB bus is used for shared data
accesses and single byte data transfers, multi-
byte data transfers are carried out by DMA
controllers using the DTB bus, thus avoiding
potential data transfer conflicts. The SB bus
can be used for protocol-directed serial com-
munication between computer moduies and

o,
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from the computer module to the external vides fault-tolerant interprocessor communi-
world. cation and system operations through proces-

The COPs generate and process interproces- sor and bus redundancies in computer mo-
sor interrupts. An interrupt arriving via the SIC dules,

5 bus to a computer module is first directed to 70 3. the organization referred to in 1 facili-
the COP. The COP determines the class of tates interrupts to be used as signals in all
response required during the interrupt assess- synchronization and interprocessor communi-
ment phase (Fig. 3). The response is classified cation operations, with the confederate pro-
as single stage and multistage and is related cessor functioning as an intelligent interrupt

10 to whether the expected information can be 75 handler in each computer module.
extracted from the COP alone or the joint ef-
fort of the COP and the MP is required to Amendment to the claims have been filed, and
produce the information. In the second case, have the following effect:—
the COP sends a preliminary response to be Claims 1 to 3 above have been deleted or

16 followed by the required response from the 80 textually amended.

MP. The preliminary response keeps the New or textually amended claims have been
source of the interrupt informed of the state filed as follows:—

of the interrupt processing. The COP ensures | claim that in the multi-microprocessor sys-
the preservation of the uninterruptible state of tem presented:

20 the MP and facilitates the use of interrupts as 85 1. The mainprocessor {MP), the confeder-
signals in the domain of interprocessor com- ate processor (COP) and the dual-port mailbox
munication. The bus conglomeration and con- memory (MM) set up in a processor board, is
federate processors minimise operational presented as a novel organization with the
conflicts and provides a high degree of fault- mainprocessor looking after the computation-

25 tolerance and fail-safe mechanism against in- 90 related activities, and the confederate proces-
ter-module communication failures. sor a single-chip microcomputer (a microcon-

' troller), attending to the synchronization and
3 Applications interprocessor-related activities via the dual-
The multi-microprocessor system presented port mailbox memory in a normal operational

30 has applications as an embedded system, in 95 environment. The confederate processor can
such areas with inherent parallelism as real- also serve albeit in a limited capacity, as a
time monitoring in process control operations stand by mainprocessor in a processor board.
and processing signals in industrial and mili- 2. The quadruple-bus system bus structure
tary environments. has in it two new components, two separate

35 100 buses, the SIC bus for carrying the synchroni-
References zation and interprocessor communication-re-
AND 75 G A Anderson and E D Jensen, lated signals directed towards the dual-port
“*‘Computer interconnection structures; taxo- mailbox memories from the confederate pro-
nomy, characteristic and examples’’, ACM cessors, and the AB bus for carrying shared

40 Computing Surveys, Vol 7, No 4, pp 105 resource arbitration-related signals.

197-214, December 1975 3. The dual-bus local bus structure is also
’ considered novel in that it has two separate

GEH 84 N H Gehani and T A Cargill, “‘Con- local buses, LB1 and LB2, to facilitate inde-

current programming in the Ada Language: the pendent local accesses to devices and memo-

45 polling bias, Software Practice and Experi- 110 ries from the confederate processor and the
ence, Vol 14, No 5, pp 413-427, May 1984 mainprocessor respectively in a processor

. board. This helps to implement the operations
MUHL 80 K Mihlemann, ‘‘Method for reduc- described in (1) above.
ing memory and conflicts caused by busy : ) _
50 waiting in multiple-processor synchronisation"”, London WCTR 4TP. Farihar copies may be dpwsined from.
. IEE PI’OC, Vol 127, pt E, No 3, pp 85—87, ThePatentofﬁce,SalesBranch_,StMaryCray,Orpington,KentBRSSRD.
May 1980 Printed by Burgess & Son (Abingdon) Ltd. Con. 1/87.
CLAIMS _

55 | claim that in the multi-microprocessor sys-
tem design presented:

1. the organization of the confederate pro-
cessor, the two separate local bus and the
four independent system bus structures, the

60 mailbox memory and first-in-first out unit will
significantly reduce the memory access confi-
icts arising from polling operations associated
with the operation of synchronization and in-
terprocess communication primitives,

65 2. the organization referred to in 1 pro-



