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SUBJECT MONITORING

Background of the Invention

[0001] The present invention relates to a method and apparatus for monitoring a biological
subject, and in one particular example to a method and apparatus for monitoring a biological

subject using a monitoring device that monitors blood flow in an ear of the subject.

Description of the Prior Art

[0002] The reference in this specification to any prior publication (or information derived from
it), or to any matter which is known, is not, and should not be taken as an acknowledgment or
admission or any form of suggestion that the prior publication (or information derived from it)
or known matter forms part of the common general knowledge in the field of endeavour to

which this specification relates.

[0003] It is known to measure or monitor biometric characteristics or vital signs of a person,
such as blood oxygen saturation level or pulse rate, to assess the general health of that person,
or to identify specific threats, particualrly in an industrial workplace, or similar. For example,
cognitive fatigue causes two thirds of all heavy industrial accidents in Australia, costing the
resources sector up to AU$15M per incident. Similarly, heat exhaustion is a global problem
that costs an average of AU$41B due to related injuries, rostering expenses, investigations &

rehabilitation.

[0004] Specifically, in the case of mining, oil and gas in 2019, cognitive fatigue was cited as
the underlying cause of 144 fatalities, where 43 (>30%) were machinery operators and drivers.
Heat exposure is supervised broadly based on threshold levels, however individuals respond
differently to different conditions so implementing a more individualised monitoring system is

prudent for companies in the mining, oil and gas industries.

[0005] Construction workers are a group that are particularly vulnerable to health risks because
they can be exposed to extreme environmental factors daily. Increasing average temperatures
- particularly in urban areas where construction is most prevalent, highlight a need for heat

exposure monitoring of construction workers. As little as fifteen minutes in the time a break is
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taken can be the difference between a worker who is forced to take time off for heat exposure

or a worker who is more productive.

[0006] In aviation, personnel from the ground crew to the control room in the aviation industry
are exposed to working conditions where the risk of fatigue is high. Ensuring that the cognitive
capabilities of these staff are at optimum levels is essential as it can increase safety and

operational efficiency while reducing operating costs.

[0007] For logistics, the transportation industry understands dealing with long periods of high
level concentration as sole or lone workers, it is a part of their day to day lives. Monitoring
fatigue levels and providing personnel with alerts and notifications as to optimal break times

will not only reduce the number of incidents but also lead to increased productivity.

[0008] Predictive Biometrics Systems in defence are incredibly applicable when it comes to
Defence Forces. From optimising training methods to monitoring soldiers in the field, ensuring
that defence personnel are operating at the highest level of readiness is essential for successful

operations.

[0009] Devices traditionally used for monitoring vital signs in a hospital environment are
typically relatively bulky and uncomfortable and therefore may not be suitable for use in other

environments, such as industrial worksplaces, in space, or similar.

[0010] AU2018101872 describes an earpiece mountable behind an ear of a user. The earpiece
includes a casing and, disposed within the casing, a power source and circuitry for measuring
a biometric characteristic of the user using reflectance pulse oximetry. The power source is
arranged to supply power to the circuitry. Further examples relate to a monitoring system
including an earpiece mountable behind an ear of a user and a charging apparatus for charging

a power source of the earpiece.

Summary of the Present Invention

[0011] In one broad form, an aspect of the present invention seeks to provide a monitoring
system for monitoring a biological subject, the monitoring system including: a monitoring

device including: a housing configured to be attached to or supported by an ear of the subject
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in use; one or more sensors, the one or more sensors including a photoplethysmogram (PPG)
sensor provided in the housing and configured to measure attributes of blood flow within the
ear; a monitoring device processor configured to: acquire sensors signals from the one or more
sensors; and, generate sensor data at least partially in accordance with signals from the one or
more sensors; a transmitter configured to transmit the sensor data; and, one or more processing
systems configured to: receive the sensor data; analyse the sensor data; and, generate a health

state indicator indicative of a health state of the subject.

[0012] In one broad form, an aspect of the present invention seeks to provide a method system
for monitoring a biological subject including: using a monitoring device including: a housing
configured to be attached to or supported by an ear of the subject in use; one or more sensors,
the one or more sensors including a photoplethysmogram (PPG) sensor provided in the housing
and configured to measure attributes of blood flow within the ear; and, a monitoring device
processor to: acquire sensors signals from the one or more sensors; and, generate sensor data
at least partially in accordance with signals from the one or more sensors; using a transmitter
to transmits the sensor data; and, using one or more processing systems to: receive the sensor
data; analyse the sensor data; and, generate a health state indicator indicative of a health state

of the subject.

[0013] In one broad form, an aspect of the present invention seeks to provide a monitoring
system for monitoring a biological subject, the monitoring system including one or more
processing systems configured to: receive sensor data from one or more sensors in a monitoring
device worn by a subject; analyse the sensor data by: determining one or more features derived
from sensor signals; use the features and at least one computational model to determine a health
state indicator indicative of a subject health state, the at least one computational model being
at least partially indicative of a relationship between different subject health states and one or

more features.

[0014] In one broad form, an aspect of the present invention seeks to provide a method for
monitoring a biological subject, the method including in one or more processing systems:
receiving sensor data from one or more sensors in a monitoring device worn by a subject;

analysing the sensor data by: determining one or more features derived from sensor signals;
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use the features and at least one computational model to determine a health state indicator
indicative of a subject health state, the at least one computational model being at least partially

indicative of a relationship between different subject health states and one or more features.
[0015] In one embodiment the PPG sensor is a transmissive PPG sensor.

[0016] In one embodiment the PPG sensor includes: at least one radiation source provided in
the housing so as to expose the ear lobe to electromagnetic radiation; and, at least one radiation
sensor provided in the housing so as to receive electromagnetic radiation at least one of

transmitted through the ear lobe.

[0017] In one embodiment the housing includes: an elongate curved main body configured to
sit behind a helix of the ear; and, an ear lobe clamp extending from a lower end of the main
body, the ear lobe clamp being configured to receive an ear lobe of the ear so that the ear lobe

is positioned between the main body and the ear lobe clamp.

[0018] In one embodiment the ear lobe clamp is rotably mounted to the main body to allow

the monitoring device to be worn on a left or right ear.

[0019] In one embodiment at least one radiation source is provided in the ear lobe clamp and

wherein at least one radiation sensor is provided in the main body facing the ear lobe clamp.

[0020] In one embodiment the PPG sensor includes a first radiation sensor on a first side of
the housing and second radiation sensor on a second side the housing and wherein the
monitoring device processor is configured to: monitor signals from the first and second
radiation sensors; determine an active radiation sensor based on the monitored signals; and,

generate sensor data using signals from the active radiation sensor.

[0021] In one embodiment the housing includes a securing mechanism to secure the housing
the ear, the securing mechanism including at least one of: a hook configured to extend over the

ear; and, a clip configured to engage an antihelix of the ear.
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[0022] In one embodiment: the hook is removably mounted proximate an upper end of the
housing; and, the clip is removably mounted to either side of the main body to allow the

monitoring device to be secured to a left or right ear.

[0023] In one embodiment the one or more sensors include at least one of: an ambient
temperature sensor; a skin temperature sensor; a pressure sensor; a humidity sensor; a

movement sensor; an accelerometer; a gyroscope; an optical sensor; and, a user input button.

[0024] In one embodiment the sensor data is indicative of: an amount of red light transmitted
through the skin; an amount of green light transmitted through the skin; an amount of infrared
light transmitted through the skin; an amount of light absorbed by the skin; an ambient
temperature; a barometric pressure; a relative humidity; a wet bulb temperature; a skin

temperature; accelerometer readings; and, gyroscope readings; and, user inputs.

[0025] In one embodiment the monitoring device includes at least one of: a haptic motor; an

optical indicator; and, a speaker.

[0026] In one embodiment the sensor data includes at least one of: raw sensor signals; and,

one or more features derived from raw sensor signals.

[0027] In one embodiment the monitoring device at least partially processes the sensor signals

by at least one: filtering; amplifying; digitizing; and, parameterizing.

[0028] In one embodiment the system includes a dock configured to: charge a power supply
in the monitoring device; and, retrieve sensor data stored in the monitoring device, the retrieved

sensor data being transferred to one or more processing systems for analysis.

[0029] In one embodiment the one or more processing systems include a client device
configured to: analyse the sensor data; generate a health state indicator indicative of a health
state of the subject; and, at least one of: generate an alert; output an indication of the health

state indicator; and, cause the monitoring device to generate an alert.
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[0030] In one embodiment the client device is configured to transfer subject data to a
processing system, the subject data being indicative of at least one of: sensor data; a health

state indicator; and, user input provided in response to output of the health state indicator.

[0031] In one embodiment the one or more processing systems include a client device
configured to: receive the sensor data; transfer subject data to a processing system, the subject
data being at least partially indicative of the sensor data; receive an indication of the health

state indicator from the processing system; and, output the health state indicator.

[0032] In one embodiment the one or more processing systems are configured to: determine
one or more features derived from sensor signals; use the features to determine a health state

indicator indicative of a subject health state.

[0033] In one embodiment the one or more processing systems are configured to compare one
or more feature values to corresponding reference feature values; and, determine the health

state in accordance with results of the comparison.

[0034] In one embodiment the one or more reference feature values are at least one of: baseline
feature values for the subject; previous feature values for the subject; feature values derived

from reference subjects having a known health state; and, threshold values.

[0035] In one embodiment the one or more features include at least one of: values of raw sensor
signals; a pulse feature; a mean heart rate; a heart rate variability feature; a breathing rate; a
mean breathing rate; a mean interbeat interval of the heart rate; a median interbeat interval of
the heart rate; a standard deviation of the interbeat interval of the heart rate; a median absolute
deviation of the interbeat interval; a standard deviation of the difference in the interbeat
interval; a median absolute deviation of the difference in the interbeat interval; a percentage
difference in Interbeat interval > 50ms; a percentage difference in Interbeat interval > 20ms; a
square root of the mean of the successive differences between heart rates; an area under the
curve of the heart rate wave; an energy of the power of the Heart Rate Variability (HRV) signal;
a proportion of the HRV energy in the Low Frequency band; a proportion of the HRV energy
in the High Frequency band; a ratio between HRV signal within the low and high frequency
bands; an entropy of the HRV signal; an entropy of the PPG signal; a positive/negative ratio
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of the Systolic wave; a ratio of the positive Systolic and Diastolic waves; a maximum slope of
the Systolic wave; a time to peak of the Systolic wave; an energy of the PPG signal in volts; a
proportion of the PPG energy in a Very Low Frequency band; a proportion of the PPG energy
in a Low Frequency band; a proportion of the PPG energy in a Medium Frequency band; a
proportion of the PPG energy in a High Frequency band; a ratio between the proportion of the
PPG energy in the Low Frequency band and proportion of the PPG energy in the high
Frequency band; a saturation of Peripheral Oxygen in the blood; a median change in
accelerometer signals; a 90th quantile of the accelerometer changes; a 95th quantile of the
accelerometer changes; a 99th quantile of the accelerometer changes; a maximum
accelerometer change; a median change in the gyroscope signals; a 90th quantile of the
gyroscope changes; a 95th quantile of the gyroscope changes; a 99th quantile of the gyroscope
changes; a maximum gyroscope change; a power spectral density of Interbeat intervals; a
power spectral density of Interbeat intervals in a frequency band 0.04Hz to 0.15Hz; a power
spectral density of Interbeat intervals in a frequency band 0.16Hz to 0.5Hz; a ratio of power
spectral density of Interbeat intervals in different frequency bands; an integral of a power
spectral density of a signal; an integral of a power spectral density of a signal in a frequency
band OHz to 0.3Hz; an integral of a power spectral density of a signal in a frequency band
1.2Hz to 1.9Hz; a mean ambient temperature; an ambient temperature range; a mean wet
temperature; a wet temperature range; a wet temperature standard deviation; a mean skin
temperature; a skin temperature standard deviation; a skin temperature range; a mean ambient
relative humidity; an ambient relative humidity standard deviation; an ambient relative
humidity range; a mean ambient pressure; an ambient pressure standard deviation; an ambient
pressure range; a PPG vector saturation; a PPG vector noise; a PPG vector noise scale; and, a

PPG vector signal variance.

[0036] In one embodiment the one or more processing systems determine at least one of: at
least two features; at least three features; at least four features; at least five features; at Ieast six
features; at least seven features; at least eight features; at least nine features; and, at least ten

features.

[0037] In one embodiment the wherein the one or more processing systems are configured to

use the one or more features and a computational model to determine the health state, the at
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least one computational model being at least partially indicative of a relationship between

different subject health states and one or more features.

[0038] In one embodiment the at least one computational model is obtained at least in part by:
applying machine learning to reference features derived from one or more reference subjects
having known health states; and, applying machine learning to features derived from the

subject.

[0039] In one embodiment the at least one computational model is obtained at least in part by:
developing a generic model by applying machine learning to reference features derived from
one or more reference subjects having known health states; and, modifying a generic model to
create a subject specific model by applying machine learning to features derived from the

subject.

[0040] In one embodiment the at least one computational model includes one or more

respective computational models for each of a plurality of health states.

[0041] In one embodiment the at least one computational model includes at least one of:
boosted classifiers that classify aggregated time segments into categories relating to at least
one health state; a rolling auto-regressive integrated moving average model applied to key
features and raw data to predict risk of at least one health state; and, a long short-term memory
model using a recursive deep learning approach which utilises a previous hours’ worth of data

to predict risk of at least one health state.

[0042] In one embodiment the health state indicator is indicative of one or more of a plurality
of health states, including at least one of: cognitive fatigue; heat stress; a risk of cognitive

fatigue; a risk of heat stress; and, collapse or non-responsiveness.

[0043] In one embodiment a risk of cognitive fatigue is determined using at least one of: a low
frequency band of the heart rate signal; a high frequency band of the heart rate signal; a power
of the heart rate signal; a barometric pressure; a humidity; an ambient temperature; a PPG
signal; an entropy of the PPG signal; a mean interbeat interval of the heart rate; a median

interbeat interval of the heart rate.
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[0044] In one embodiment a risk of heat stress is determined using at least one of: raw PPG
signals; a skin temperature; a wet bulb temperature; an ambient temperature; a relative
humidity; a barometric pressure; an entropy of a heart rate variability signal; a square root of
the mean of the successive differences between heart rates; a mean interbeat interval of the
heart rate; a median interbeat interval of the heart rate; UV exposure levels; and, an area under

the curve of the Heart Rate wave.

[0045] In one embodiment a collapse or non-responsiveness is determined using at least one
of: a heart rate; a change in heart rate; a PPG signal; a change in blood oxygenation;
accelerometer readings; gyroscope readings; a median change in accelerometer signals; a 90th
quantile of the accelerometer changes; a 95th quantile of the accelerometer changes; a 99th
quantile of the accelerometer changes; a maximum accelerometer change; a median change in
the gyroscope signals; a 90th quantile of the gyroscope changes; a 95th quantile of the
gyroscope changes; a 99th quantile of the gyroscope changes; and, a maximum gyroscope

change.

[0046] It will be appreciated that the broad forms of the invention and their respective features
can be used in conjunction and/or independently, and reference to separate broad forms is not
intended to be limiting. Furthermore, it will be appreciated that features of the method can be
performed using the system or apparatus and that features of the system or apparatus can be

implemented using the method.

Brief Description of the Drawings

[0047] Various examples and embodiments of the present invention will now be described with

reference to the accompanying drawings, in which: -
[0048] Figure 1A is a schematic diagram of an example of a system for monitoring a subject;
[0049] Figure 1B is a schematic side view of an example of the system of Figure 1A in use;

[0050] Figure 2 is a flow chart of an example of a process for monitoring a subject using the

system of Figure 1A;
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[0051] Figure 3 is as schematic diagram of a distributed architecture for monitoring a subject;
[0052] Figure 4 is as schematic diagram of an example of a processing system of Figure 3;
[0053] Figure 5 is a schematic diagram of an example of a client device of Figure 3;

[0054] Figure 6A is a schematic right side view of an example of a monitoring device for

monitoring a subject;
[0055] Figure 6B is a schematic left side view of the monitoring device of Figure 6A;

[0056] Figure 6C is a schematic rear side perspective view of the monitoring device of Figure

0A;

[0057] Figure 6D is a schematic rear view of the monitoring device of Figure 6A;
[0058] Figure 6E is a schematic plan view of the monitoring device of Figure 6A;
[0059] Figure 6F is a schematic underside view of the monitoring device of Figure 6A;

[0060] Figure 6G is a schematic front left underside perspective view of the monitoring device

of Figure 6A, with an earlobe clamp and a clip removed;

[0061] Figure 6H is a schematic front left side perspective view of the monitoring device of

Figure 6A, with part of the housing removed;

[0062] Figure 61 is a schematic front right side perspective view of the monitoring device of

Figure 6A, with part of the housing removed;

[0063] Figure 6] is a schematic perspective front view of an example of a dock for a plurality

of monitoring devices;

[0064] Figure 6K is a schematic front view of an example of a docking module of the dock of

Figure 6J;

[0065] Figure 6L is a schematic rear view of the docking module of Figure 6K;
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[0066] Figure 6M is a schematic perspective front view of the docking module of Figure 6K;
[0067] Figure 6N is a schematic perspective rear view of the docking module of Figure 6K;
[0068] Figures 7A and 7B are a flow chart of an example of a process for monitoring a subject;
[0069] Figure 8 is a graph of an example of a PPG signal for a single cardiac cycle; and,

[0070] Figure 9 is a flow chart of an example of a process for generating a computational

model.

Detailed Description of the Preferred Embodiments

[0071] An example of a system for monitoring a biological subject will now be described with

reference to Figures 1A and 1B.

[0072] In this example, the system 100 includes a housing 120 configured to be attached to or
supported by an ear of the subject, which typically includes a tragus 101, an inferior crus 102,
a superior crus 103, a helix 104, a scapha 105, an antihelix 106, a concha 107, an antitragus
108 and a lobule (earlobe) 109. The housing could be supported or attached to the ear in any

suitable manner, and a specific example housing will be described in more detail below.

[0073] The monitoring device 110 includes one or more sensors 113 provided in the housing,
each of which is adapted to sense one or more characteristics of the subject and/or environment.
In particular, the one or more sensors typically include at least a photoplethysmogram (PPG)
sensor that is configured to measure attributes of blood flow within the ear. However,
additional sensors, such as temperature sensors, skin conductance sensors, movement sensors,
or the like, could be used, as will be described in more detail below. In the current example,
the PPG sensor is configured to sense blood flow within the earlobe 109 of the subject, and in
one particular example can be configured to perform this using transmissive PPG sensing. The
earlobe is typically used as this is readily accessible, and has good blood flow therethrough,
meaning readings performed are an accurate representation of a health state of the subject.
Accordingly, the housing 120 is generally configured to at least contact the earlobe, as shown

in Figure 1B, and more typically is positioned on either side of the earlobe to allow
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electromagnetic radiation to be emitted from a radiation source on one side of the earlobe and
transmitted through the earlobe to a sensor on the other side of the earlobe, although other

arrangements could be used.

[0074] The monitoring device 110 also typically includes a monitoring device processor 111
and a transmitter 112, as well as an optional memory 114 and power supply (not shown),
allowing the monitoring device to monitor the sensors and provide sensor data to one or more

processing systems 130, for subsequent analysis.

[0075] In use, the monitoring device processor 111 executes instructions in the form of
applications software stored in memory to allow the required processes, and in particular to
receive sensor signals and allow sensor data to be generated. The monitoring device processor
111 could be any form of electronic processing device such as a microprocessor, microchip
processor, logic gate configuration, firmware optionally associated with implementing logic
such as an FPGA (Field Programmable Gate Array), or any other electronic device, system or
arrangement. 'The monitoring device can use a single processor, or could use multiple
processors, with processing performed by one or more of the processors as needed. For the
purpose of ease of illustration, the following examples will refer to a single processor, but it
will be appreciated that reference to a singular processor should be understood to encompass
multiple processor and vice versa, with processing being distributed between the devices as

appropriate.

[0076] The transmitter 112 could be of any appropriate form, but in one example, is a short
range wireless transmitter, such as a Bluetooth system on a chip (SoC), which allows two way

communications with the one or more processing systems 130.

[0077] The nature of the processing systems 130 will vary depending upon preferred
implementation and could include computer systems such as personal computers, laptops,
desktop computers, servers, client devices, such as mobile communication devices including
smart phones, tablets, or the like. Further examples will be described in more detail below.
Again, reference to a processing system should be understood to encompass multiple

processing systems and vice versa.
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[0078] Anexample of a process for using the system of Figures 1A and 1B to monitor a subject

will now be described with reference to Figure 2.

[0079] In this example, at step 200 sensor signals are acquired from the one or more sensors
113, including the PPG sensor. At step 210 the monitoring device processor 111 generates
sensor data at least partially in accordance with signals from the sensors. The sensor data could
be of any appropriate form and may simply be an indication of the sensor signals, or could be
information derived therefrom, such as one or more parameters obtained by at least partially
analysing the sensor signals. For example, the monitoring device processor could perform
preliminary analysis, such as performing a Fourier transform, convolutions, providing sensor
data including frequency domain information instead of raw data. The sensor data may also
include other information, such as an identifier used to identify the monitoring device. During
this process, the sensor signals acquired by the sensor 113 may also undergo preliminary

processing, such as filtering, digitising, or the like.

[0080] At step 220, the sensor data is transmitted by the transmitter 112, allowing this to be
received by the processing system(s) 130 at step 230, for example by having the sensor data
transferred via a communications network, point-to-point connection, or the like. In one
example, this is achieved using a short range wireless communication protocol, such as

Bluetooth or similar, although this is not essential and any suitable arrangement could be used.

[0081] At step 240 the processing system 130 analyses the sensor data to determine a health
state indicator indicative of a health state of the subject. The health state indicator can be of
any appropriate form and may include an indication of whether the subject is healthy or is
potentially suffering from, or at risk of suffering from, one or more adverse health states. For
example, the system could be configured to detect if the subject is undergoing cognitive fatigue
or heat stress, or is at risk of undergoing cognitive fatigue or heat stress, or if the subject has

collapsed or is non-responsive (referred to as a "man down" scenario).

[0082] The health state indicator could be in the form of a numerical value, for example
indicating that the user has a 95% chance of being in an adverse health state. However, it will
be appreciated that any suitable form of indicator could be used, such as a traffic light indicator

to indicate the user’s health state is good, intermediate or bad, could be used. The indicator
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could be associated with a variety of different health states, and might be a composite indicator,
including a respective sub-indicator associated with a respective health state. Thus, the
indicator could indicate that the user is not suffering from cognitive failure, but has a 90%

chance of suffering from heat stroke.

[0083] Once a health state indicator subject health state has been determined, this can either
be stored for example as part of a profile associated with the respective subject and/or an
indication could be presented to the subject. For example, if the one or more processing
systems 130 include a client device, the indicator could be could be displayed on a display of
the client device, whereas if the processing system is a remote computer system, the indicator
could be presented to third party to allow appropriate action to be taken. For example, if the
subject is already suffering from cognitive fatigue or heat stress, they might not be in a position

to respond appropriately, in which case a supervisor or medical personnel might be alerted.

[0084] Additionally and/or alternatively, the indicator could be in the form of an alert. For
example, if the subject is at risk of cognitive fatigue or heat stress, the subject could be alerted,
allowing the subject to take corrective action, such as taking a break from work. The alert
could be generated by the processing system 130, but may also be generated by the monitoring
device 110, for example having the monitoring device generate an audible tone, or provide
haptic feedback. Even if the subject is currently deemed healthy, information could be
displayed, such as presenting a numerical indicator representative of a heat stress risk, allowing

the subject to monitor their own condition, and hence avoid cognitive fatigue or heat stress.

[0085] Accordingly, it will be appreciated that the above described system enables monitoring
of a subject to be performed. In particular, the above described system allows the subject to
be monitored by using a monitoring device that is supported by or attached to the ear. The
monitoring device can also incorporate multiple sensors allowing a range of different
parameters to be monitored, in turn providing a range of useful insights into how the subject is

currently functioning.

[0086] Sensor data can be transferred to one or more processing systems, such as a subject’s
smart phone, or remote servers, allowing the data to be analysed to ensure the subject is in a

healthy health state. Performing the analysis on a separate processing system reduces the level
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of computation required to be performed by the monitoring device, allowing this to be
implemented using relatively cheap and straightforward sensors and associated hardware, and
reducing power requirements. This, in turn, makes this suitably sized and sufficiently
lightweight to allow the monitoring device to be worn for prolonged periods of time, whilst
remaining unobtrusive during day to day activities. Nevertheless, the subject can be alerted to
any issues using the monitoring device itself, and/or using a local processing system, such as a
smart phone, whilst additionally and/or alternatively allowing remote monitoring by

supervisors, medical personnel, or other responsible parties.

[0087] Additionally, this arrangement also allows data to be readily stored and analysed
centrally. This in turn allows the data to be used in understanding what particular
circumstances or parameters lead to, or are likely to lead to, certain health states arising. In
one example, this is performed using machine learning to generate computational models,
which can then be used in generating the health state indicators. It will be appreciated that
collecting additional data allows models to be refined and hence improved, thereby improving
the effectiveness of the system at identifying different health states. However, this is not
essential and alternatively and/or additionally, analysis can be performed by comparison of
signals or derived features to reference feature values, such as previous measurements for the
subject, or other reference subjects having known health states. In another example, the
reference feature values could be threshold values, for example based on international
standards, such as ISO standards, and/or occupational health and safety laws. In this example,
the threshold values represent limits of safe heat exposure levels, with results of the comparison

being used to determine if these safe levels have been exceeded.

[0088] In one particular example, the above described system measures raw PPG wavelengths,
skin temperature, movement and environmental data. From these primary sensor readings, a
number of metrics and/or features are derived, such as blood oxygen saturation, breathing rate
and heart rate variability. Combinations of these metrics or features can be used, optionally
with machine and deep learning Al models, to generate health state indicators and warning

alerts where needed.

[0089] A number of further features will now be described.
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[0090] As mentioned above, the system typically includes a PPG sensor, and in one preferred
example, the system utilises transmissive PPG to measure blood flow changes in the earlobe.
The approach uses at least one radiation source provided in the housing so as to expose the
earlobe to electromagnetic radiation and at least one radiation sensor provided in the housing
so as to receive electromagnetic radiation transmitted through the earlobe. Thus, this approach
applies multiple frequencies of electromagnetic radiation to the subject, typically including
electromagnetic radiation having wavelengths in the Infrared, Red and Green regions of the
spectrum, with this radiation being transmitted through the skin to a sensor on the other side of
the earlobe. The sensor measures changes in the amount of light absorbed to illustrate activity
within the subject’s circulatory system. This arrangement results in minimal light interference,
which in turn enables significantly reduced inaccuracy and increases the fidelity in the data

collected because different light spectrums are absorbed by the skin in different ways.

[0091] It should be noted that this contrasts with more traditional implementations in most
common wearable devices where reflectance PPG is used. In this example, green light is shone
into a user’s skin and then the amount reflected back is recorded. However this approach is
susceptible to inaccuracies due to:

* Melanin (responsible for skin pigmentation) in a person’s skin is a very good absorber
of green light, which means darker, tattooed, freckled or skin affected by any other
normal physiologic variation will produce inaccurate readings.

» Increased light exposure due to movement of the user’s arm.

*  Movement of the device on the wrist affecting the amount of light absorbed by the

photo sensors.

[0092] In the current arrangement, the sensors can read the amount of blood in the underlying
tissue 100 times a second, which is sufficient to illustrate different phases of heart function.
Paired with the accuracy provided with the transmissive approach, this level of detail enables
high level processing of the raw signal to produce well known measures within the QRS
Complex and other meaningful information about a user’s wellbeing, including, but not limited
to features such as:

* Heart Rate

* Heart Rate Variability
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* Breathing Rate

* Interbeat Interval

* Predictability of the PPG

» Ratios highlighting Systolic and Diastolic waves

» Power of the circulatory system

[0093] In one example, the housing includes an elongate curved main body configured to sit
behind a helix of the ear and an earlobe clamp extending from a lower end of the main body,
the earlobe clamp being configured to receive an earlobe of the ear so that the earlobe is
positioned between the main body and the earlobe clamp. This secures the housing relative to
the earlobe, reducing relative movement between the housing and earlobe, whilst also allowing
the radiation source and sensor to be positioned on either side of the earlobe, which in turn
allows the PPG sensor to make reliable readings. Additionally, the configuration of the
elongate curved main body, allows this to sit unobtrusively behind the ear, whilst providing
sufficient physical size to incorporate the sensors and associated electronic components,

allowing this to be used for prolonged time periods.

[0094] In one example, the earlobe clamp is rotably mounted to the main body to allow the
monitoring device to be worn on a left or right ear. In this arrangement, radiation source(s)
can be provided in the earlobe clamp and radiation sensor(s) in the main body facing the earlobe
clamp. To allow for the rotation of the clamp, the PPG sensor can include a first radiation
sensor on a first side of the housing and second radiation sensor on a second side the housing,
so that transmitted radiation can be detected by either the first or second sensors, depending on
the orientation of the earlobe clamp. It will also be appreciated that reverse arrangements

could be used, with sensors in the earlobe clamp and radiation sources in the main body.

[0095] In this example, the monitoring device processor 111 can be configured to monitor
signals from the first and second radiation sensors and use this to determine an active radiation
sensor based on the monitored signals. For example, by analysing the spectra of any detected
radiation, the processor can identify which of the first or second sensors are receiving radiation
emitted by the radiation source(s), with the processor generating sensor data using signals from

these active radiation sensor(s). Thus, it will be appreciated that the profile of received
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radiation that has been transmitted through the earlobe will differ significantly compared to
ambient radiation, and this can be easily used to identify the orientation of the earlobe clamp,

and hence ensure measurements performed are using the correct sensor and are accurate.

[0096] The housing can include a securing mechanism to secure the housing to the ear. The
securing mechanism could include a hook configured to extend over the ear and/or a clip
configured to engage an antihelix of the ear. In this latter case, the clip can be removably
mounted to either side of the main body to allow the monitoring device to be secured to a left
or right ear, whilst the hook can be removably mounted proximate an upper end of the housing.
These arrangements are particularly suitable as they are unobtrusive and do not obstruct the
ear canal, allowing the system to be used without interfering with the subject’s hearing. This
allows the monitoring device to be used with headphones or headsets, as well protective
equipment, such as ear plugs, ear defenders, or the like, as required. The clip and hook are also
removable and adjustable, allowing the clip and hook to be configured to ensure the monitoring

device can be adequately secured to the ear, whilst remaining comfortable.

[0097] The monitoring device can include a range of different sensors including, but not
limited to an ambient temperature sensor, a skin temperature sensor, a skin conductance sensor,
a pressure sensor, a humidity sensor, a movement sensor, such as an accelerometer and/or
gyroscope, a microphone, an optical sensor, a user input button, or the like. It will be
appreciated from this that the sensor data could indicative of a range of different metrics,
including any one or more of an amount of red light transmitted through the skin, an amount
of green light transmitted through the skin, an amount of infrared light transmitted through the
skin, an amount of light absorbed by the skin, an ambient temperature, a barometric pressure,
a relative humidity, a wet bulb temperature, a skin temperature, a galvanic skin response,
accelerometer readings, gyroscope readings and/or user inputs. The monitoring device may
also include a haptic motor, an optical indicator, such as an LED, and/or speaker to allow alerts

or other feedback to be provided to the subject.

[0098] The sensor data can include signals from the sensor(s), in other words raw sensor data,
or might include partially processed data. For example, this could include sensor signals that

have been at least partially processed by filtering, amplifying, digitizing or parameterizing.
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Additionally and/or alternatively, the sensor data could include one or more features derived
from the sensor signals, such as heart rate indications, heart variability measurements, or
similar, as will be described in more detail below. In this regard, it will be appreciated that the
sensor data transmitted may vary depending on the circumstances. For example, having access
to the raw data can be useful for the purpose of training models, but may not be required for
real time monitoring. Additionally, the raw sensor data could be large in size and hence not

suited for transfer in real time.

[0099] Accordingly, in one example, the monitoring device is configured to generate and
transmit sensor data indicative of metrics or features derived from the sensor data whilst in use.
This reduces the bandwidth required to upload data while in use, but still allows real-time
monitoring to be performed. During this process, the monitoring device stores raw sensor data,
and then uploads this to a remote processing system at a later time, for example, when the
monitoring device is undergoing charging or similar. In this regard, the monitoring device
could be coupled to a dock configured to charge a power supply, such as a battery, in the
monitoring device. It will be appreciated that this could be achieved using inductive or
connective/conductive based charging, depending on the preferred implementation.
Additionally, the dock can operate to download the raw sensor data from the monitoring device
and upload this to one or more processing systems, such as a server or other similar system,

for analysis. This allows for a subsequent more in-depth analysis of the raw data.

[0100] In one example, the one or more processing systems include a client device, such as a
mobile phone or tablet, which is configured to analyse the sensor data and generate the health
state indicator. The client device can then output the health state indicator, for example
presenting this on a display. Additionally and/or alternatively, the client device could generate
an alert, such as an audible or haptic notification, alerting the subject to an adverse or a risk of
an adverse health state. Similarly, the client device could communicate with the monitoring
device and cause the monitoring device to generate an alert, such as an audible or haptic alert,
warning the subject of the adverse or potentially adverse health state. Thus, this allows analysis
to be performed and results output locally, substantially in real time. This is useful for alerting
the subject in the event that there is a risk of them developing an adverse health state, such as

heat exhaustion or similar.
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[0101] In this example, the client device can also be configured to transfer subject data to a
remote processing system, such as a cloud based server, or similar, with the subject data
including sensor data, a health state indicator and optionally any user input provided in
response to output of the health state indicator. Thus, in this example, analysis is performed
by the client device, with results of the analysis and any resulting action taken being uploaded
for logging purposes for example to serve as a record of what information was presented to the
subject, and what resulting action, if any, was taken. This can also be used to alert third parties,

such as supervisors or medical personnel, allowing interventions to be performed as needed.

[0102] In another example, the client device can be configured to receive the sensor data,
transfer subject data to a processing system, the subject data being at least partially indicative
of the sensor data, receive an indication of the health state indicator from the processing system
and then output the health state indicator. Thus, in this example, the client device does not
perform analysis, but rather uploads the data to a remote processing system, such as a server
for analysis, receiving the resulting indicator and allowing this to be presented to the user. This
can be useful in the event that the degree of computation required to be performed by the client
device is prohibitive. In this instance, the client device relays information derived from the
sensor data to the server, allowing for the analysis to be performed, whilst still allowing the
monitoring device to use a lower energy wireless communications link with the client device,

to avoid undue battery drain associated with long range wireless communications links.

[0103] Analysis of the sensor signals is typically achieved by comparing features derived from
the sensor signals to equivalent features measured for subjects having known health states.
Thus, this approach allows sensor signals from individuals having a known health state
(hereinafter referred to as reference subjects for ease of illustration) to be used as a baseline for
comparison. The system can then analyse current sensor readings from a subject and use this

to determine if the subject has a healthy or potentially adverse health state.

[0104] In one example, the one or more processing systems are configured to determine one
or more features derived from signals from the one or more sensors. This could involve

analysing the signals directly, or receiving features that have been derived onboard the
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monitoring device. The features could also include raw signal values. The processing system

then uses the features to determine a health state indicator indicative of a subject health state.

[0105] In one example, the health state is determined by comparing one or more feature values
to corresponding reference feature values, with the health state being determined in accordance
with results of the comparison. The reference feature values could be of any appropriate form
and could for example include baseline feature values for the subject and/or previous feature
values for the subject. For example, a subject could be monitored over a period of time to
establish "normal” values and/or ranges of values for features, including raw sensor signals or
other features derived therefrom. In this instance, the comparison can be used to identify if the
subject is within or has deviated from these "normal" values or ranges, which in turn can be
used to determine a health state. In this regard, the comparison can assess not only that the
features differ, but can also look at the magnitude and/or direction of a difference, for example
making a different assessment of health state depending on whether a feature such as heart rate

variability as increased or decreased relative to normal values.

[0106] The reference feature values could additionally and/or alternatively be feature values
derived from reference subjects having a known health state. This allows measurements from
multiple different subjects to be used to establish ranges of feature values that are indicative of
particular health states. In this example, the reference feature values could be obtained from
reference subjects having similar physical characteristics to the subject. Thus, it will be
appreciated that the a 20 year old male subject may react differently to heat stress to an 80 year
old female subject. Accordingly, comparison to reference feature values established for
reference subjects having similar physical characteristics to the subject can help ensure

accuracy of any analysis.

[0107] In one example, a range of different features can be analysed, including one or more
of: raw sensor signals; a pulse feature; a heart rate; a mean heart rate; a heart rate variability
feature; a breathing rate; a mean breathing rate; an interbeat interval of the heart rate; a mean
interbeat interval of the heart rate; a median interbeat interval of the heart rate; a standard
deviation of the interbeat interval of the heart rate; a median absolute deviation of the interbeat

interval; a standard deviation of the difference in the interbeat interval; a median absolute
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deviation of the difference in the interbeat interval; a percentage difference in Interbeat interval
> 50ms; a percentage difference in Interbeat interval > 20ms; a square root of the mean of the
successive differences between heart rates; an area under the curve of the heart rate wave; an
energy of the power of the Heart Rate Variability (HRV) signal; a proportion of the HRV
energy in the Low Frequency band; a proportion of the HRV energy in the High Frequency
band; a ratio between HRV signal within the low and high frequency bands; an entropy of the
HRYV signal; an entropy of the PPG signal; a positive/negative ratio of the Systolic wave; a
ratio of the positive Systolic and Diastolic waves; a maximum slope of the Systolic wave; a
time to peak of the Systolic wave; an energy of the PPG signal in volts; a proportion of the
PPG energy in a Very Low Frequency band; a proportion of the PPG energy in a Low
Frequency band; a proportion of the PPG energy in a Medium Frequency band; a proportion
of the PPG energy in a High Frequency band; a ratio between the proportion of the PPG energy
in the Low Frequency band and proportion of the PPG energy in the high Frequency band; a
saturation of Peripheral Oxygen in the blood; a median change in accelerometer signals; a 90th
quantile of the accelerometer changes; a 95th quantile of the accelerometer changes; a 99th
quantile of the accelerometer changes; a maximum accelerometer change; a median change in
the gyroscope signals; a 90th quantile of the gyroscope changes; a 95th quantile of the
gyroscope changes; a 99th quantile of the gyroscope changes; a maximum gyroscope change;
a power spectral density of Interbeat intervals; a power spectral density of Interbeat intervals
in a frequency band 0.04Hz to 0.15Hz; a power spectral density of Interbeat intervals in a
frequency band 0.16Hz to 0.5Hz; a ratio of power spectral density of Interbeat intervals in
different frequency bands; an integral of a power spectral density of a signal; an integral of a
power spectral density of a signal in a frequency band OHz to 0.3Hz; an integral of a power
spectral density of a signal in a frequency band 1.2Hz to 1.9Hz; a mean ambient temperature;
an ambient temperature range; a mean wet temperature; a wet temperature range; a wet
temperature standard deviation; a mean skin temperature; a skin temperature standard
deviation; a skin temperature range; a mean ambient relative humidity; an ambient relative
humidity standard deviation; an ambient relative humidity range; a mean ambient pressure; an
ambient pressure standard deviation; an ambient pressure range; a PPG vector saturation; a

PPG vector noise; a PPG vector noise scale; and, a PPG vector signal variance.
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[0108] The number and combination of features used will depend on the outcome of training
and in particular a variety of different features will generally be trialled, with the resulting
model being tested against training data to ascertain a discriminatory power. In general, the
number of features used will be at least two features; at least three features; at least four
features; at least five features; at least six features; at least seven features; at least eight features;

at least nine features; and, optionally at least ten features.

[0109] In another example, the health state is determined using at least one computational
model. In this regard the computational model is typically at least partially indicative of a
relationship between different subject health states and one or more features. Thus, in this
example, the computational model is used to allow the particular combinations of features to

be related to different health states, so that this can then be used in analysing the sensor signals.

[0110] Whilst the computational model(s) could be derived in any suitable manner, in one
example the computational model is trained via machine learning using data collected from the
subject and/or one or more reference subjects. Thus, in one example the computational model
is obtained by applying machine learning to reference features derived from one or more
reference subjects having known health states and/or applying machine learning to features
derived from the subject. In particular, in general, a generic model is developed by applying
machine learning to reference features derived from one or more reference subjects having
known health states, with this being used as a base model for the subject. This generic model
is then used to create a subject specific model by applying machine learning to features derived
from the subject, so that the base model is modified as additional data is collected until it is
specific for the subject, thereby individualising the model and making it more accurate for the

subject being measured.

[0111] It will be appreciated that the analysis process can be aided by feedback from users.
For example, if a subject is classified as having cognitive fatigue, but is tested and is not in fact
suffering, this information can be fed back to refine the reference features values and/or the
machine learning process, allowing the system to reclassify behaviours and more accurately
identify issues moving forward. In one example, the subject can be asked to provide responses

via an input on the monitoring device, with these responses being used to further assess the
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subject’s health state. For example, the subject could be required to respond within a set time
limit of a prompt, with the ability of the subject to do this being used as input to assess the

subject’s health state.

[0112] The nature of the model and the training performed can be of any appropriate form and
could include any one or more of decision tree learning, random forest, logistic regression,
association rule learning, artificial neural networks, deep learning, inductive logic
programming, support vector machines, clustering, Bayesian networks, reinforcement
learning, representation learning, similarity and metric learning, genetic algorithms, rule-based
machine learning, learning classifier systems, or the like. As such schemes are known, these

will not be described in any further detail.

[0113] As mentioned above, the system can be configured to monitor for a number of different
health states, including but not limited to a subject undergoing cognitive fatigue or heat stress,

a risk of cognitive fatigue or heat stress, or collapse or non-responsiveness.

[0114] In general, one or more different computational models will be used for each health
state, as each health state will have a different impact on the different measured features. For
example, heart rate variability is one of the most reliable indicators of cognitive fatigue, whilst

skin temperature may be more effective in detecting the onset of heat stress.

[0115] In one example, an ensemble model is created, which could include boosted classifiers
that classify aggregated time segments into categories relating to at least one health state, a
rolling auto-regressive integrated moving average model applied to key features and raw data
to predict risk of at least one health state, or a long short-term memory model using a recursive
deep learning approach which utilises a previous hours’ worth of data to predict risk of at least

one health state.

[0116] When monitoring a risk of cognitive fatigue, this typically employs one or more of the
following features: a low frequency band of the heart rate signal; a high frequency band of the
heart rate signal; a power of the heart rate signal; a barometric pressure; a humidity; an ambient
temperature; a PPG signal; an entropy of the PPG signal; a mean interbeat interval of the heart

rate; or a median interbeat interval of the heart rate.
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[0117] When monitoring a risk of heat stress, this typically employs one or more of: a skin
temperature; a wet bulb temperature; an ambient temperature; a relative humidity; a barometric
pressure; an entropy of a heart rate variability signal; a square root of the mean of the successive
differences between heart rates; a mean interbeat interval of the heart rate; a median interbeat
interval of the heart rate; UV exposure levels, for example determined from meteorological

data; or an area under the curve of the Heart Rate wave.

[0118] When monitoring collapse or non-responsiveness, this typically employs one or more
of a heart rate; a change in heart rate; a PPG signal; a change in blood oxygenation;
accelerometer readings; gyroscope readings; a median change in accelerometer signals; a 90th
quantile of the accelerometer changes; a 95th quantile of the accelerometer changes; a 99th
quantile of the accelerometer changes; a maximum accelerometer change; a median change in
the gyroscope signals; a 90th quantile of the gyroscope changes; a 95th quantile of the
gyroscope changes; a 99th quantile of the gyroscope changes; or a maximum gyroscope

change.
[0119] A more specific example will now be described with reference to Figures 3 to 6.

[0120] In this example, as shown in Figure 3, the system 300 typically includes a monitoring
device 310, broadly similar to the monitoring device 110 described above, and includes a
processor 311, transmitter 312, sensors 313 a memory 314, and power supply (not shown).
Additionally, a number of processing systems 330 are provided coupled to one or more client
devices 360, via the one or more communications networks 350, such as the Internet, and/or a

number of local area networks (LANSs), or the like.

[0121] The system may also include a dock 340, which is adapted to retrieve and upload sensor
data from one or more of the monitoring devices 310 to a communications network 350,
typically whilst also charging the power supply in the monitoring device 310. The 340 dock
can be of any appropriate form, but in one example includes a dock processor 341 and first and
second interfaces 342, 343. The dock may also include additional components, such as

memory, power supplies or the like, as will be appreciated by persons skilled in the art.
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[0122] In this example, the first interface 342 is typically adapted to provide short range
communications, allowing communication with one or more of the monitoring devices 310,
and may include one or more Bluetooth transmitter/receiver chips, physical connections with
the monitoring device, or the like. The second interface 343 is a network interface, for

providing onward connectivity to one or more communications networks 350.

[0123] The dock 340 can also include an input/output device 344, such as a touch screen or
similar, allowing a user to interact with the dock and control various functionality, such as
retrieval of sensor data from the monitoring devices, and uploading of data. The dock may

also include a memory 345 for storing data prior to upload.

[0124] In use, the dock processor 341 executes instructions in the form of applications software
stored in memory to allow the required processes, and in particular retrieval and upload of
sensor data, to be performed. Whilst the dock processor 341 can be a standard microprocessor,
such as an Intel Architecture based microprocessor, this is not essential and any suitable
arrangement, such as microchip processor, logic gate configuration, firmware optionally
associated with implementing logic such as an FPGA (Field Programmable Gate Array), or

any other electronic device, system or arrangement, could be used.

[0125] Any number of monitoring devices 310, processing systems 330, docks 340 and client
devices 360 could be provided, and the current representation being for the purpose of
illustration only. The configuration of the networks 350 is also for the purpose of example
only, and in practice the processing systems 330 and client devices 360 can communicate via
any appropriate mechanism, such as via wired or wireless connections, including, but not
limited to mobile networks, private networks, such as an 802.11 networks, the Internet, LANSs,
WANS, or the like, as well as via direct or point-to-point connections, such as Bluetooth, or the
like. Thus, the monitoring device 310 could communicate with a client device 360 via a point-

to-point connection, or could communicate via the networks 350 or the docks 340.

[0126] In this example, the client devices 360 are adapted to analyse sensor data from the
monitoring devices 310, and determine a health state indicator, allowing this to be displayed
to a subject via the client device 360. The processing systems 330 are generally configured to

perform additional analysis, for example to train models, or perform the analysis in the event
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that this cannot be performed by the client devices. Whilst the processing systems 330 are
shown as single entities, it will be appreciated they could include a number of processing
systems distributed over a number of geographically separate locations, for example as part of
a cloud based environment. Thus, the above described arrangements are not essential and other

suitable configurations could be used.

[0127] An example of a suitable processing system 330 is shown in Figure 4. In this example,
the processing system 330 includes at least one microprocessor 400, a memory 401, an optional
input/output device 402, such as a keyboard and/or display, and an external interface 403,
interconnected via a bus 404 as shown. In this example the external interface 403 can be
utilised for connecting the processing system 330 to peripheral devices, such as the
communications networks 350, databases 411, other storage devices, or the like. Although a
single external interface 403 is shown, this is for the purpose of example only, and in practice
multiple interfaces using various methods (e.g. Ethernet, serial, USB, wireless or the like) may

be provided.

[0128] In use, the microprocessor 400 executes instructions in the form of applications
software stored in the memory 401 to allow the required processes to be performed. The
applications software may include one or more software modules, and may be executed in a

suitable execution environment, such as an operating system environment, or the like.

[0129] Accordingly, it will be appreciated that the processing system 330 may be formed from
any suitable processing system, such as a suitably programmed PC, web server, network server,
or the like. In one particular example, the processing system 330 is a standard processing
system such as an Intel Architecture based processing system, which executes software
applications stored on non-volatile (e.g., hard disk) storage, although this is not essential.
However, it will also be understood that the processing system could be any electronic
processing device such as a microprocessor, microchip processor, logic gate configuration,
firmware optionally associated with implementing logic such as an FPGA (Field

Programmable Gate Array), or any other electronic device, system or arrangement.

[0130] As shown in Figure 5, in one example, the client device 360 includes at least one

microprocessor 500, a memory 501, an input/output device 502, such as a keyboard and/or
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display, an external interface 503, and typically a card reader 504, interconnected via a bus 505
as shown. In this example the external interface 503 can be utilised for connecting the client
device 360 to peripheral devices, such as the communications networks 350, databases, other
storage devices, or the like. Although a single external interface 503 is shown, this is for the
purpose of example only, and in practice multiple interfaces using various methods (e.g.

Ethernet, serial, USB, wireless or the like) may be provided.

[0131] In use, the microprocessor 500 executes instructions in the form of applications
software stored in the memory 501, and to allow communication with one of the processing

systems 330.

[0132] Accordingly, it will be appreciated that the client device 360 be formed from any
suitably programmed processing system and could include suitably programmed PCs, Internet
terminal, lap-top, or hand-held PC, a tablet, a smart phone, or the like. However, it will also
be understood that the client device 360 can be any electronic processing device such as a
microprocessor, microchip processor, logic gate configuration, firmware optionally associated
with implementing logic such as an FPGA (Field Programmable Gate Array), or any other

electronic device, system or arrangement.

[0133] A specific example of the physical configuration of a monitoring device will now be

described with reference to Figures 6A to 6l.

[0134] In this example, the housing 620 includes a main body 621, which is elongate and
curved, having a generally rounded crescent shape. The body 621 includes an earlobe clamp
622, which extends laterally from a lower end of the main body 621, before extending
upwardly, so that the earlobe clamp extends substantially parallel to a side of the main body
621, allowing an earlobe to be retained between the earlobe clamp 622 and the main body 621.
The earlobe clamp 622 includes a shaft 622.1, which in use is located in a socket 621.1 provided
in a lower end of the main body 621, allowing the earlobe clamp 622 to be rotatably mounted
thereto. This allows earlobe clamp to be moved from a right hand side of the main body 621,
shown in Figures 6A to 6F, which supports wearing of the monitoring device on the right ear,
to the opposite side of the main body 622 (not shown) to support wearing of the monitoring

device on the left ear.
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[0135] The earlobe clamp 622 incorporates radiation sources 613.1, such as laser or light
emitting diodes, which emit radiation through a transparent surface of the earlobe clamp 622.
The emitted radiation passes through a window 621.1 in the main body, allowing this to be
received by the radiation sensors 613.2, such as photodiodes or similar, mounted within the
main body 621. Windows 621.1 and radiation sensors 613.2 are mounted on each side of the
main body, so that radiation from the radiation sources 613.1 can be received regardless of
whether the earlobe clamp is on the left or right side of the main body 621. The radiation
sources 613.1 are typically driven via electrical connections, such as wires or the like extending

through the shaft 621.1.

[0136] The earlobe clamp 622 and/or main body 621 may also include electrodes that contact

the ear of the subject, allowing impedance and/or conductance measurements to be performed.

[0137] An antihelix clip 623 is provided, which includes a clip shaft 623.1, which in use is
mounted in a port 621.3 that extends laterally through the main body 621, allow the clip to be
mounted on the left (not shown) or right side (Figures 6A to 6F) of the main body 621. The
antihelix clip 623 is located towards a rear of the main body 621, mid-way along the body, and
is configured to engage the antihelix of the ear in use. The clips are typically flexible and
malleable, allowing the subject to adjust the clip configuration to ensure a secure and
comfortable fit. The clips are also removable, so that the clips do not need to be used, if not

required.

[0138] The housing 620 further includes a hook 624 configured to extend over a top of the
back of the ear, to thereby support the weight of the monitoring device.

[0139] The housing 620 includes a number of electrical connectors 621.4, which can be used
for charging an internal battery (not shown) and optionally allowing for data transfer from an
onboard memory. Typically this is achieved using the dock 340, which facilities charging and

data transfer.

[0140] An input button 621.5 may be provided on an upper end of the housing 620. The input
button can be used to provide multiple different functions, depending on the situation. For

example, this could be used to power the monitoring device on or off, control a pairing mode
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to allow the monitoring device to be paired with a client device 360 for data transfer.
Alternatively, this could be used to allow a subject to provide a response, for example in the
event that a response is requested to ensure the subject is responsive. Alternatively, the input
button could be replaced by other suitable inputs, such as detecting tapping of the housing,

inputs provided via a connected device, such as a smartphone, or the like.

[0141] The main body 621 also includes vents 621.6 in a rear face of the main body. The vents
are in fluid communication with a Gore membrane 626.1, to allow for pressure equalisation for

pressure sensing purposes.

[0142] It will be appreciated that the housing 620 also typically includes associated circuitry
and a battery, which are not shown for clarity. The circuitry would include the monitoring
device processor, a memory and wireless transceiver for communication with the client device
360 and/or a communications network 350, depending on the preferred implementation. The
circuitry would also include additional sensors, such as the temperature, humidity sensors, or

the like, as outlined above.

[0143] Specific examples of sensors and components used include PT17-21C/L41/TR8 and
VTPS1192HB PPG receivers, XZM2ACR53W-8, XZM2DG53W-8 and XZTNI53W-8 PPG
transmitters (actuated by TPS75105DSK LED drivers), an nRF52832-QFAA is the Bluetooth
microcontroller, a LSM6DSM accelerometer/gyroscope unit, a BMEG680 ambient
temperature/humidity/barometric pressure sensor, an NCU15XH103F60RC skin temperature
sensor, and MT29F4GO1ABA or MT29F2GO1ABA on-board memory for storing raw data.

[0144] An example of a dock for use with multiple monitoring devices will now be described

with reference to Figures 6] to 6N.

[0145] In this example, the dock 340 includes a housing 660 including docking module 661,
each of which is configured to receive a respective monitoring device, and a touch screen to

allow user interaction with the dock.

[0146] As shown in Figures 6K to 6N, each docking module includes a body 661.1 that

attaches to the housing 660, including a recess 661.2 shaped to receive a monitoring device. A
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rear surface of the recess includes magnets 661.3 provided on an underside so that the
monitoring device magnetically engages with the dock. A printed circuit board 661.4 is
provided on a rear side of the body 661.1, adjacent the recess 661.2, with contacts 661.5
extending through a recess side wall, so that the contacts 661.5 engage with electrical

connectors 621.4 on the monitoring device, to allow for transfer of power and data.

[0147] Example processes of monitoring a subject will now be described in further detail. For
the purpose of these examples it is assumed that one or more respective processing systems
330 are servers. In one example, the servers 330 communicate with client devices 360, which
transfer data from the monitoring devices 310, allowing this to be analysed and/or used to
generate and/or refine computational models. Similarly, the client devices 360 are typically
configured to analyse data, typically using models uploaded from the servers 330, and present

results of the analysis to the subject being monitored.

[0148] The servers 330 typically execute software, allowing relevant actions to be performed,
with actions performed by the server 330 being performed by the processor 400 in accordance
with instructions stored as applications software in the memory 401 and/or input commands
received from a user via the I/0O device 402. It will also be assumed that actions performed by
the client devices 360, are performed by the processor 500 in accordance with instructions
stored as applications software in the memory 501 and/or input commands received from a

user via the I/0O device 502.

[0149] However, it will be appreciated that the above described configuration assumed for the
purpose of the following examples is not essential, and numerous other configurations may be
used. It will also be appreciated that the partitioning of functionality between the different

processing systems may vary, depending on the particular implementation.

[0150] An example of a process for monitoring a subject will now be described with reference

to Figures 7A and 7B.

[0151] In this example, signals are acquired from the sensors at step 700 with these optionally
undergoing preliminary processing at step 705. The preliminary processing may be of any

appropriate form, depending on the nature of the signals generated by the sensors. For
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example, this could include digitisation of analogue sensor signals achieved using a dedicated
analogue to digital convertor, and optionally filtering, noise cleaning, windowing,
amplification, convolutions, or the like. This can also include performing a frequency
transformation, such as a fast Fourier transform, to convert time series information into the
frequency domain, which can reduce the volume of data, whilst retaining the necessary
meaningful data for analysis. These can be achieved utilising known techniques and will not

be described in further detail.

[0152] At step 710 the monitoring device processor 311 generates sensor data. The sensor
data can be of any appropriate form but typically includes information derived from the sensor
signals. In one example, the sensor data is in the form of data packets including a data packet
header and a payload indicative of the sensor signals. The payload data can include raw
digitised sensor signals or values derived therefrom, such as parameters, frequency domain
information, features extracted from sensor signals, or the like. Typically only limited
processing is performed on board the monitoring device is simple in order to reduce processing
and power requirements, but it will be appreciated that this may not always be the case and
indeed additional analysis may be performed in order to reduce the amount of sensor data that
needs to be transmitted to the client device 360. The data packets may also include other
relevant information, such as a time or date of capture of the data. The sensor data, and in
particular the raw sensor signals are also typically stored in the memory 314, for subsequent

retrieval by the dock 340.

[0153] At step 715 sensor data is transmitted to the client device 360, which analyses the data
at step 720 to determine features from the sensor data at step 725. In this regard, the PPG

signal for a single pulse cycle is as shown in Figure 8.

[0154] Components included in the PPG signal include a systolic peak (I) corresponding to
contraction of the heart (systole), a diastolic peak (III), which is the resting period between the
heart beats (diastole), while blood is flowing and a dicrotic notch (II), which is a transient
minima separating the systolic & diastolic peaks. Systole and diastole occupy, respectively,
about one-third and two-thirds of the cycle of heart action. When analysing PPG signals to
identify the features outlined above, the systolic peak (I) is used. Thus, for example, the heart
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rate is identified by measuring the number of systolic peaks in a given time frame (typically
one minute). Similarly, cardiac features, such as interbeat intervals, heart rate variability and

the like, can also be calculated by examining the time between successive systolic peaks.

[0155] For breathing rate, the PPG signals are analysed to determine blood oxygenation levels.
In this regard, one of the major roles of blood is to supply oxygen to tissues throughout the
body. This is achieved through the protein hemoglobin within red blood cells, which has a high
affinity to oxygen. Thus, as blood passes through capillaries in the lungs, the hemoglobin in
red blood cells binds to oxygen which is subsequently pumped through arteries via the heart
and transported to various tissues. The term blood oxygen saturation specifically refers to the

proportion of hemoglobin in the blood that is carrying oxygen, and is given by:

HbO,

0 Saturation = ———
xygen Saturation 150, + 1D

where Hb refers to hemoglobin not bound with oxygen and HbO?2 refers to hemoglobin

bound to oxygen

[0156] Arterial blood oxygen saturation is typically measured using pulse oximetry which
gives a percentage estimate (SpO2). It has been established that those with a healthy respiratory
system typically exhibit SpO2 values of 96-98% at sea level. According to the World Health
Organisation, hypoxia is defined as a blood oxygen saturation level of less than 94%, while a

blood oxygen level of less than 90% may indicate the need for clinical action.

[0157] The SpO2 levels are calculated indirectly, through photoplethysmography (PPG), the
non-invasive measurement of light absorption (usually red and infrared) through the blood. In
short, when more blood is present, less light is reflected, so given a pulsatile increase in blood
volume with each heartbeat, PPG effectively measures the pulse. Depending on the level of
blood oxygen saturation, the PPG measurements also experience a change in the ratio of light
absorbance between the red and infrared light. Namely, the extinction coefficient of
oxygenated hemoglobin with red light (= 660 nm) is lower than it is for deoxygenated

hemoglobin, and the reverse is true for infrared light (= 880-940 nm). Thus, a simultaneous
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measurement of the absorbance of both infrared and red light allows for an estimation of blood

oxygen saturation.

[0158] The ratio of absorbance of infra-red to red light within the PPG sensor changes
depending on the proportion of hemoglobin that is oxygenated in the blood. This change can

be quantified through the so-called ratio of ratios metric, given by:

ACred
D Cred

A Cin frared
D Cinfrared

R

[0159] To obtain the alternating current (AC) components within the PPG measurements, the
raw signals were firstly band-pass filtered between 1 Hz and 30 Hz. Peak detection is then
performed on the infrared and red AC filtered signals to find their peaks and troughs using a
low-pass function. The same procedure repeated on the same signals, but scaled by —1, to find
the troughs. Next, the peak values and trough values are separated and interpolated, before
their absolute values are added together to give a constant estimate of the AC amplitude. The

direct current (DC) components were obtained by lowpass filtering the raw signals at 0.01 Hz.

[0160] This ratio is used to derive a linear approximation to calculate the SpOz value as a proxy

to oxygen saturation, as:
SpO,=A—-B*R
where: A and B are determined empirically as A = 104 and B = 17.

[0161] To measure breathing rate, variations in SpOz values can be used to track different

oxygenation levels in the blood, allowing a breathing rate to be established.

[0162] The manner in which further features can be extracted from sensor signals are known
in the art, and is described in publications, such as Bruce, P., Bruce, A. & Gedeck. P. (2020),
Practical Statistics for Data Scientists, 2nd edition, O’Reilly Media, Inc., Van Gent, P. (2016a).
Analyzing a Discrete Heart Rate Signal Using Python. A tech blog about fun things with
Python and embedded electronics, and Camm, M.J., Malik, M.,Bigger, J. and Breithardt, G.,
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1996, Heart rate variability - Standards of measurement, physiological interpretation, and
clinical use - Task Force of the European Society of Cardiology and the North American
Society of Pacing and Electrophysiology, Circulation, Vol. 93, pp.1043-1065. These will not
therefore be described in any further detail. It will also be noted that this might not be required

if features have already been derived by the monitoring device.

[0163] It will be appreciated that these steps are performed periodically, and optionally
substantially continuously, depending on monitoring requirements, data transmission

bandwidths or the like.

[0164] At step 730, the features are applied to the model(s), allowing an indicator to be
generated at step 735. The manner in which this is performed will vary depending on the
preferred implementation and the nature of the models. Typically this process will result in
generation of a respective indicator for each of a number of different conditions, with these
being displayed to the subject via a user interface displayed on the client device 330. In
addition to simply generating an indicator, an alert may also be generated. For example, if the
indicator indicates the subject is at a high risk of suffering from heat exhaustion or cognitive
failure, an audible alert or haptic might be generated, either by the client device 330 or the
monitoring device 310. Control of this could be based on thresholds, so in the event the
indicator is a numerical value, if this exceeds a threshold value, then an alert could be

generated, which may optionally require a user response at step 740.

[0165] At step 745, the client device 360 generates subject data, including information such
as: the sensor data, the features generated, the indicator generated, and any user response
provided. The subject data is uploaded to the server 330 at step 750. This can be used for
logging purposes, and/or to alert third parties, particularly in the event that adverse health states

are identified.

[0166] Additionally, or using raw sensor data subsequently uploaded from the dock 340, the
server 330 can analyse the subject data at step 755 and optionally update the models at step
760, in turn allowing models used by the client device to be updated at step 765. In particular,
this process can be performed in order to increase the accuracy of models, either improving

generic models, and/or individualising the models for specific subjects.
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[0167] An example of the process for generating models will now be described in more detail

with reference to Figure 9.

[0168] In this example, reference subject data is obtained at step 900, which is at least partially
indicative of sensor signals measured for one or more reference subjects. At step 910 the
reference subject data is analysed to determine features from the sensor signals. Steps 900 and
910 are largely analogous to steps 700, 720 and 725 described above, and it will therefore be
appreciated that these can be performed in a largely similar manner, and hence will not be

described in further detail.

[0169] In this example, the reference subject data is used in training a computational model,
the reference subject data is also indicative of identified health states for the subject, such as
whether or not the subject was suffering from, or was at risk or heat exhaustion, cognitive

failure, or the like.

[0170] When using the reference subject data to train the computational model, it will be
typically to determine all of the above described features, rather than just selected ones of the
features, allowing this to be used in order to ascertain which of the features are most useful in
discriminating between different subject health states. Nevertheless, the reference features

used are as outlined above.

[0171] At step 920 a combination of the reference features and one or more generic
computational models are selected, with the reference features and identified reference subject
health states for a plurality of reference subjects being used to train the model(s) at step 930.
The nature of the model and the training performed can be of any appropriate form and could
include any one or more of decision tree learning, random forest, logistic regression,
association rule learning, artificial neural networks, deep learning, inductive logic
programming, support vector machines, clustering, Bayesian networks, reinforcement
learning, representation learning, similarity and metric learning, genetic algorithms, rule-based
machine learning, learning classifier systems, or the like. As such schemes are known, these

will not be described in any further detail.
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[0172] Accordingly, the above described process provides a mechanism to develop a
computational model that can be used in assessing subject health state using the process

described above with respect to Figure 1.

[0173] In addition to simply generating the model, the process typically includes testing the
model at step 940 to assess the discriminatory performance of the trained model. Such testing
is typically performed using a subset of the reference subject data, and in particular, different
reference subject data to that used to train the model, to avoid model bias. The testing is used
to ensure the computational model provides sufficient discriminatory performance. In this
regard, the discriminatory performance is typically based on an accuracy, sensitivity,
specificity and AUROC, with a discriminatory performance of, for example 70%, being

required in order for the model to be used.

[0174] It will be appreciated that if the model meets the discriminatory performance, it can
then be used in determining a health state indicator using the process outlined above with
respect to Figure 1. Otherwise, the process returns to step 920 allowing different metrics and/or

models to be selected, with training and testing then being repeated as required.

[0175] The above process results in a model that is generic, and in particular is not specific to
any one subject. Generally, this model is initially used when new subjects are being monitored.
However, as monitoring of subjects occurs, the collected subject data for that subject can be
used to refine the models and individualise these to make them subject specific. Accordingly,
in one example, subject data is acquired from a specific subject at step 950, with this being
analysed at step 960 and used to update the models at step 970. This is again performed by
deriving features for the subject and using these, together with information regarding the health
state of the subject, to retrain the models, thereby making these specific to the respective

subject.

[0176] In addition to use the features to train the models, the training can also be performed
taking into account reference subject attributes, so that models are specific to respective
reference subject attributes or can take the subject attributes into account, such as the age, sex,
ethnicity of the subject or the like. In one example, this process involves having the one or

more processing devices perform clustering using the using the reference subject attributes to
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determine clusters of reference subjects having similar reference subject attributes, for example
using a clustering technique such as k-means clustering, and then training the computational
model at least in part using the reference subject clusters. For example clusters of male versus
female reference individuals suffering from heat exhaustion could be identified, with this being
used to train a computational model to identify the heat exhaustion in men and women

respectively. It will be appreciated however that any suitable technique could be used.

[0177] In further example, the processing devices develop the model by performing one or
more of feature analysis and downselection, correlation and univariate statistical separability
tests and dimensionality reduction. Thus, for example, this allows for the calculation of
multiple features, and multiple models, with those refined depending on their discriminatory
power. Such refining can be performed using one or more of cross-validation performance,

hyperparameter validation, learning curve analysis or metric relevance across models.

[0178] Accordingly, the above described techniques provide a mechanism for training one or
more computational models to discriminate between different subject health states using a
variety of different features, and then using the model(s) to generates indicators can assisting

in identifying health states, such as heat exhaustion or the like.

[0179] Accordingly, the above described arrangement employs a predictive biometric system
that utilises large amounts of very accurate historical and real-time data which drive neural
networks and machine learning approaches to produce reliable results. There are two main

types of predictive biometric systems, both of which may be considered early-warning systems

» Set-Value, where predictive systems rely upon a number set by a heuristic baseline to
activate an alarm. They require less compute power out of the two types, and are a
required pre-cursor to stepping to a self-learning system.

» Self-Learning systems which adapt to individualised thresholds and improve the more

an individual uses them.

[0180] Many different types of biometric data may be used to create these systems, with the
above described arrangements relying primarily on PPG readings (photo plethysmography:
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which measures the amount of blood in tissue) from the ear to allow for high levels of accuracy

in a form-factor which is comfortable and unobtrusive for the user.

[0181] The approach can pair the data science of predictive biometric systems with medical-
grade hardware to create predictive devices that can be used in dangerous real-life situations

and anticipate serious medical incidents before they happen.

[0182] The above described arrangements can be used in a wide range of different applications,
but are particularly useful where users are exposed to harsh or extreme conditions and where
repetitive tasks are a part of their day to day role. The above arrangement is suitable for use
within these environments addressing the main causes of injury or death within the heavy

industries; cognitive fatigue, heat exhaustion and man down scenarios.

[0183] The above described system can employ artificial intelligence to create a unique
personalised model for each user. Throughout use, base biometric data models are refined to
create bespoke models for each user, increasing predictive alert accuracy. This allows for
broader applications as the final model is trained to a user’s unique biometric signature. Models
are continuously optimised; the more often a device is worn, the more accurate are the

Predictions and the more trusted the result.

[0184] The earpiece monitoring device has been designed to fit comfortably and unobtrusively
behind the ear which makes it simple to use and easy to wear for hours on end. For example,
the earpiece can incorporate three principles, including fluidity, durability and smoothness.
Modular, malleable, removable fasteners which allow the device to sit comfortably behind the

ear of each user. This design allows maximal, adjustable comfort for any wearer.

[0185] The monitoring device can implement sensing technology utilised in emergency &
intensive care units across the globe, miniaturising this approach for use on the ear ensures our
readings are taken soon after blood leaves the heart and remain accurate even in times of serious

distress.
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[0186] The system can provide up to the minute safety risk alerts for multiple issues, and
additionally can function predictively, alerting subjects that heat exhaustion or cognitive failure

is likely to occur if no action is taken.

[0187] The use of a local client device allows the system to be optimised for low- connectivity
areas:
* On board processing allows the device to function with and without an internet
connection.

» Haptic early alarms on the device work without an internet connection.

[0188] The system is non-invasive, and can collect vital signs readings from the earlobe, not
the ear-canal; so it can be used with earphones, headphones, or ear protection, whilst the

rotating ear clip joint allows use of the device on either ears.

[0189] The predictive platform can be integrated with existing systems and equipment is key
to providing the best long-term solution. From simplifying historical analysis tools all the way

to incorporating real-time risk alerts with existing dashboards.

[0190] Throughout this specification and claims which follow, unless the context requires
otherwise, the word “comprise”, and variations such as “comprises” or “comprising”, will be
understood to imply the inclusion of a health stated integer or group of integers or steps but not
the exclusion of any other integer or group of integers. As used herein and unless otherwise

health stated, the term "approximately" means +20%.

[0191] Persons skilled in the art will appreciate that numerous variations and modifications
will become apparent. All such variations and modifications which become apparent to
persons skilled in the art, should be considered to fall within the spirit and scope that the

invention broadly appearing before described.



WO 2022/087651 PCT/AU2021/051184

-41 -

THE CLAIMS DEFINING THE INVENTION ARE AS FOLLOWS:

1)

2)

3)

4)

5)

A monitoring system for monitoring a biological subject, the monitoring system including:

a) amonitoring device including:

1) ahousing configured to be attached to or supported by an ear of the subject in use;

ii) one or more sensors, the one or more sensors including a photoplethysmogram
(PPG) sensor provided in the housing and configured to measure attributes of blood
flow within the ear;

1i1) a monitoring device processor configured to:
(1) acquire sensors signals from the one or more sensors; and,
(2) generate sensor data at least partially in accordance with signals from the one

Or More Sensors;
iv) a transmitter configured to transmit the sensor data; and,
b) one or more processing systems configured to:

1) receive the sensor data;

ii) analyse the sensor data; and,

ii1) generate a health state indicator indicative of a health state of the subject.

A monitoring system according to claim 1, wherein the PPG sensor is a transmissive PPG

Sensor.

A monitoring system according to claim 2, wherein the PPG sensor includes:

a) at least one radiation source provided in the housing so as to expose the ear lobe to
electromagnetic radiation; and,

b) at least one radiation sensor provided in the housing so as to receive electromagnetic
radiation at least one of transmitted through the ear lobe.

A monitoring system according to any one of the claims 1 to 3, wherein the housing

includes:

a) an elongate curved main body configured to sit behind a helix of the ear; and,

b) an ear lobe clamp extending from a lower end of the main body, the ear lobe clamp
being configured to receive an ear lobe of the ear so that the ear lobe is positioned
between the main body and the ear lobe clamp.

A monitoring system according to claim 4, wherein the ear lobe clamp is rotably mounted

to the main body to allow the monitoring device to be worn on a left or right ear.
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A monitoring system according to claim 4 or claim 5, wherein at least one radiation source
is provided in the ear lobe clamp and wherein at least one radiation sensor is provided in
the main body facing the ear lobe clamp.

A monitoring system according to any one of the claims 4 to 6, wherein the PPG sensor
includes a first radiation sensor on a first side of the housing and second radiation sensor
on a second side the housing and wherein the monitoring device processor is configured to:
a) monitor signals from the first and second radiation sensors;

b) determine an active radiation sensor based on the monitored signals; and,

c) generate sensor data using signals from the active radiation sensor.

A monitoring system according to any one of the claims 1 to 7, wherein the housing
includes a securing mechanism to secure the housing the ear, the securing mechanism
including at least one of:

a) a hook configured to extend over the ear; and,

b) aclip configured to engage an antihelix of the ear.

A monitoring system according to claim 8, wherein:

a) the hook is removably mounted proximate an upper end of the housing; and,

b) the clip is removably mounted to either side of the main body to allow the monitoring

device to be secured to a left or right ear.

10) A monitoring system according to any one of the claims 1 to 9, wherein the one or more

sensors include at least one of:

a) an ambient temperature sensor;
b) a skin temperature sensor;

C) apressure sensor;

d) ahumidity sensor;

€) amovement sensor;

f) an accelerometer;

g) a gyroscope;

h) an optical sensor; and,

1) auser input button.

11) A monitoring system according to any one of the claims 1 to 10, wherein the sensor data is

indicative of’
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an amount of red light transmitted through the skin;
an amount of green light transmitted through the skin;
an amount of infrared light transmitted through the skin;
an amount of light absorbed by the skin;

an ambient temperature;

a barometric pressure;

a relative humidity;

a wet bulb temperature;

a skin temperature;

accelerometer readings; and,

gyroscope readings; and,

user inputs.

12) A monitoring system according to any one of the claims 1 to 11, wherein the monitoring

device includes at least one of:

a)
b)

9)

a haptic motor;
an optical indicator; and,

a speaker.

13) A monitoring system according to any one of the claims 1 to 12, wherein the sensor data

includes at least one of:

a) raw sensor signals; and,

b)

one or more features derived from raw sensor signals.

14) A monitoring system according to any one of the claims 1 to 13, wherein the monitoring

device at least partially processes the sensor signals by at least one:

a)
b)

c)

filtering;
amplifying;
digitizing; and,

d) parameterizing.

15) A monitoring system according to any one of the claims 1 to 14, wherein the system

includes a dock configured to:

a) charge a power supply in the monitoring device; and,
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b) retrieve sensor data stored in the monitoring device, the retrieved sensor data being
transferred to one or more processing systems for analysis.

16) A monitoring system according to any one of the claims 1 to 15, wherein the one or more
processing systems include a client device configured to:

a) analyse the sensor data;
b) generate a health state indicator indicative of a health state of the subject; and,
c) atleast one of:

1) generate an alert;

ii) output an indication of the health state indicator; and,

ii1) cause the monitoring device to generate an alert.

17) A monitoring system according to claim 16, wherein the client device is configured to
transfer subject data to a processing system, the subject data being indicative of at least one
of:

a) sensor data;
b) ahealth state indicator; and,
¢) user input provided in response to output of the health state indicator.

18) A monitoring system according to any one of the claims 1 to 15, wherein the one or more

processing systems include a client device configured to:

a) receive the sensor data;

b) transfer subject data to a processing system, the subject data being at least partially
indicative of the sensor data;

¢) receive an indication of the health state indicator from the processing system; and,

d) output the health state indicator.

19) A monitoring system according to any one of the claims 1 to 18, wherein the one or more

processing systems are configured to:

a) determine one or more features derived from sensor signals;

b) use the features and at least one computational model to determine a health state
indicator indicative of a subject health state.

20) A monitoring system according to claim 19, wherein the one or more processing systems
are configured to:

a) compare one or more feature values to corresponding reference feature values; and,
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determine the health state in accordance with results of the comparison.

21)A monitoring system according to claim 19, wherein the one or more reference feature

values are at least one of:

a)
b)
9)
d)

baseline feature values for the subject;
previous feature values for the subject;
feature values derived from reference subjects having a known health state; and,

threshold values.

22) A monitoring system according to any one of the claims 19 to 21, wherein the one or more

features include at least one of:

a)
b)
9)
d)
e)
f)
g)
h)
i)
1)
k)
1)
m)
n)
0)
p)
q)

values of raw sensor signals;

a pulse feature;

a heart rate;

a mean heart rate;

a heart rate variability feature;

a breathing rate;

a mean breathing rate;

an interbeat interval of the heart rate;

a mean interbeat interval of the heart rate;

a median interbeat interval of the heart rate;

a standard deviation of the interbeat interval of the heart rate;

a median absolute deviation of the interbeat interval;

a standard deviation of the difference in the interbeat interval;

a median absolute deviation of the difference in the interbeat interval;
a percentage difference in Interbeat interval > 50ms;

a percentage difference in Interbeat interval > 20ms;

a square root of the mean of the successive differences between heart rates;
an area under the curve of the heart rate wave;

an energy of the power of the Heart Rate Variability (HRV) signal;

a proportion of the HRV energy in the Low Frequency band;

a proportion of the HRV energy in the High Frequency band;

a ratio between HRV signal within the low and high frequency bands;
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w) an entropy of the HRV signal;

x) an entropy of the PPG signal;

y) a positive/negative ratio of the Systolic wave;

z) aratio of the positive Systolic and Diastolic waves;

aa) a maximum slope of the Systolic wave;

bb) a time to peak of the Systolic wave;

cc) an energy of the PPG signal in volts;

dd) a proportion of the PPG energy in a Very Low Frequency band;

ee) a proportion of the PPG energy in a Low Frequency band;

{f) a proportion of the PPG energy in a Medium Frequency band;

gg) a proportion of the PPG energy in a High Frequency band;

hh) a ratio between the proportion of the PPG energy in the Low Frequency band and
proportion of the PPG energy in the high Frequency band;

i1) a saturation of Peripheral Oxygen in the blood;

j)) amedian change in accelerometer signals;

kk) a 90th quantile of the accelerometer changes;

11) a 95th quantile of the accelerometer changes;

mm) a 99th quantile of the accelerometer changes;

nn) a maximum accelerometer change;

00) a median change in the gyroscope signals;

pp) a 90th quantile of the gyroscope changes;

qq) a 95th quantile of the gyroscope changes;

rr) a 99th quantile of the gyroscope changes;

ss) a maximum gyroscope change;

tt) a power spectral density of Interbeat intervals;

uu) a power spectral density of Interbeat intervals in a frequency band 0.04Hz to 0.15Hz;

vv) a power spectral density of Interbeat intervals in a frequency band 0.16Hz to 0.5Hz;

wWW) a ratio of power spectral density of Interbeat intervals in different frequency
bands;

xx) an integral of a power spectral density of a signal;

yy) an integral of a power spectral density of a signal in a frequency band OHz to 0.3Hz;
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zz) an integral of a power spectral density of a signal in a frequency band 1.2Hz to 1.9Hz;

aaa) a mean ambient temperature;

bbb) an ambient temperature range;

cee) a mean wet temperature;

ddd) a wet temperature range;

eee) a wet temperature standard deviation;

fff) a mean skin temperature;

ggg) a skin temperature standard deviation;
hhh) a skin temperature range;

1i1) a mean ambient relative humidity;

jJJ) an ambient relative humidity standard deviation;
kkk) an ambient relative humidity range;

1II) a mean ambient pressure;

mmm) an ambient pressure standard deviation;

nnn) an ambient pressure range;
000) a PPG vector saturation;

pPPP) a PPG vector noise;

qqq) a PPG vector noise scale; and,

rrr) a PPG vector signal variance.

23) A monitoring system according to any one of the claims 19 to 22, wherein the one or more
processing systems determine at least one of:
a) atleast two features;

b) at least three features;

¢) at least four features;

d) at least five features;

e) at least six features;

f) atleast seven features;

g) at least eight features;

h) at least nine features; and,

1) at least ten features.
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24) A monitoring system according to claim 19, wherein the one or more processing systems
are configured to use the one or more features and a computational model to determine the
health state, the at least one computational model being at least partially indicative of a
relationship between different subject health states and one or more features.

25) A monitoring system according to claim 24, wherein the at least one computational model
is obtained at least in part by:

a) applying machine learning to reference features derived from one or more reference
subjects having known health states; and,
b) applying machine learning to features derived from the subject.

26)A monitoring system according to claim 24 or claim 25, wherein the at least one
computational model is obtained at least in part by:

a) developing a generic model by applying machine learning to reference features derived
from one or more reference subjects having known health states; and,

b) modifying a generic model to create a subject specific model by applying machine
learning to features derived from the subject.

27) A monitoring system according to any one of the claims 24 to 26, wherein the at least one
computational model includes one or more respective computational models for each of a
plurality of health states.

28) A monitoring system according to any one of the claims 24 to 27, wherein the at least one
computational model includes at least one of:

a) boosted classifiers that classify aggregated time segments into categories relating to at
least one health state;

b) arolling auto-regressive integrated moving average model applied to key features and
raw data to predict risk of at least one health state; and,

c) a long short-term memory model using a recursive deep learning approach which
utilises a previous hours’ worth of data to predict risk of at least one health state.

29) A monitoring system according to any one of the claims 1 to 28, wherein the health state
indicator is indicative of one or more of a plurality of health states, including at least one
of:

a) cognitive fatigue;

b) heat stress;
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c) arisk of cognitive fatigue;
d) arisk of heat stress; and,
e) collapse or non-responsiveness.
30) A monitoring system according to any one of the claims 1 to 26, wherein a risk of cognitive
fatigue is determined using at least one of:
a) alow frequency band of the heart rate signal;
b) ahigh frequency band of the heart rate signal;
c) apower of the heart rate signal;
d) abarometric pressure;
e) ahumidity;
f) an ambient temperature;
g2) aPPG signal;
h) an entropy of the PPG signal;
1) amean interbeat interval of the heart rate;
j) amedian interbeat interval of the heart rate.
31) A monitoring system according to any one of the claims 1 to 27, wherein a risk of heat
stress is determined using at least one of:
a) raw PPG signals;
b) a skin temperature;
c) a wet bulb temperature;
d) an ambient temperature;
e) arelative humidity;
f) abarometric pressure;
g) an entropy of a heart rate variability signal;
h) asquare root of the mean of the successive differences between heart rates;
i) amean interbeat interval of the heart rate;
j) amedian interbeat interval of the heart rate;
k) UV exposure levels; and,
1) an area under the curve of the Heart Rate wave.
32) A monitoring system according to any one of the claims 1 to 28, wherein a collapse or non-

responsiveness is determined using at least one of:
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a heart rate;

a change in heart rate;

a PPG signal;

a change in blood oxygenation;
accelerometer readings;

gyroscope readings;

a median change in accelerometer signals;

a 90th quantile of the accelerometer changes;
a 95th quantile of the accelerometer changes;
a 99th quantile of the accelerometer changes;
a maximum accelerometer change;

a median change in the gyroscope signals;

m) a 90th quantile of the gyroscope changes;

n)
0)

p)

a 95th quantile of the gyroscope changes;
a 99th quantile of the gyroscope changes; and,

a maximum gyroscope change.

33) A method system for monitoring a biological subject including:

a)

b)

using a monitoring device including:

1) ahousing configured to be attached to or supported by an ear of the subject in use;

ii) one or more sensors, the one or more sensors including a photoplethysmogram
(PPG) sensor provided in the housing and configured to measure attributes of blood
flow within the ear; and,

1i1) a monitoring device processor to:
(1) acquire sensors signals from the one or more sensors; and,
(2) generate sensor data at least partially in accordance with signals from the one

Or more Sensors;

using a transmitter to transmits the sensor data; and,

using one or more processing systems to:

1) receive the sensor data;

ii) analyse the sensor data; and,

ii1) generate a health state indicator indicative of a health state of the subject.
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34) A monitoring system for monitoring a biological subject, the monitoring system including
one or more processing systems configured to:
a) receive sensor data from one or more sensors in a monitoring device worn by a subject;
b) analyse the sensor data by:

1) determining one or more features derived from sensor signals;

ii) use the features and at least one computational model to determine a health state
indicator indicative of a subject health state, the at least one computational model
being at least partially indicative of a relationship between different subject health
states and one or more features.

35)A method for monitoring a biological subject, the method including in one or more
processing systems:
a) receiving sensor data from one or more sensors in a monitoring device worn by a
subject;
b) analysing the sensor data by:

1) determining one or more features derived from sensor signals;

ii) use the features and at least one computational model to determine a health state
indicator indicative of a subject health state, the at least one computational model
being at least partially indicative of a relationship between different subject health

states and one or more features.



WO 2022/087651 PCT/AU2021/051184

1/13

100
\\\\ 120
110
ST S E T /

114 113

111 {113

N

10—

S &
ST o R o

113 i

Fig. 1A

108




WO 2022/087651

2/13

Acquire sensor
signals

|

Generate sensor data

|

Transmit sensor data

v

Receive sensor data

|

Analyse sensor data

|

Generate status
indicator

Fig. 2

200

210

220

230

240

250

PCT/AU2021/051184



WO 2022/087651

3/13

\
314 (313
!

311 313
312 313
342
341 {
340— 343
=
344 345

360

5032RRARGRORACA RRR BRAD
o =ARRRRRRRARRRAY nRn 2280

o~

330

PCT/AU2021/051184

314

313

312

311 {313
|

313

o

313

313

313




WO 2022/087651 PCT/AU2021/051184

330 4/13
400 401
404
402
403
360
500 501
504
502
503

Fig. 5



WO 2022/087651 PCT/AU2021/051184

5/13

620




PCT/AU2021/051184

WO 2022/087651

6/13

623

AN
AN
(o]

622

Fig. 6F

Fig. 6E

m
AN
(o]

622

621.2

Fig. 6G



WO 2022/087651 PCT/AU2021/051184




WO 2022/087651

8/13

PCT/AU2021/051184

Fig. 6J



WO 2022/087651 PCT/AU2021/051184

9/13




WO 2022/087651

&

10/13

Acquire signals from
sensors

|

Optionally process
signals

|

Generate sensor data

|

Transfer sensor data
to client device

|

Analyse data

|

Determine features

|

Apply features to
model

2

Fig. 7A

700

705

710

715

720

725

730

PCT/AU2021/051184



WO 2022/087651 PCT/AU2021/051184

11/13

&

Generate indicator /
alert

|

Optionally seek
response

|

Generate subject
data

|

Upload subject data
to server

|

Analyse subject data| 755

|

Update models 760

735

740

745

750

Y

Update client device | 765

Fig. 7B



WO 2022/087651 PCT/AU2021/051184

12/13

Fig. 8



WO 2022/087651

13/13

Obtain reference
subject data

|

Analyse reference
subject data

|

Select features and
model

|

Train model

|

Test model using
reference subset

|

Acquire subject data

|

Analyse subject data

Y

Update model

Fig. 9

900

910

920

930

940

950

960

970

PCT/AU2021/051184



INTERNATIONAL SEARCH REPORT International application No.
PCT/AU2021/051184

A. CLASSIFICATION OF SUBJECT MATTER
A61B 5/00(2006.01) A61B 5/024 (2006.01} A61B 5/16 (2006.01}

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation scarched (classification system followed by classification symbols)

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

EPODOC:/ IC/C includes A61B5/02416, A61B5/02438, A61B5/16, A61B5/6815, A61B2503/20, A61B2560/02, A61B2562/02,
AG61B5/683, A61B5/7275, and available lower marks; Keywords: (ear, lobe, canal, conchae, PPG, photoplethysmography,
(health+, well_being) 5D (state?, status+, index, indic+t)) and similar words. Espacenet & Google Scholar & Google Patents:
keywords (ear, lobe, canal, conchae, PPG, photoplethysmography, health+, well_being, state?, status+, index, indic+) and similar
words

Applicant and Inventor(s) name search in Espacenet, and internal databases provided by IP Australia.

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* | Citation of document, with indication, where appropriate, of the relevant passages Relevant to
claim No.

Documents are listed in the continuation of Box C

@ Further documents are listed in the continuation of Box C E See patent family annex
* Special categories of cited documents:

"A"  document defining the general state of the art which is not "T"  later document published after the international filing date or priority date and not
considered to be of particular relevance in conflict with the application but cited to understand the principle or theory

"D"  document cited by the applicant in the international application underlying the invention

"E"  earlier application or patent but published on or after the "X"  document of particular relevance; the claimed invention cannot be considered
international filing date novel or cannot be considered to involve an inventive step when the document is

taken alone

"L"  document which may throw doubts on priority claim(s) or "Y"  document of particular relevance; the claimed invention cannot be considered to
which is cited to establish the publication date of another involve an inventive step when the document is combined with one or more other
citation or other special reason (as specified) such documents, such combination being obvious to a person skilled in the art

"O"  document referring to an oral disclosure, use, exhibition or other

" " Q N
means &"  document member of the same patent family

"P"  document published prior to the international filing date but
later than the priority date claimed

Date of the actual completion of the international search Date of mailing of the international search report
21 December 2021 21 December 2021
Name and mailing address of the ISA/AU Authorised officer
AUSTRALIAN PATENT OFFICE Karen Violante
PO BOX 200, WODEN ACT 2606, AUSTRALIA AUSTRALIAN PATENT OFFICE
Email address: pct@ipaustralia.gov.au (ISO 9001 Quality Certified Scrvice)
Telephone No. +61262837933

Form PCT/ISA/210 (fifth sheet) (July 2019)




INTERNATIONAL SEARCH REPORT International application No.

C (Continuation). DOCUMENTS CONSIDERED TO BE RELEVANT PCT/AU2021/051184

Category*

Citation of document, with indication, where appropriate, of the relevant passages

Relevant to claim No.

WO 2017/207957 Al (CANARIA LIMITED) 07 December 2017

X Abstract; Figures and related text, especially Figures 1 to 3, 6a to 7 and 10; claims 1 to 35
WO 2007/013054 A1 (SCHWARTZ) 01 February 2007

X Abstract; Figures and related text; claims 1 to 35
WO 2008/098346 Al (LUO) 21 August 2008

X Abstract; Figures and related text; claims 1 to 35
US 2016/0081562 A1 (PELLETRIC LLC) 24 March 2016

X Abstract; Figures and related text; claims 1to35
US 2020/0273566 A1 (STARKEY LABORATORIES) 27 August 2020

X Abstract; Figures and related text; claims 1 to 35
US 2019/0038148 A1 (ALIVECOR, INC.) 07 February 2019

X Abstract; Figures and related text; claims 1 to 35
KR 10-2018-0087894 A (UNIVERSITY INDUSTRY FOUNDATION YONSEI UN1V
WONJU CAMPUS) 03 August 2018

X Abstract; Figures and related text; claims 1 to 35
US 2008/0146890 A1 (LEBOEUF et al.) 19 June 2008

X Abstract; Figures and related text; claims 1to 35
US 2017/0000359 A1 (CLOUD DS, INC.) 05 January 2017

X Abstract; Figures and related text; claims 1 to 35
US 2012/0203077 Al (HE et al.) 09 August 2012

X Abstract; Figures and related text; claims 1 to 35
AU 2018101872 A4 ( CANARIA TECHNOLOGIES PTY LTD) 17 January 2019

X Abstract; Figures and related text; claims 1to 35
US 2010/0217098 Al (LEBOEUF etal. ) 26 August 2010

A Abstract; Figures and related text 1to35
WO 2008/110788 A1 (IMPERIAL INNOVATIONS LIMITED ) 18 September 2008

A Abstract; Figures and related text 1 to 35
GB 2411719 A (INOVA DESIGN LTD.) 07 September 2005

A Abstract; Figures and related text 1 to 35
US 2019/0015014 A1 (CHRONISENSE MEDICAL LTD) 17 January 2019

A Abstract; Figures and related text 1to35

Form PCT/ISA/210 (fifth sheet) (July 2019)




INTERNATIONAL SEARCH REPORT International application No.
PCT/AU2021/051184

Box No. IT  Observations where certain claims were found unsearchable (Continuation of item 2 of first sheet)

This international search report has not been established in respect of certain claims under Article 17(2)(a) for the following
reasons:

1. I:I Claims Nos.:

because they relate to subject matter not required to be searched by this Authority, namely:

the subject matter listed in Rule 39 on which, under Article 17(2)(a)(i), an international search is not required to be
carried out, including

2. D Claims Nos.:

because they relate to parts of the international application that do not comply with the prescribed requirements to such
an extent that no meaningful international search can be carried out, specifically:

3. I_‘ Claims Nos:

because they are dependent claims and are not drafted in accordance with the second and third sentences of Rule 6.4(a)

Box No. III  Observations where unity of invention is lacking (Continuation of item 3 of first sheet)

This International Searching Authority found multiple inventions in this international application, as follows:

See Supplemental Box for Details

As all required additional search fees were timely paid by the applicant, this international search report covers all
searchable claims.

As all searchable claims could be searched without effort justifying additional fees, this Authority did not invite
payment of additional fees.

(] [ L]

As only some of the required additional search fees were timely paid by the applicant, this international search report
covers only those claims for which fees were paid, specifically claims Nos.:

No required additional search fees were timely paid by the applicant. Consequently, this international search report is
restricted to the invention first mentioned in the claims; it is covered by claims Nos.:

[]

Remark on Protest The additional search fees were accompanied by the applicant’s protest and, where applicable,

the payment of a protest fee.

The additional search fees were accompanied by the applicant's protest but the applicable
protest fee was not paid within the time limit specified in the invitation.

1 [0 [

No protest accompanied the payment of additional search fees.

Form PCT/ISA/210 (third sheet) (July 2019)




INTERNATIONAL SEARCH REPORT International application No.
PCT/AU2021/051184

Supplemental Box

Continuation of: Box III
This International Application does not comply with the requirements of unity of invention because it does not relate to one
invention or to a group of inventions so linked as to form a single general inventive concept.

This Authority has found that there are different inventions based on the following features that separate the claims into distinct
groups:

e Claims 1-33 are directed to a monitoring system/ method system for monitoring a biological subject. The features of a a)
monitoring device including: i) a housing configured to be attached to or supported by an ear of the subject in use; ii) one
or more sensors, the one or more sensors including a photoplethysmogram (PPG) sensor provided in the housing and
configured to measure attributes of blood flow within the ear, iii) a monitoring device processor configured to: (1) acquire
sensors signals from the one or more sensors; and, (2) generate sensor data at least partially in accordance with signals
Jfrom the one or more sensors; iv) a transmitter configured to transmit the sensor data; and, b) one or more processing
systems configured to: i) receive the sensor data, ii) analyse the sensor data; and, iii) generate a health state indicator
indicative of a health state of the subject are specific to this group of claims.

e Claims 34-35 are directed to a method for monitoring/monitoring system for monitoring a biological subject. The feature
of analysing the sensor data by: i) determining one or more features derived from sensor signals; ii) use the features and
at least one computational model to determine a health state indicator indicative of a subject health state, the at least one
computational model being at least partially indicative of a relationship between different subject health states and one or
more features is specific to this group of claims.

PCT Rule 13.2, first sentence, states that unity of invention is only fulfilled when there is a technical relationship among the
claimed inventions involving one or more of the same or corresponding special technical features. PCT Rule 13.2, second sentence,
defines a special technical feature as a feature which makes a contribution over the prior art.

When there is no special technical feature common to all the claimed inventions there is no unity of invention.

In the above groups of claims, the identified features may have the potential to make a contribution over the prior art but are not common to all the
claimed inventions and therefore cannot provide the required technical relationship. Therefore, there is no special technical feature common to all
the claimed inventions and the requirements for unity of invention are consequently not satisfied a priori.

Form PCT/ISA/210 (Supplemental Box) (July 2019)




INTERNATIONAL SEARCH REPORT International application No.

PCT/AU2021/051184

Information on patent family members

This Annex lists known patent family members relating to the patent documents cited in the above-mentioned international search
report. The Australian Patent Office is in no way liable for these particulars which are merely given for the purpose of information.

Patent Document/s Cited in Search Report Patent Family Member/s
Publication Number Publication Date Publication Number Publication Date
WO 2017/207957 Al 07 December 2017 WO 2017207957 Al 07 Dec 2017
WO 2007/013054 Al 01 February 2007 WO 2007013054 Al 01 Feb 2007
EP 1906812 Al 09 Apr 2008
JP 2009502298 A 29 Jan 2009
US 2008165017 Al 10 Jul 2008
WO 2008/098346 Al 21 August 2008 WO 2008098346 Al 21 Aug 2008
CN 101742981 A 16 Jun 2010
CN 101742981 B 21 Nov 2012
US 2008200774 Al 21 Aug 2008
US 9044136 B2 02 Jun 2015
US 2015320359 A1l 12 Nov 2015
US 2016/0081562 A1 24 March 2016 US 2016081562 Al 24 Mar 2016
US 2018042496 A1l 15 Feb 2018
US 2020/0273566 Al 27 August 2020 US 2020273566 A1l 27 Aug 2020
WO 2020172580 Al 27 Aug 2020
US 2019/0038148 Al 07 February 2019 US 2019038148 Al 07 Feb 2019
CN 111194468 A 22 May 2020
CN 113164057 A 23 Jul 2021
CN 113168908 A 23 Jul 2021
EP 3079571 Al 19 Oct 2016
EP 3692546 Al 12 Aug 2020
EP 3860436 Al 11 Aug 2021
EP 3861558 Al 11 Aug 2021
JP 2020536623 A 17 Dec 2020
US 2015164349 Al 18 Jun 2015
US 9420956 B2 23 Aug 2016
US 2015265164 Al 24 Sep 2015
US 9572499 B2 21 Feb 2017
US 2017238814 Al 24 Aug 2017
US 10159415 B2 25 Dec 2018
US 2019038149 Al 07 Feb 2019
US 10426359 B2 01 Oct 2019
US 2019104951 Al 11 Apr 2019
US 10561321 B2 18 Feb 2020

Due to data integration issues this family listing may not include 10 digit Australian applications filed since May 2001.

Form PCT/ISA/210 (Family Annex)(July 2019)




INTERNATIONAL SEARCH REPORT

Information on patent family members

International application No.

PCT/AU2021/051184

This Annex lists known patent family members relating to the patent documents cited in the above-mentioned international search
report. The Australian Patent Office is in no way liable for these particulars which are merely given for the purpose of information.

Patent Document/s Cited in Search Report

Patent Family Member/s

Publication Number Publication Date Publication Number Publication Date
US 2020022594 Al 23 Jan 2020
US 10595731 B2 24 Mar 2020
US 2019076031 Al 14 Mar 2019
US 2020107733 Al 09 Apr 2020
US 2020229713 Al 23 Jul 2020
WO 2015089484 Al 18 Jun 2015
WO 2019071201 Al 11 Apr 2019
WO 2020073012 Al 09 Apr 2020
WO 2020073013 Al 09 Apr 2020

Due to data integration issues this family listing may not include 10 digit Australian applications filed since May 2001.

Form PCT/ISA/210 (Family Annex)(July 2019)




INTERNATIONAL SEARCH REPORT

Information on patent family members

International application No.

PCT/AU2021/051184

This Annex lists known patent family members relating to the patent documents cited in the above-mentioned international search
report. The Australian Patent Office is in no way liable for these particulars which are merely given for the purpose of information.

Patent Document/s Cited in Search Report

Publication Number Publication Date

Patent Family Member/s

Publication Number

Publication Date

KR 10-2018-0087894 A 03 August 2018

US 2008/0146890 A1 19 June 2008

None

US 2008146890 A1
US 8652040 B2
EP 2094152 Al

EP 2094152 Bl

EP 2862504 A2
EP 2862504 B1

EP 3081155 Al
HK 1207811 Al
US 2008146892 A1
US 8157730 B2
US 2011106627 Al
US 8204786 B2
US 2012197737 Al
US 8702607 B2
US 2016317049 Al
US 10258243 B2
US 2014058220 A1
US 10413197 B2
US 2018242859 Al
US 10595730 B2
US 2014094663 Al
US 10716481 B2
US 2014235968 Al
US 10987005 B2
US 2018220904 A1
US 11000190 B2
US 2014235967 Al
US 11083378 B2
US 2019357777 Al
US 11109767 B2
US 2011098112 Al
US 2012203081 Al
US 2012226111 Al
US 2012226112 Al

19 Jun 2008
18 Feb 2014
02 Sep 2009
13 Apr 2016
22 Apr 2015
01 Jun 2016
19 Oct 2016
12 Feb 2016
19 Jun 2008
17 Apr 2012
05 May 2011
19 Jun 2012
02 Aug 2012
22 Apr 2014
03 Nov 2016
16 Apr 2019
27 Feb 2014
17 Sep 2019
30 Aug 2018
24 Mar 2020
03 Apr 2014
21 Jul 2020

21 Aug 2014
27 Apr 2021
09 Aug 2018
11 May 2021
21 Aug 2014
10 Aug 2021
28 Nov 2019
07 Sep 2021
28 Apr 2011
09 Aug 2012
06 Sep 2012
06 Sep 2012

Due to data integration issues this family listing may not include 10 digit Australian applications filed since May 2001.

Form PCT/ISA/210 (Family Annex)(July 2019)




INTERNATIONAL SEARCH REPORT

Information on patent family members

International application No.

PCT/AU2021/051184

This Annex lists known patent family members relating to the patent documents cited in the above-mentioned international search
report. The Australian Patent Office is in no way liable for these particulars which are merely given for the purpose of information.

Patent Document/s Cited in Search Report

Publication Number Publication Date

Patent Family Member/s

Publication Number

Publication Date

US 2014051948 Al
US 2014243617 Al
US 2014275855 Al
US 2014287833 Al
US 2014288396 Al
US 2014323829 Al
US 2015126825 Al
US 2015138556 Al
US 2015141772 Al
US 2015150469 Al
US 2015366471 Al
US 2018184916 Al
US 2018220902 Al
US 2018220903 Al
US 2018220905 Al
US 2018220906 Al
US 2018228381 Al
US 2018242860 Al
US 2020345243 Al
US 2021236003 Al
WO 2008088511 Al

20 Feb 2014
28 Aug 2014
18 Sep 2014
25 Sep 2014
25 Sep 2014
30 Oct 2014
07 May 2015
21 May 2015
21 May 2015
04 Jun 2015

24 Dec 2015
05 Jul 2018

09 Aug 2018
09 Aug 2018
09 Aug 2018
09 Aug 2018
16 Aug 2018
30 Aug 2018
05 Nov 2020
05 Aug 2021
24 Jul 2008

Due to data integration issues this family listing may not include 10 digit Australian applications filed since May 2001.

Form PCT/ISA/210 (Family Annex)(July 2019)




INTERNATIONAL SEARCH REPORT

Information on patent family members

International application No.

PCT/AU2021/051184

This Annex lists known patent family members relating to the patent documents cited in the above-mentioned international search
report. The Australian Patent Office is in no way liable for these particulars which are merely given for the purpose of information.

Patent Document/s Cited in Search Report Patent Family Member/s

Publication Number Publication Date Publication Number Publication Date

US 2017/0000359 A1 05 January 2017 US 2017000359 A1l 05 Jan 2017
AU 2019243420 Al 15 Oct 2020
CA 3016315 Al 08 Sep 2017
CA 3095287 Al 03 Oct 2019
CN 112384970 A 19 Feb 2021
EP 3769299 Al 27 Jan 2021
US 2016188839 Al 30 Jun 2016
US 9946844 B2 17 Apr 2018
US 2014243612 Al 28 Aug 2014
US 10022053 B2 17 Jul 2018
US 10463299 B1 05 Nov 2019
US 2019302460 Al 03 Oct 2019
US 10642046 B2 05 May 2020
US 2018317859 Al 08 Nov 2018
US 10893837 B2 19 Jan 2021
US 2019274626 Al 12 Sep 2019
WO 2017151164 Al 08 Sep 2017
WO 2019191047 Al 03 Oct 2019

US 2012/0203077 Al 09 August 2012 US 2012203077 Al 09 Aug 2012
AU 2011358630 Al 12 Sep 2013
CA 2826866 Al 16 Aug 2012
CA 2863481 Al 13 Mar 2015
CA 2946387 Al 26 Apr 2017
CN 103596492 A 19 Feb 2014
CN 103596492 B 22 Feb 2017
EP 2672884 Al 18 Dec 2013
JP 2014509231 A 17 Apr 2014
JP 5844389 B2 13 Jan 2016
US 2015077999 A1 19 Mar 2015
US 9140438 B2 22 Sep 2015
US 2015078000 A1l 19 Mar 2015
US 9157588 B2 13 Oct 2015
US 2015167944 Al 18 Jun 2015
US 9243788 B2 26 Jan 2016
US 2016040864 A1 11 Feb 2016

Due to data integration issues this family listing may not include 10 digit Australian applications filed since May 2001.

Form PCT/ISA/210 (Family Annex)(July 2019)




INTERNATIONAL SEARCH REPORT

Information on patent family members

International application No.

PCT/AU2021/051184

This Annex lists known patent family members relating to the patent documents cited in the above-mentioned international search
report. The Australian Patent Office is in no way liable for these particulars which are merely given for the purpose of information.

Patent Document/s Cited in Search Report Patent Family Member/s

Publication Number Publication Date Publication Number Publication Date
US 9671097 B2 06 Jun 2017
US 2017191627 Al 06 Jul 2017
US 9845925 B2 19 Dec 2017
US 2018128433 Al 10 May 2018
US 10119664 B2 06 Nov 2018
US 2017241630 A1 24 Aug 2017
US 10222037 B2 05 Mar 2019
US 2017114967 Al 27 Apr 2017
US 10267464 B2 23 Apr 2019
US 2019137085 A1l 09 May 2019
US 10578289 B2 03 Mar 2020
US 2019285232 Al 19 Sep 2019
US 10711954 B2 14 Jul 2020
US 2019203891 A1l 04 Jul 2019
US 10718475 B2 21 Jul 2020
US 2020271287 Al 27 Aug 2020
US 11085595 B2 10 Aug 2021
US 2020363046 Al 19 Nov 2020
US 11149929 B2 19 Oct 2021
US 2018110429 A1 26 Apr 2018
US 2020300425 A1 24 Sep 2020
US 2020348010 A1 05 Nov 2020
WO 2012108895 A1l 16 Aug 2012

Due to data integration issues this family listing may not include 10 digit Australian applications filed since May 2001.

Form PCT/ISA/210 (Family Annex)(July 2019)




INTERNATIONAL SEARCH REPORT

Information on patent family members

International application No.

PCT/AU2021/051184

This Annex lists known patent family members relating to the patent documents cited in the above-mentioned international search
report. The Australian Patent Office is in no way liable for these particulars which are merely given for the purpose of information.

Patent Document/s Cited in Search Report Patent Family Member/s

Publication Number Publication Date Publication Number Publication Date

AU 2018101872 A4 17 January 2019

US 2010/0217098 Al 26 August 2010 US 2010217098 Al 26 Aug 2010
US 8647270 B2 11 Feb 2014
CN 105379306 A 02 Mar 2016
CN 105379306 B 14 Feb 2020
CN 111464901 A 28 Jul 2020
EP 2400884 A2 04 Jan 2012
EP 2400884 Bl 07 Mar 2018
EP 2405805 A2 18 Jan 2012
EP 2932729 Al 21 Oct 2015
EP 2932729 B1 21 Sep 2016
EP 3127476 Al 08 Feb 2017
EP 3128761 Al 08 Feb 2017
EP 3128761 B1 12 Feb 2020
EP 3357419 Al 08 Aug 2018
HK 1210351 Al 15 Apr 2016
HK 1232106 A1 05 Jan 2018
HK 1254064 Al 12 Jul 2019
JP 2012518515 A 16 Aug 2012
JP 5789199 B2 07 Oct 2015
JP 2016013444 A 28 Jan 2016
JP 6126651 B2 10 May 2017
JP 2015231550 A 24 Dec 2015
JP 6153573 B2 28 Jun 2017
JP 2017159052 A 14 Sep 2017
JP 6309668 B2 11 Apr 2018
JP 2018108467 A 12 Jul 2018
JP 6745829 B2 26 Aug 2020
US 2010217102 Al 26 Aug 2010
US 8700111 B2 15 Apr 2014
US 2013131519 Al 23 May 2013
US 8788002 B2 22 Jul 2014
US 2014171762 Al 19 Jun 2014
US 8886269 B2 11 Nov 2014
US 2014171755 Al 19 Jun 2014

Due to data integration issues this family listing may not include 10 digit Australian applications filed since May 2001.

Form PCT/ISA/210 (Family Annex)(July 2019)




INTERNATIONAL SEARCH REPORT

Information on patent family members

International application No.

PCT/AU2021/051184

This Annex lists known patent family members relating to the patent documents cited in the above-mentioned international search
report. The Australian Patent Office is in no way liable for these particulars which are merely given for the purpose of information.

Patent Document/s Cited in Search Report

Publication Number Publication Date

Patent Family Member/s

Publication Number

Publication Date

US 8923941 B2
US 2014249381 Al
US 8929965 B2
US 2014288395 Al
US 8929966 B2
US 2014180039 Al
US 8934952 B2
US 2014288394 Al
US 8942776 B2
US 2010217099 Al
US 8961415 B2
US 2015032009 Al
US 8989830 B2
US 2014243620 Al
US 9131312 B2
US 2015073236 Al
US 9289135 B2
US 2015080741 Al
US 9289175 B2
US 2015131837 Al
US 9301696 B2
US 2015105633 Al
US 9314167 B2
US 2014140567 Al
US 9750462 B2
US 2015119657 Al
US 9955919 B2
US 2015157222 Al
US 10076282 B2
US 2015289818 Al
US 10092245 B2
US 2016128637 Al
US 10448840 B2
US 2014323830 A1
US 10542893 B2
US 2018296165 Al

30 Dec 2014
04 Sep 2014
06 Jan 2015
25 Sep 2014
06 Jan 2015
26 Jun 2014
13 Jan 2015
25 Sep 2014
27 Jan 2015
26 Aug 2010
24 Feb 2015
29 Jan 2015
24 Mar 2015
28 Aug 2014
08 Sep 2015
12 Mar 2015
22 Mar 2016
19 Mar 2015
22 Mar 2016
14 May 2015
05 Apr 2016
16 Apr 2015
19 Apr 2016
22 May 2014
05 Sep 2017
30 Apr 2015
01 May 2018
11 Jun 2015
18 Sep 2018
15 Oct 2015
09 Oct 2018
12 May 2016
22 Oct 2019
30 Oct 2014
28 Jan 2020
18 Oct 2018

Due to data integration issues this family listing may not include 10 digit Australian applications filed since May 2001.

Form PCT/ISA/210 (Family Annex)(July 2019)




INTERNATIONAL SEARCH REPORT

Information on patent family members

International application No.

PCT/AU2021/051184

This Annex lists known patent family members relating to the patent documents cited in the above-mentioned international search
report. The Australian Patent Office is in no way liable for these particulars which are merely given for the purpose of information.

Patent Document/s Cited in Search Report

Publication Number Publication Date

Patent Family Member/s

Publication Number

Publication Date

US 10716480 B2
US 2018303430 Al
US 10750954 B2
US 2015126824 Al
US 10842387 B2
US 2019082974 Al
US 10842389 B2
US 2019000396 A1
US 10898083 B2
US 2014135596 Al
US 10973415 B2
US 2019008460 A1l
US 11026588 B2
US 2015342467 Al
US 11160460 B2
US 2010217100 Al
US 2017188851 Al
US 2018192950 Al
US 2018228435 Al
US 2018296166 Al
US 2019099130 A1
US 2021145290 Al
WO 2010098912 A2
WO 2010098915 Al
WO 2010099066 A2
WO 2010099190 A2
WO 2014092932 Al

21 Jul 2020

250ct 2018

25 Aug 2020
07 May 2015
24 Nov 2020
21 Mar 2019
24 Nov 2020
03 Jan 2019

26 Jan 2021

15 May 2014
13 Apr 2021
10 Jan 2019

08 Jun 2021

03 Dec 2015
02 Nov 2021
26 Aug 2010
06 Jul 2017

12 Jul 2018

16 Aug 2018
18 Oct 2018
04 Apr 2019
20 May 2021
02 Sep 2010
02 Sep 2010
02 Sep 2010
02 Sep 2010
19 Jun 2014

Due to data integration issues this family listing may not include 10 digit Australian applications filed since May 2001.

Form PCT/ISA/210 (Family Annex)(July 2019)




INTERNATIONAL SEARCH REPORT

Information on patent family members

International application No.

PCT/AU2021/051184

This Annex lists known patent family members relating to the patent documents cited in the above-mentioned international search
report. The Australian Patent Office is in no way liable for these particulars which are merely given for the purpose of information.

Patent Document/s Cited in Search Report Patent Family Member/s
Publication Number Publication Date Publication Number Publication Date
WO 2008/110788 Al 18 September 2008 WO 2008110788 Al 18 Sep 2008

CN 101730503 A 09 Jun 2010
EP 2139388 Al 06 Jan 2010
US 2010113948 A1l 06 May 2010

GB 2411719 A 07 September 2005 GB 2411719 A 07 Sep 2005
GB 2411719B 06 Feb 2008
AU 2005220057 Al 15 Sep 2005
AU 2005220057 B2 20 Oct 2011
EP 1740089 Al 10 Jan 2007
EP 1740089 B1 05 Oct 2011
US 2008234600 Al 25 Sep 2008
US 8574165 B2 05 Nov 2013
WO 2005084531 Al 15 Sep 2005

US 2019/0015014 Al 17 January 2019 US 2019015014 A1 17 Jan 2019
US 10952638 B2 23 Mar 2021
CN 107920786 A 17 Apr 2018
CN 107920786 B 29 Dec 2020
EP 3307146 Al 18 Apr 2018
EP 3307146 B1 25 Nov 2020
EP 3307150 A1l 18 Apr 2018
EP 3307162 Al 18 Apr 2018
EP 3307162 B1 17 Nov 2021
EP 3493734 Al 12 Jun 2019
EP 3493734 B1 08 Sep 2021
EP 3731744 Al 04 Nov 2020
EP 3849407 Al 21 Jul 2021
US 2016361003 Al 15 Dec 2016
US 10470692 B2 12 Nov 2019
US 2016361004 Al 15 Dec 2016
US 10687742 B2 23 Jun 2020
US 2016360971 Al 15 Dec 2016
US 11160459 B2 02 Nov 2021
US 2016360974 Al 15 Dec 2016
US 11160461 B2 02 Nov 2021
US 2016360986 Al 15 Dec 2016

Due to data integration issues this family listing may not include 10 digit Australian applications filed since May 2001.

Form PCT/ISA/210 (Family Annex)(July 2019)




INTERNATIONAL SEARCH REPORT

Information on patent family members

International application No.

PCT/AU2021/051184

This Annex lists known patent family members relating to the patent documents cited in the above-mentioned international search
report. The Australian Patent Office is in no way liable for these particulars which are merely given for the purpose of information.

Patent Document/s Cited in Search Report

Publication Number Publication Date

Patent Family Member/s

Publication Number

Publication Date

US 2018132794 A1l

US 2021145310 Al

WO 2016199121 Al
WO 2016199122 Al
WO 2016199123 Al
WO 2016199124 Al
WO 2018025257 Al
WO 2019130296 Al
WO 2020053858 Al

17 May 2018
20 May 2021
15 Dec 2016
15 Dec 2016
15 Dec 2016
15 Dec 2016
08 Feb 2018
04 Jul 2019

19 Mar 2020

End of Annex

Due to data integration issues this family listing may not include 10 digit Australian applications filed since May 2001.

Form PCT/ISA/210 (Family Annex)(July 2019)




	Page 1 - front-page
	Page 2 - front-page
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - description
	Page 23 - description
	Page 24 - description
	Page 25 - description
	Page 26 - description
	Page 27 - description
	Page 28 - description
	Page 29 - description
	Page 30 - description
	Page 31 - description
	Page 32 - description
	Page 33 - description
	Page 34 - description
	Page 35 - description
	Page 36 - description
	Page 37 - description
	Page 38 - description
	Page 39 - description
	Page 40 - description
	Page 41 - description
	Page 42 - description
	Page 43 - claims
	Page 44 - claims
	Page 45 - claims
	Page 46 - claims
	Page 47 - claims
	Page 48 - claims
	Page 49 - claims
	Page 50 - claims
	Page 51 - claims
	Page 52 - claims
	Page 53 - claims
	Page 54 - drawings
	Page 55 - drawings
	Page 56 - drawings
	Page 57 - drawings
	Page 58 - drawings
	Page 59 - drawings
	Page 60 - drawings
	Page 61 - drawings
	Page 62 - drawings
	Page 63 - drawings
	Page 64 - drawings
	Page 65 - drawings
	Page 66 - drawings
	Page 67 - wo-search-report
	Page 68 - wo-search-report
	Page 69 - wo-search-report
	Page 70 - wo-search-report
	Page 71 - wo-search-report
	Page 72 - wo-search-report
	Page 73 - wo-search-report
	Page 74 - wo-search-report
	Page 75 - wo-search-report
	Page 76 - wo-search-report
	Page 77 - wo-search-report
	Page 78 - wo-search-report
	Page 79 - wo-search-report
	Page 80 - wo-search-report
	Page 81 - wo-search-report

