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synthesis
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Abstract

Multi-objective optimization problems can be divided into continuous multi-objective optimization problems and
discrete multi-objective optimization problems, and discrete multi-objective optimization is not universal. In practical
applications, there are many discrete multi-objective optimization problems. The solution of different problems needs
to design different evolutionary multi-objective algorithms according to their specific conditions. The threshold in the
traditional multi-objective optimization of wireless network is a preset constant. It has relatively poor performance in
the synthesis of images with different noise levels. An adaptive wireless network multi-objective optimization algorithm
based on image synthesis is proposed. Based on the maximum inter class variance and maximum peak signal to noise
ratio (SNR), an adaptive wireless network multi-objective optimization algorithm is established. The accuracy and noise
immunity of image synthesis are also considered. In order to avoid the effect of threshold increase on algorithm
efficiency, multi-objective optimization algorithm is introduced into the algorithm. Experiments show that the method
proposed in this paper is accurate and robust and has good universality for the synthesis of different noise images.
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1 Background
Image synthesis plays an important role in the field of
computer vision and the pattern recognition [1]. At
present, the mainstream image synthesis methods
include cluster synthesis method, morphological synthe-
sis method, region synthesis method, and threshold syn-
thesis method [2]. In the multiple synthesis methods,
the threshold synthesis method has been widely applied
in the image processing field due to its simplicity and
effectiveness [3], in which, the maximum between-class
variance method is one of the most common and
important synthesis methods. The maximum between-class
variance method only takes the gray value information of
the pixel into consideration while ignoring its spatial correl-
ation; hence, the algorithm has relatively poor noise im-
munity [4, 5]. To solve this issue, the two-dimensional
Otsu method is put forward by introducing the mean value
of the pixel neighborhood, which has enhanced the noise

immunity of the algorithm to some extent. On the basis of
the two-dimensional Otsu method, the neighborhood me-
dian value is further taken into consideration. And a kind
of three-dimensional Otsu method is put forward [6]. Both
the two-dimensional and the three-dimensional Otsu
methods have enhanced the noise resistance capacity of the
algorithm to a certain extent. However, the complex-
ity of the algorithm has been greatly increased, and
the efficiency of the algorithm is relatively low. In order to
improve the efficiency of the three-dimensional Otsu
method, scholars both at home and abroad have
conducted extensive research [7, 8]. A kind of fast recur-
sive method for the three-dimensional Otsu method is put
forward by establishing a look-up table, which, however, is
implemented at the expense of the memory space. The
three-dimensional Otsu method is converted into
one-dimensional Otsu method three times, which can im-
prove the efficiency of the algorithm without extra mem-
ory consumption. However, the direct finite difference
method is adopted to divide the three-dimensional histo-
gram, which takes only the two regions adjacent to the
main diagonal into consideration. This may often lead to
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inaccurate synthesis [9]. In this regard, the three-dimen-
sional histogram is transformed into a one-dimensional
image projection histogram to improve the efficiency
of the algorithm on the premise of taking the entire
histogram region into consideration. In addition, a
kind of threshold post-processing strategy is adopted
to correct the noise and enhance the noise resistance
capacity of the algorithm. Although the multi-objective
optimization algorithm has relatively good synthesis per-
formance, the threshold value in the post-processing
process is a preset constant, and the synthesis effect de-
pends heavily on the image itself; hence, the algorithm gen-
erally has relatively poor universality [10].
This paper first makes a deep understanding of the

traditional algorithm of image fusion. In this regard, the
threshold value in the multi-objective optimization
process of the adaptive wireless network is taken as a
variable. And the accuracy of the algorithm synthesis is
measured by the variance between classes. The peak
signal to noise ratio (hereinafter referred to as PSNR
(peak signal to noise ratio) for short) is used to measure
the noise immunity performance of the algorithm. And
a kind of adaptive wireless network multi-objective
optimization algorithm that takes both the accuracy and
the noise immunity into consideration is established in
this paper. Given that the multi-objective optimization
algorithm has shown relatively good performance in
the aspect of threshold synthesis, the multi-objective
optimization algorithm is introduced in this paper to
put forward a kind of adaptive wireless network
multi-objective optimization algorithm (hereinafter re-
ferred to as AWNMMOA for short) based on the image
synthesis, to avoid the reduction in the efficiency of the al-
gorithm due to the increase in the threshold value. The
test results show that the method put forward in this
paper has strong noise immunity and good robustness
and can properly synthesize the images that contain differ-
ent noise conditions.

2 A brief introduction to the principle of image
fusion
Recently, image fusion has been widely used in many
fields, such as military weapons, machine vision, remote
sensing telemetry, medical image processing, and
automatic target recognition system. The application
of image fusion in the military field is mainly fo-
cused on the target acquisition of weapons such as
precision-guided missiles and unmanned attack air-
craft. Because these weapons need to lock the target
in the execution of strategic bombing and they have
many uncertain factors in high speed flight, such as
weather and obstacles, it is not easy to produce very
successful photographs in one shot, so it needs to be
fused to multisensory or multi-time image data to get

a clearer post fusion image. The intelligent system on
the weapon will interpret the image and the target
image in the database which are stored in the data-
base. If the feature information is similar, the attack
launch command is executed. If the feature
information is not similar, then the data will be proc-
essed. The quality of image fusion is closely related to
the guidance precision of intelligent-guided weapons,
and because the speed of the missile is very fast, the
speed of image fusion processing is also higher.
Human recognition and understanding of the target is
a process of multi-source information fusion. Human
vision, hearing, taste, and so on are integrated to
identify a target, and then compare and match the
cognitive experience of their own brain, and finally
decide. For example, two eyes of human beings are
equivalent to two sensors, which are fused around
each other and transmit information to the central
nervous system. In the development of intelligent
robot technology, one of the most important aspects
is machine vision, especially the principle of image fu-
sion. In medical analysis, image fusion is also very
important, for example, CT images show more of the
human skeleton, while MRI images are more detailed
in the details of the muscles and ligaments of the hu-
man body. The fusion of these two kinds of images
will be more conducive to the accurate grasp of the
patient’s condition. In the field of target recognition,
image fusion is also very important, such as the fu-
sion of color information of concentrated energy,
such as the recognition of the edge, texture, and de-
tails of the target, to get a clearer recognition of the
target object and so on. The application area of image
fusion is also important in resource survey, landform
mapping, and crop growth prediction.
Image fusion ring refers to the process of using a

mathematical model to integrate multiple images from
multiple sensors into one image. This image is used to
meet specific application requirements. In the whole fu-
sion project, the advantages of different sensor images
are effectively combined to selectively remove redun-
dant information. According to the different stages of
image fusion processing, it is divided into pixel level,
feature level, and decision level. Different levels of fu-
sion have different algorithms and scope of application.
In the three levels of image fusion, pixel level fusion is
the basis of image fusion at all levels. This method pre-
serves the initial information of the source image as
much as possible and provides quite rich, accurate, and
reliable information for the fusion of other layers,
which is beneficial to further analysis of the fused
image, so as to form the optimal decision and fusion.
Plan Fig. 1 shows the basic block diagram of pixel level
image fusion process.
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The purpose of image fusion is to deal with the com-
plementary information of the multi-source image, so
that the clarity of the image is improved, and the redun-
dancy data provided by the multi-sensor is processed to
enhance the reliability of the image. Image fusion is part
of multi-sensor information fusion. In practical terms,
the two have many common points. In fact,
multi-source information fusion technology has bio-
logical basis. Multi-source information fusion is em-
bodied in human and animal’s ability to enhance survival
probability, which is used reasonably and naturally to
perceive the living environment and identify dangerous
skills. It is like that human beings can naturally integrate
all kinds of information (such as sound, image, smell,
and heat) from many sensors (organs) of the human
body (such as sound, image, taste, and heat) to integrate
a large number of existing knowledge, recollection, ex-
perience, etc. stored in the human brain. The application
of image fusion technology is very wide, so the research
of image fusion is of great significance. The more

mature fusion algorithm and the more efficient and ef-
fective fusion system will greatly promote the develop-
ment of image-related technology.

3 Method—adaptive wireless network multi-
objective optimization algorithm
In view of the low efficiency, poor precision, difficulty in
extension, and other defects of the three-dimensional
Otsu method, the pixel points in the three-dimensional
histogram are first projected to the main diagonal. In
addition, the one-dimensional image projection histo-
gram is established in accordance with the frequency of
the projection point (denoted as pr). (The projection
process is shown in Fig. 2 as follows.)
Based on the image projection histogram, a kind of

new maximum variance rule between the classes is
established as follow:

σ2B Tð Þ ¼ P0 Tð Þ μ0 Tð Þ−μT½ �2 þ P1 Tð Þ μ1 Tð Þ−μT½ �2
ð1Þ

in which, P0ðTÞ ¼
PT

r¼0pr , P1ðTÞ ¼
P ffiffi

3
p ðL−1Þ
r¼Tþ1 pr , μ0ðTÞ

¼
PT

r¼0
rpr

P0ðTÞ , μ1ðTÞ ¼
P ffiffi

3
p ðL−1Þ
r¼Tþ1

rpr
1−P0ðTÞ , μT ¼ P ffiffi

3
p ðL−1Þ
r¼0 rpr .

To enhance the noise resistance performance of the
algorithm, a kind of post-processing strategy based on
the threshold value is designed. The basic idea is that
if most of the pixels in the pixel neighborhood fall in
a certain class, the pixels are classified into this class.
And the treatment process is as follows:
Step 1 The threshold value is set as Q = s, s ∈ [0.5, 1].
Step 2 For the pixel (x, y), the ratio of pixels PB and

PO in the eight neighborhood that belong to the
background and the target respectively is calculated.
It is assumed that the nB and nO stand for the
number of pixels in the pixel 8 neighborhood that be-
long to the background and the target, respectively.

Fig. 1 Basic principle block diagram of pixel level fusion
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Fig. 2 Image projection figure
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Then, the calculation process is shown in Eqs. (2)
and (3) as follows:

PB ¼ nB
nO þ nB

¼ nB
8

ð2Þ

PO ¼ nO
nO þ nB

¼ nB
8
1−PB ð3Þ

Step 3 The size of PB and PO is compared to that of Q,
respectively. If PB〉Q, it indicates that most of the pixels
about the pixel (x, y) belong to the background, and this
pixel should also be classified as the background at this
point. On the contrary, if PO〉Q, the pixel should be clas-
sified as the target. In case neither conditions above are
met, it indicates that the numbers of the pixels that be-
long to the background and target about the pixel (x, y)
are close. At this point, it is considered as an edge pixel,
and its classification remains unchanged.
Step 4 In order to make binary wavelet transform to

realize the multi-scale decomposition of signal and re-
construct the original signal, the low pass filter and
bandpass filter in BWT must satisfy the constraint con-
ditions. The constraint conditions guarantee the low
pass filtering characteristic of the scale function and the
bandpass filtering characteristic of the wavelet function.
The complete reconstruction constraint guarantees the
signal to be passed over inverting and undistortionless
reconstruction. It is determined whether the pixels in
the binary image have been processed. If the processing
has not been completed, return to step 2 and continue
the execution; otherwise, the processing result is output.
Although the image projection histogram obtained

from the three-dimensional histogram has certain noise
immunity, the selection of the threshold value is based
only on the maximum between-class variance criteria,
and the objective is to pursue the accuracy of the image
synthesis. Although the post-processing strategy based
on the threshold value can correct the noise to a certain
extent, the value taken for the threshold depends heavily
on the image itself. Figure 3a gives Lena images with the
noise strengths of 0 (that I, not containing noise), 0.05,
0.10, and 0.15, respectively, to facilitate the analysis of
the effect of the noise on the threshold value Q. The re-
sultant image obtained after the synthesis is locally en-
larged so that it can be recognized by the human eye.
And the enlargement process is shown in Fig. 2b to
Fig. 2e. From Fig. 2e, it can be seen that when the noise
intensity is 0, there is no noise in the 8 neighborhoods
of the pixel. And it is not necessary to change the pixel
classification at this time, that is, the threshold value Q
= 1.0 is the most suitable; when the noise intensity is
0.05, there are 1 noise point and 7 non-noise points in
the 8 neighborhoods of the pixel as pointed by the
arrow. At this time, the pixel should be corrected as a

non-noise point, that is, the threshold value Q = 6/8 =
0.75 is the most suitable. When the noise intensity is
0.10, there are 2 noise points and 6 non-noise points
in the 8-neighborhood of the pixel pointed by the
arrow. As is known from the above, the threshold
value Q = 5/8 = 0.625 is the most suitable. When the
noise intensity is 0.15, there are 3 noise points and 5
non-noise points in the 8 neighborhoods of the pixel
pointed by the arrow. Currently, the threshold value
Q = 4/8 = 0.5 is the most suitable. The analysis process
shows that the reasonable value taken for the thresh-
old value is closely related to the noise contained in
the image. And the fixed value of Q set as 0.7129 is a
general value obtained through many tests, which is
not the optimal value of all the images. Hence, it can
be seen that the universality of the multi-objective
optimization algorithm is relatively poor.
The peak signal to noise ratio is widely used to

evaluate the performance of the filter algorithm. And
in view of the relatively poor universality of the
multi-objective optimization algorithm, the threshold
value Q is taken as a variable, and the maximum
peak signal to noise ratio is taken as the objective to
determine the adaptive value taken for the threshold
value Q. Hence, the peak signal to noise ratio is as
follows:

PSNR Qð Þ ¼ 20 lg
255ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXM

i¼1

XN
j¼1

I i; jð Þ−Î i; jð Þ� �2

M � N

vuuuut

0
BBBBBBBBBB@

1
CCCCCCCCCCA

dBð Þ

ð4Þ

In which, I stands for the reference image (for the im-
ages with the known prior knowledge, the artificial
synthesis results can be used as the reference image;
considering the universality of the algorithm, the result
image after the filtering of the original image is used as
the reference image in this paper), Î stands for the
synthesis result which is obtained in accordance with the
threshold value Q. M ×N stands for the image size.
Equation (4) indicates that the greater the similarity be-
tween the synthesis result and the reference image, the
larger the peak signal to noise ratio is, and the stronger
the noise immunity performance of the algorithm is.
The synthesis threshold value T and the post-process-

ing threshold value Q are combined into the threshold
vector (T,Q). A kind of adaptive wireless network
multi-objective optimization algorithm that can take
both the accuracy and the noise immunity into
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consideration into consideration is established based on
the combination of the maximum between-class vari-
ance criterion as shown in Eq. (1) and the peak signal to
noise ratio criterion as shown in the Eq. (4) as follows:

max g T ;Qð Þ ¼ g1 Tð Þ ¼ σ2
B Tð Þ

g2 Qð Þ ¼ PSNR Qð Þ
�

s:t:T ¼ 1; 2;⋯;
ffiffiffi
3

p
L−1ð ÞQ∈ 0:5; 1:0½ � g

ð5Þ
From Eq. (1) and the post-processing based on the

threshold value, it can be known that the search space
for the threshold value T and Q is

ffiffiffi
3

p
L and (nO + nB)/2,

respectively. Hence, it can be seen from Eq. (4) that for

any threshold value (T∗,Q∗) that is determined arbitrar-
ily, it is necessary to carry out the operation M ×N times
to calculate the peak signal to noise ratio. Hence, the al-
gorithm complexity of the adaptive multi-objective
optimization algorithm for wireless network as shown in

Eq. (5) is Oð ffiffiffi
3

p
L� nOþnB

2 �M � NÞ , while the com-
plexity of the traditional multi-objective optimization al-
gorithm is

ffiffiffi
3

p
L . This indicates that although the

multi-objective optimization algorithm of the adaptive
wireless network put forward in this paper can take the
accuracy and the noise immunity of the image synthesis
into consideration at the same time, the complexity of
the algorithm is increased greatly, which has seriously
affected the efficiency of the algorithm.

Fig. 3 a–e Lena neighborhood diagram containing noises of different intensities
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4 Result and discussion: experimental testing and
analysis
In order to test the performance of the synthesis
algorithm put forward in this paper, the following two

groups of experiments are carried out: (1) test of the
effectiveness of the adaptive wireless network
multi-objective optimization algorithm, which is com-
pared to the three-dimensional Otsu method in the

Fig. 4 a–e Comparison of the synthesis results of each algorithm

Zhang and Zhang EURASIP Journal on Image and Video Processing  (2018) 2018:50 Page 6 of 12



Ta
b
le

1
Q
ua
nt
ifi
ca
tio

n
co
m
pa
ris
on

be
tw

ee
n
th
e
m
et
ho

d
pu

t
fo
rw

ar
d
in

th
is
pa
pe

r
an
d
th
e
m
ul
ti-
ob

je
ct
iv
e
op

tim
iz
at
io
n
al
go

rit
hm

Im
ag
e

A
lg
or
ith

m
Th
re
sh
ol
d
va
lu
e

Th
re
sh
ol
d
va
lu
e
Q

Be
tw

ee
n-
cl
as
s

va
ria
nc
e
(O
ts
u)

Re
gi
on

al
co
ns
is
te
nc
y

M
is
cl
as
si
fic
at
io
n
ra
te

Ti
m
e
(s
)

Le
na

th
at

co
nt
ai
ns

sa
lt
an
d
pe

pp
er

no
is
e

M
ul
ti-
ob

je
ct
iv
e
op

tim
iz
at
io
n
al
go

rit
hm

20
5

0.
71
29

46
90
.0
63
1

0.
98
40

0.
03
17

2.
77
08

Ex
ha
us
tiv
e
ad
ap
tiv
e
w
ire
le
ss

ne
tw

or
k

m
ul
ti-
ob

je
ct
iv
e
op

tim
iz
at
io
n
al
go

rit
hm

20
5

0.
50
00

46
90
.0
63
1

0.
98
44

0.
03
11

25
.1
34
7

A
da
pt
iv
e
w
ire
le
ss
ne
tw
or
k
m
ul
ti-
ob

je
ct
iv
e

op
tim

iza
tio
n
al
go

rit
hm

pu
tf
or
w
ar
d
in

th
is
pa
pe
r

20
5

0.
56
16

46
90
.0
63
1

0.
98
44

0.
03
11

2.
88
72

Le
na

th
at

co
nt
ai
ns

G
au
ss
ia
n
no

is
e

M
ul
ti-
ob

je
ct
iv
e
op

tim
iz
at
io
n
al
go

rit
hm

20
9

0.
71
29

52
09
.0
50
0

0.
96
01

0.
08
62

2.
78
87

Ex
ha
us
tiv
e
ad
ap
tiv
e
w
ire
le
ss

ne
tw

or
k

m
ul
ti-
ob

je
ct
iv
e
op

tim
iz
at
io
n
al
go

rit
hm

20
9

0.
50
00

52
09
.0
50
0

0.
96
74

0.
08
62

26
.7
02
4

A
da
pt
iv
e
w
ire
le
ss
ne
tw
or
k
m
ul
ti-
ob

je
ct
iv
e

op
tim

iz
at
io
n
al
go

rit
hm

pu
t
fo
rw
ar
d
in

th
is
pa
pe
r

20
9

0.
50
00

52
09
.0
50
0

0.
96
74

0.
08
62

2.
99
27

Le
na

th
at

co
nt
ai
ns

m
ix
ed

no
is
e

M
ul
ti-
ob

je
ct
iv
e
op

tim
iz
at
io
n
al
go

rit
hm

21
0

0.
71
29

51
26
.5
64
8

0.
95
31

0.
10
48

2.
78
29

Ex
ha
us
tiv
e
ad
ap
tiv
e
w
ire
le
ss

ne
tw

or
k

m
ul
ti-
ob

je
ct
iv
e
op

tim
iz
at
io
n
al
go

rit
hm

20
1

0.
50
00

51
26
.5
64
8

0.
96
17

0.
08
28

25
.0
97
5

A
da
pt
iv
e
w
ire
le
ss

ne
tw

or
k
m
ul
ti-
ob

je
ct
iv
e

op
tim

iz
at
io
n
al
go

rit
hm

pu
t
fo
rw

ar
d
in

th
is
pa
pe

r

21
0

0.
50
00

51
26
.5
64
8

0.
96
17

0.
08
28

2.
94
24

Br
od

at
z-
Ba
rk

th
at

co
nt
ai
ns

sa
lt

an
d
pe

pp
er

no
is
e

M
ul
ti-
ob

je
ct
iv
e
op

tim
iz
at
io
n
al
go

rit
hm

22
9

0.
71
29

41
68
.8
89
7

0.
96
22

0.
06
61

2.
79
31

Ex
ha
us
tiv
e
ad
ap
tiv
e
w
ire
le
ss

ne
tw

or
k

m
ul
ti-
ob

je
ct
iv
e
op

tim
iz
at
io
n
al
go

rit
hm

22
9

0.
75
00

41
68
.8
89
7

0.
96
28

0.
06
45

26
.0
78
5

A
da
pt
iv
e
w
ire
le
ss
ne
tw
or
k
m
ul
ti-
ob

je
ct
iv
e

op
tim

iz
at
io
n
al
go

rit
hm

pu
t
fo
rw
ar
d
in

th
is
pa
pe
r

22
9

0.
78
52

41
68
.8
89
7

0.
96
28

0.
06
45

2.
97
50

Sa
n
D
ie
go

th
at

co
nt
ai
ns

G
au
ss
ia
n

no
is
e
(M

ira
m
ar

N
A
S)

M
ul
ti-
ob

je
ct
iv
e
op

tim
iz
at
io
n
al
go

rit
hm

23
5

0.
71
29

52
47
.8
31
0

0.
95
41

0.
09
22

2.
80
85

Ex
ha
us
tiv
e
ad
ap
tiv
e
w
ire
le
ss

ne
tw

or
k

m
ul
ti-
ob

je
ct
iv
e
op

tim
iz
at
io
n
al
go

rit
hm

23
5

0.
62
50

52
47
.8
31
0

0.
95
41

0.
09
22

25
.5
46
9

A
da
pt
iv
e
w
ire
le
ss

ne
tw

or
k
m
ul
ti-
ob

je
ct
iv
e

op
tim

iz
at
io
n
al
go

rit
hm

pu
t
fo
rw

ar
d
in

th
is
pa
pe

r

23
5

0.
71
01

52
47
.8
31
0

0.
95
41

0.
09
22

2.
95
55

C
he

m
ic
al
Pl
an
t,
fra
m
e2
6
th
at

co
nt
ai
ns

m
ix
ed

no
is
e

M
ul
ti-
ob

je
ct
iv
e
op

tim
iz
at
io
n
al
go

rit
hm

18
9

0.
71
29

36
59
.8
64
7

0.
86
19

0.
07
57

1.
35
13

Ex
ha
us
tiv
e
ad
ap
tiv
e
w
ire
le
ss

ne
tw

or
k

m
ul
ti-
ob

je
ct
iv
e
op

tim
iz
at
io
n
al
go

rit
hm

18
9

0.
62
50

36
59
.8
64
7

0.
86
19

0.
07
57

16
.9
57
5

A
da
pt
iv
e
w
ire
le
ss

ne
tw

or
k
m
ul
ti-
ob

je
ct
iv
e

op
tim

iz
at
io
n
al
go

rit
hm

pu
t
fo
rw

ar
d
in

th
is
pa
pe

r

18
9

0.
69
01

36
59
.8
64
7

0.
86
19

0.
07
57

1.
72
79

Zhang and Zhang EURASIP Journal on Image and Video Processing  (2018) 2018:50 Page 7 of 12



same class, to verify the effectiveness of the adaptive
wireless network multi-objective optimization algorithm
put forward in this paper; (2) test of the robustness of
the algorithm. The changes in the performance of each
algorithm when the intensity of the noise is continuously
increasing are compared to analyze the robustness of the
algorithm in the noise resistance performance. The ex-
perimental operating environment is as follows: Pentium
(R) 2.7GHz CPU and 2G memory, and the programming
language is MATLABR2009b.

4.1 Verification of the validation of the synthesis model
It is judged whether the processing of the pixels in the
binary image is completed to verify the effectiveness of
the adaptive multi-objective wireless network
optimization algorithm put forward in the paper. And it
is compared with the traditional three-dimensional Otsu
method, the three-dimensional Otsu method based on
decomposition and the adaptive wireless network
multi-objective optimization algorithm. In the experi-
ment, the Lena images that contain the salt and pepper
noise, the Gaussian noise, and the mixed noise; the
Brodatz-Bark images that contain the salt and pepper
noise; the San Diego (Miramar NAS) images that con-
tain the Gaussian noise; and the Chemical Plant,
frame26 images that contain the mixed noise (as shown
in Fig. 4a) are selected as the test objects. The popula-
tion size N and the maximum number of iterations mit

of the AWNMMOA are set to 10 and 20, respectively.
The weight λ is set to 0.5. And the other parameters are
set as the same as the above. From Fig. 3b to Fig. 3e, it
can be seen that the traditional three-dimensional Otsu
method makes use of the direct finite difference
method to divide the histogram and determine the
optimal threshold value by the approximate calculation.
Therefore, the synthesis error is relatively large. The
three-dimensional Otsu method has improved the accuracy

of the image synthesis to a certain extent as the approxi-
mate calculation of the traditional three-dimensional Otsu
method is avoided. The multi-objective optimization algo-
rithm and the adaptive wireless network multi-objective
optimization algorithm are all based on the image projec-
tion histogram to avoid the defects of the direct finite
difference method. In addition, the post-processing strategy
based on the threshold value is adopted to correct the
noise. Hence, the synthesis effect of the two is relatively
good and close. The circle mark part in the Lena
image shows that the multi-objective Otsu method
for the adaptive wireless network put forward in this
paper has stronger noise resistance performance. And
the circle mark part in the Brodatz-Bark image shows
that the adaptive wireless network multi-objective
optimization algorithm put forward in this paper can
better maintain the texture information of the image.
The threshold value Q of the adaptive wireless
network multi-objective optimization algorithm put
forward in this paper is used as a variable, which has
stronger universality for the synthesis of the images
with different noise conditions.
The synthesis effects of the multi-objective

optimization algorithm and the adaptive multi-objective
optimization algorithm put forward in this paper are not
easy to be distinguished visually. Therefore, the thresh-
old value T, the threshold value Q, the regional
consistency, the error resolution rate, the calculation
time, and other indexes are selected to carry out quanti-
tative comparison of the two. In order to verify the
effectiveness of the AWNMMOA in improving the effi-
ciency of the algorithm, the exhaustive adaptive wireless
network multi-objective optimization algorithm is fur-
ther used as the comparison object. From Table 1, as
the multi-objective optimization algorithm and the
adaptive wireless network multi-objective optimization
algorithm determine the synthesis threshold value T

Fig. 5 a, b Source diagram
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based on the image projection histogram and the
maximum between-class variance criteria, the thresh-
old value T of the three methods and the variance be-
tween the classes are equal. For the Lena images that
contain different noises and the Brodaz-Bark images that
contain the salt and pepper noise, the multi-objective
optimization algorithm for the adaptive wireless network
has greater regional consistency than that of the
multi-objective optimization algorithm. In addition, the
pixel error resolution rate is smaller than that of the
multi-objective optimization algorithm. This indicates that
the adaptive post-processing threshold value Q in this

paper can better correct the noise. For the San Diego
(Miramar NAS) image that contains the Gaussian noise
and the Chemical Plant, frame 26 image that contains
the mixed noise, the threshold value Q of both the
multi-objective optimization algorithm and the
adaptive wireless network multi-objective optimization
algorithm put forward in this paper is in the interval
of (5/8, 6/8). In this paper, the synthesis effect of the
adaptive wireless network multi-objective optimization
algorithm is the same as that of the exhaustion
method. However, the algorithm efficiency is greatly
improved by adopting the image synthesis to solve
the optimal threshold value. The quantitative
comparison result is basically consistent with the
qualitative analysis result as mentioned above. And it
has strongly verified again from the quantitative per-
spective the effectiveness of the synthesis method put
forward in this paper.

4.2 Analysis of the robustness of the algorithm
The AWNMMOA algorithm is proposed in this paper
and shows better performance in algorithm test and
image preprocessing de noising. The algorithm is used
in pixel level image fusion, and compared with other
classical algorithms, better experimental results are
obtained. The subjective and objective evaluation in-
dexes of the fused image have been improved accord-
ingly. In this paper, the fusion of MS and PAN
images and the fusion of multi-focus images are
selected. In the process and framework of integration,
it is based on traditional methods. The source image
is shown in Fig. 5 where a is a MS image and b is a
PAN image. In this paper, the AWNMMOA algorithm

Fig. 7 House image that contains pepper and salt noises with different intensities

Fig. 6 Fusion image effect
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is used to combine the MS graph with the PAN
image, and the fusion image is shown in Fig. 6 with
the AWNMMOA algorithm.
To test the noise resistance robustness of each

algorithm, the house image as shown in Fig. 7 and the
cameraman image as shown in Fig. 8 are selected as the
test image, in which the value 0.01, 0.02, and 0.10 are
taken for the intensity δ of the salt and pepper noise in
the house image and the Gaussian noise variance σ2 in
the cameraman image in turn. From Figs. 9 and 10, it
can be seen that with the constant increase in the
noise intensity, the regional consistency of each algo-
rithm gradually decreases, and the pixel misclassifica-
tion rate gradually increases. The noise resistance
performance of the traditional three-dimensional Otsu
method and the three-dimensional Otsu algorithm

based on decomposition is relatively poor due to the
application of the direct finite difference method for
the division of the histogram. And the synthesis per-
formance rapidly decreases with the increase of the
noise intensity. The multi-objective optimization algo-
rithm and the Otsu method for the multi-objective
cross section method of the adaptive wireless network
put forward in this paper are both based on the
image projection histogram and then adopting the
post-processing strategy to correct the noise, which
have relatively strong noise resistance robustness. In
this paper, the multi-objective cross section Otsu
method for the adaptive wireless network takes the
multi-objective optimization threshold value Q of the
adaptive wireless network as a variable. The max-
imum between-class variance and the signal to noise

Fig. 9 Variation curve of the regional consistency and pixel error resolution rate by house increases

Fig. 8 Cameraman image that contains Gaussian noise with different variances
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ratio criteria are used to determine the optimal
threshold value T and the adaptive threshold value Q.
It can take the accuracy of the image synthesis and
the noise immunity into consideration at the same
time. Therefore, it has stronger adaptability to the
synthesis of images with different noise conditions. It
shows that the algorithm is effective and robust and
proves the feasibility of the method.

5 Conclusions
To enhance the universality of the multi-objective
optimization algorithm and better synthesize the noise
image, a kind of adaptive wireless network multi-objective
optimization algorithm based on the image synthesis is
put forward in this paper. In this method, the
threshold value Q in the post-processing of the
multi-objective optimization algorithm is regarded as
the additional variable. And the multi-objective
optimization algorithm for the adaptive wireless net-
work is established by using the two criteria of the
maximum between-class variance and the signal to
noise ratio, so that the algorithm can take the accur-
acy of the image synthesis and noise immunity per-
formance into consideration at the same time. The
comparison experiment on the image synthesis with
the other optimization algorithms shows that the
algorithm put forward in this paper has obvious ad-
vantages in the convergence accuracy, the algorithm
robustness, and other aspects. In this paper, the
multi-objective optimization algorithm of the adaptive
wireless network has achieved good synthesis effect
for the images with different types of noise, which
has effectively verified the effectiveness of the algo-
rithm. The robustness test shows that with the con-
stant increase in the noise intensity, the synthetic

performance of the multi-objective optimization algo-
rithm for the adaptive wireless network put forward
in this paper is good and relatively stable. In view of
all the results, although the efficiency of the method
put forward in this paper is slightly reduced, the algo-
rithm has strong noise resistance performance and
good robustness.

Abbreviation
AWNMMOA: Adaptive wireless network multi-objective optimization algorithm;
MOA: Multi-objective optimization algorithm; PSNR: Peak signal to noise ratio
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