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Abstract—This paper addresses the challenge of ensuring the
safety of autonomous vehicles (AVs, also called ego actors) in real-
world scenarios where AVs are constantly interacting with other
actors. To address this challenge, we introduce iPrism which
incorporates a new risk metric — the Safety-Threat Indicator
(STI). Inspired by how experienced human drivers proactively
mitigate hazardous situations, STI quantifies actor-related risks
by measuring the changes in escape routes available to the
ego actor. To actively mitigate the risk quantified by STI and
avert accidents, iPrism also incorporates a reinforcement learning
(RL) algorithm (referred to as the Safety-hazard Mitigation
Controller (SMC)) that learns and implements optimal risk
mitigation policies. Our evaluation of the success of the SMC
is based on over 4800 NHTSA-based safety-critical scenarios.
The results show that (i) STI provides up to 4.9x longer lead-
time-for-mitigating-accidents compared to widely-used safety and
planner-centric metrics, (ii) SMC significantly reduces accidents
by 37% to 98% compared to a baseline Learning-by-Cheating
(LBC) agent, and (iii) in comparison with available state-of-the-
art safety hazard mitigation agents, SMC prevents up to 72.7%
of accidents that the selected agents are unable to avoid.

All code, model weights, and evaluation scenarios and pipelines
used in this paper are available at: https://zenodo.org/doi/10.5281/
zenodo.10279653.

Index Terms—Autonomous Vehicles; Autonomous Driving
Safety; Risk Assessment; Safety-hazard Mitigation

[. INTRODUCTION

While AV safety has improved over the years [1], recent AV
accidents involving Tesla [2], Waymo [3] and GM Cruise [4]
suggest that state-of-the-art ADSes are far from being “as safe
as human drivers” [5]. For example, GM Cruise has stopped
operating on public roads after a severe accident involving a
pedestrian [4]; Tesla, with advanced driver-assistance system
(ADAS), was involved in 273 accidents, accounting for 70%
of all ADAS accidents in 2022 [6]. Clearly, the safety of AVs
in real-world environments continues to be a major societal
challenge.

We address this challenge inspired by how experienced
human drivers proactively mitigate hazardous situations by
dynamically assessing risky actors while keeping track of
available “escape routes” to prevent possible accidents [7].
Instilling this concept, this paper develops iPrism, a dynamic
risk assessment and mitigation framework. IPrism’s risk as-
sessment is based on a new metric, Safety-Threat Indicator
(STI), that quantifies the risk posed on the AV (ego actor) by
other actors'. The risk is quantified in terms of the differential
increase or decrease in the available escape routes for the ego
actor due to other actors, considered singly or collectively.
Actors with increased risk are potentially safety threatening
to the ego actor and can lead to accidents if their risk is not

An actor is an on-road vehicle other than the AV.
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Figure 1: (i) shows the ego actor and other actors in a
street scenario, with available escape route(s). In this scenario,
a safety-critical actor dangerously cuts in front of the ego
actor, eliminating the available escape routes (in orange) and
increasing the risk. (ii) illustrates the failure of the ADS to
address this safety threat, resulting in an accident and the
elimination of escape routes. (iii) shows that the proposed
method, iPrism, employing an RL-based mitigation controller,
proactively brakes to increase escape routes (in green) and
successfully avoids the accident. Braking is the most effective
action in this case, as merging to the bottom lane eliminates
the escape routes otherwise available on the top lane.

mitigated. To minimize the increased risk and avoid accidents,
iPrism employs a reinforcement learning (RL)-based safety-
hazard mitigation controller (SMC) that executes the optimal
mitigation actions (e.g., braking and acceleration) in a timely
manner to proactively reduce STI.

Evaluation Scenarios. A significant challenge in evaluation
arises from the fact that most real-world datasets lack a
substantial number of risky scenarios, limiting comprehen-
sive assessments. To address this issue, we developed five
multi-actor safety-critical typologies based on the National
Highway Traffic Safety Administration’s (NHTSA) pre-crash
scenario typology report [8]. The five typologies, including
front accident, dangerous cut-in, slowdown, and rear-end, are
described in detail in §IV-B1. Collectively, these five scenario
typologies account for approximately 80% of accidents in the
United States. Utilizing these typologies, we created 4810
safety-critical scenarios, forming the core of our evaluation.
These 4810 scenarios, now publicly available?, can serve as
a rigorous benchmark for future safety-focused research. An

Zhttps://zenodo.org/doi/10.5281/zenodo.10279653



illustrative example of a safety-critical driving scenario where
iPrism implements a mitigation action is presented in Fig. 1.

Results. We evaluate (i) the value of the STI metric in
assessing risks, across the 4810 generated scenarios; (ii) the
ability of the RL-based SMC to mitigate the posed risks
in a timely manner to avoid accidents; (iii) iPrism’s STI’s
efficacy in extracting safety-critical scenarios from a real-
world dataset [9]. Our results show that iPrism significantly
outperforms state-of-the-art methods.

(a) On the average, across all scenarios, STI achieves a
3.69s lead-time-for-mitigating-accident (LTFMA), while
time-to-collision (TTC) [10]-[12], distance-to-closest-in-
path-actor (Dist. CIPA) [13], and planning-KL-divergence
(PKL) [14] achieve 0.83s, 1.38s, and 0.75s, respec-
tively. Hence, STI achieves 4.4x improvement over TTC,
2.7x improvement over Dist. CIPA, and 4.9x improve-
ment over PKL.

On the average, iPrism’s RL-based SMC controller miti-
gates 67.8% of the accidents that the often used Learning-
by-Cheating (LBC) agent [15] fails to mitigate. In com-
parison, the TTC-based automatic collision avoidance
(ACA) controller [11] mitigates only 30.7% of those
accidents.

We evaluated (i) RIP [16]° and (ii) RIP+iPrism using our
NHTSA-based safety-critical scenarios. Based on the analysis
of scenarios in real-world datasets (e.g., Argoverse [9]), we
believe our NHTSA-guided pre-crash typologies are Out-of-
Distribution (OOD) cases as they accentuate conditions that
are not sufficiently well present in the real-world datasets [9],
[17] commonly used in AV training.

What is OOD? Several studies [18]—[20] have shown that
a machine-learning (ML) model degrades significantly when it
encounters a significant shift from distribution and correspond-
ing observations that are used in its training. This is because
the ML model is unable or fails to incorporate the distribution
shift when making its inference. In general, the distribution
shift can result in an entirely new distribution. Practically, from
a safety perspective, OOD distribution/data usually refer to
input data that significantly differ from those used to train the
model [19], [21]-[26] and can potentially lead to disastrous
outcomes in safety-, mission-, and reliability-critical systems.
More formally, [20] defines OOD as: given the training input
distribution Py;.q, (%), the target input distribution Pyarget(X)
is OOD if Pyyqin (X) # Piarget(x). Due to the high complexity
and dynamicity of the real world, a deployed ML model should
handle OOD cases safely to avoid catastrophic failures.

Our mitigation controller helps RIP mitigate 72.7% of
accidents which RIP could not handle, demonstrating iPrism’s
improvement and compatibility with a state-of-the-art safety-
focused controller.

Finally, we perform a risk assessment on the real-world
dataset, Argoverse [9], to help identify safety-critical scenarios
that can be used for continuous testing and validation of AV
safety. The actors’ STI in the real-world driving dataset
displays a long-tailed distribution, i.e., biased towards low-
risk scenarios (over 90 percent of the values are < 0.02),
whereas actors in our NHTSA-based scenarios predominantly

(b)

3We compare with RIP because RIP is designed to handle at least some
out-of-distribution scenarios.
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have high STI, i.e., STI values consistently exceed 0.25 for all
cases, and in accident cases the values consistently reach 1.0.
Our NHTSA-based scenarios are out of distribution for models
trained solely on real-world datasets or those with limited
safety-critical scenarios. This is evidenced by empirical results
showing poor performance of LBC and RIP on our NHTSA-
based scenarios. It is likely that training RIP on our NHTSA-
based scenarios can improve their accident-prevention rate.

Putting iPrism in perspective. Existing research quantifies
risk in terms of (a) time-to-collision (TTC), (b) distance
to closest-in-path-actor (Dist. CIPA) [10]-[13], [27]-[33], or
(c) the influence of actor(s) on the ego actor’s trajectory
distribution or planning decision [14], [34], [35], referred to
as planner-centric metrics. Although these techniques identify
risky actors and avoid accidents, they fail to prevent accidents
in NHTSA safety-critical scenarios [8]. These metrics suffer
from two problems: (a) they do not account for out-of-
collision-path actors (which also impose risk towards the ego
actors), and (b) they do not actively quantify and keep track
of escape routes to mitigate accidents. Thus, as we observe
from our empirical results, mitigation techniques using these
metrics are unable to handle many safety-critical scenarios.
By dynamically monitoring escape routes for the ego actor
as an integral part of risk assessment, we are able to provide
significantly better mitigation efficacy than any of the methods
mentioned above.

II. TERMINOLOGY

This section defines basic terminologies used in the paper.

State of an actor. An actor’s state is defined by its position,
velocity, acceleration, heading, and turning angle at a given
point in time.

Ego actor. An ego actor refers to the vehicle driven by an
autonomous driving system/agent.

Trajectory of an actor. A trajectory of an actor is defined
as a time-ordered sequence of states representing the actor’s
dynamic evolution within an environment.

Safely navigable trajectory. A trajectory associated with
the ego actor is said to be safely navigable if it does not
intersect any of the other actors’ trajectories.

Escape routes. Escape routes are the set of all safely
navigable future trajectories.

Risk. In the context of autonomous driving and safety,
risk refers to the degree of uncertainty and/or potential for
accidents or harm inherent in the operational decisions of the
ego agent. It encompasses the likelihood of unforeseen events
and the possible consequences they may have for the safety
of passengers, pedestrians, and other vehicles. In this paper,
the only consequence we are concerned with is collision, i.e.,
we ignore other concerns such as violating rules of the road.

Safety hazard. A safety hazard occurs when the number of
escape routes reduces to zero, indicating the absence of avail-
able mitigation strategies and an imminent safety violation.

Safety violation. A safety violation occurs when the AV
collides with another actor.

III. METHODOLOGY

Our methodology draws inspiration from the techniques
of skilled human drivers in handling risky situations. These



drivers proactively evaluate potential hazards, keeping a men-
tal track of various ‘escape routes’ to evade potential accidents.
The viability of these escape routes is influenced by factors
such as unpredictable behavior of other road users, unfamiliar
road layouts, and the availability of safe alternatives. A re-
duction in the number of these escape routes can serve as a
measure of the safety risk and the likelihood of accidents. In
the following section, we will detail our approach that employs
the concept of escape routes to prevent accidents.

Overview. Here we describe our methodology for esti-
mating and mitigating risk. (i) We use the concept and
enumeration of escape routes to define a new metric for risk
assessment, namely the safety-threat indicator (STI), defined
in §III-A below. (ii) We calculate the STI values for all actors
individually and collectively to determine the risk envelope.
The STI metric quantifies the combined risk for the ego
actor, which can lead to accidents if the risk is not mitigated.
(iii) To minimize risk with the intent of avoiding accidents,
we propose a reinforcement learning (RL) based safety-hazard
mitigation controller (SMC) to learn the optimal mitigation
policy that provides mitigation actions to avoid an accident.

A. STI for Quantifying Risk Posed by the Actors

STI uses counterfactual reasoning to quantify the increase
in the number of escape routes available to the ego actor by
answering the following counterfactual query: What would be
the increase in the number of escape routes for the ego actor if
a specific actor were not present? (i) Using this counterfactual
query, STI quantifies the impact of an actor and all actors
collectively on the ego actor’s safety. (ii) STI guides the RL-
based safety mitigation controller (SMC) to apply mitigation
actions (such as braking) to improve safety by increasing the
ego actor’s available escape routes. A formulation of STI based
on reachability analysis is presented next.

STI formulation. We represent the number of escape routes
available to the ego actor as the set of all safely navigable
future trajectories from the current time ¢ to time ¢ + &k in
the future. We first assume a world with NV actors excluding
the ego actor. Let xgl) be the state of the actor ¢ at time ¢
and Xt(;) 4, be the actor’s trajectory from time ¢ to ¢ + k;

Xk = {Xt(:ltlk, - Xt(]t\:zk} denotes the trajectory set of all
actors except the ego actor in that period. Let P, ., be an
oracle trajectory generator that generates the set of all safely
navigable future trajectories 7;.;+j from ¢ to t+k in the future
given Xy, the trajectories of all other actors; the ego actor
mgeg‘)) state at time ¢; and the drivable areas M. P
mathematically specified as

7?:t+/c = Pfdeaz(M-, KXtk mfgo) (D

The number of trajectories in 7Tz.;1x, denoted |7T;.¢1 x|, quanti-
fies the ego actor’s available safely navigable future trajectories
(escape routes) given all other actors. The STI (the risk
imposed by) of an actor on the ego actor is the amount by
which the available escape routes is reduced because of that
actor. The available escape routes in the absence of actor 4 is
7;:/;+k, and is given by:
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Similarly, the available escape routes in the absence of all
actors is 7;% 4, and is given by:

ideat (M, 2, 27%);

ideal

t2+k = 3

Based on (1-3), the STI for a specific actor ¢, STI® at
time ¢, is shown in (4):

where Xy = @

/i
|7;:t+k| - |7;:t+k|
i}
|7;:t+k|
Equation (4) formulates the counterfactual query that estimates
the risk associated with actor 4. 7,5, | normalizes STI to

a range [0, 1], enabling comparison of STI across different
driving scenarios. Thus, an STI value of 0 indicates that

STIY = )

actor ¢ has no impact on the ego actor’s escape routes, and
an STI of value 1 indicates that actor ¢ fully eliminates the
ego actor’s escape routes. The STI for all actors combined,
ST [(combined) i ohtained by a counterfactual that involves
removing all actors, and is normalized to [0, 1], as shown
in (5).

| Tet] — [ Tetsnl
%)
|7;:t+k‘

Combining Equations (1-4), we define function fgry, that
calculates STI at time t as

STIz(SZ) = fSTIL (Mv Xt/;ti+k7 Xt:t+k7 'T;go)

STIicombined) _ )

©)

and STT §“"mbmed) is defined similarly by combining equa-
tions (1-3) and (5).

STI implementation. We compute the available escape
routes (i.e., the set of all safely navigable future trajectories)
Ti.t+ as the reach-tube of the ego actor from the current time
t up to time ¢ + k via reachability analysis [36]. Following
the definition used in control and dynamic systems [36]-[41],
“a reach-set is the set of states occupied by trajectories at
exactly some specific time, and the reach-tube is the set of
states traversed by those same trajectories over all times prior
to and including the specified time (a time interval)” [40]. A
more formal definition of reach-tube is given in Chapter 2.3.1
of [41].

To efficiently compute a reach-tube that provides a tight
bound of all possible trajectories, which in theory can be
infinite, a common practice in the dynamic system literature
is sampling [37] of initial states or control inputs. Sampling
allows one to construct the reach-tube (approximating the real
one) from a finite number of trajectories resulting from these
samples. Fan et al. [37] shows that with a sufficient number of
samples, the real reach-tube can be accurately approximated
with trajectories generated from those samples.

In summary, to compute the reach-tube for the ego actor
from ¢ to t+ k we first discretize the time span into time slices
of size At. Then, for each time slice At, the ego actor state is
propagated forward through use of a Bicycle Model [42]*. The
model’s control values include acceleration (a) and turning
angle (¢), sampled from the range of possible control values,
until ¢ + k is reached. If an end-point is reached at ¢ + k,

4Bicycle model is a widely used kinematic model that represents vehicle dy-

namics in autonomous driving motion planning and reachability analysis [42]-
[44].



a trajectory (ego actor’s state over time) without a collision
or an impediment is a safely navigable future trajectory, i.e.,
an escape route. The trajectories generated by applying the
maximum and minimum control values form the boundaries
of the reach-tube, which is a collection of all possible escape
routes. For example, the minimum (¢;,;,) and maximum
(mae) turning angles constrain the leftmost and rightmost
positions that the ego actor can reach in a time interval from
t to t + k. To ensure the boundaries are included, we always
include the maximum and minimum control values as part of
the control samples at every At. Additional control values
are sampled between the maximum and minimum control
values to ensure that we can detect collisions and remove
unreachable states (not part of the safe escape route) between
the boundaries, as specified in Algorithm 1 below. Finally, to
evaluate STI using Equations (4) and (5) in practice, | T;.¢4x| is
obtained by calculating the volume of 7;.;4x. The volume of
the reach-tube |7;..4 x| represents the reach-tube’s state-space
occupancy [45] of the ego actor’s escape routes, and a reach-
tube with a larger volume indicates that the ego actor can
potentially reach a larger portion of the state-space (drivable
area) safely from ¢ to t + k, i.e., more escape routes are
available to the ego actor.

Algorithm 1 describes the evaluation of escape routes Tr.;+
using reach-tube analysis. 2;7° = [x;, yi, 0;,v;] is the vehicle
state that consists of position (z;,y:), velocity v, and heading
0:. The tuple u = (a¢, ¢;) is the control input to the Bicycle
Model consisting of acceleration (a) and turning angle (¢).
Umins Qmazs Pmin> AMd O, are the minimum and maximum
control values. We use N as the sample size for sampling the
control input at each time slice At.

In algorithm 1, the number of ego actor’s trajectories can
grow exponentially because of the sampling of N control
values at each time slice At. Therefore, we apply the following
optimizations to accelerate the computation of T;..yj for
practical evaluation:’

1) A state z,°° generated in step 2 of algorithm 1 is ignored
if the L2-norm to an existing state z;7° (already visited
in the initCondDict of algorithm 1) is less than some
threshold e.

To compute the reach-tube, it’s sufficient to calculate its
boundary without determining all trajectories in the tube.
Therefore, we enumerate all (a, ¢) control value combi-
nations from the sets {0, ayaz} and {@Pmin, 0, Prmaz } tO
calculate the reach-tube boundary, rather than uniformly
sample control values.

2)

The parameter values of the bicycle model are set follow-
ing [46].

B. RL-based Safety-hazard Mitigation Controller (SMC)

The role of the SMC, shown in Fig. 2, is to execute the
optimal mitigation policy %*, i.e., the optimal sequence of
actions that proactively reduce STI. We define a cost function
C' in Equation (7) that consists of three terms: (1) the future
risk (as STI), (2) path completion towards the destination G,
(3) a penalty term to deter aggressive SMC interventions. The
cost function is minimized to determine the optimal mitigation

5We conducted experiments before and after applying the optimization, and
the overall results are marginally different.
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Algorithm 1: Reach: Compute escape routes using
reach-tubes.

Inputs M, Xeggg, 2%

Control Constants: [am’m; ama:c]: [¢min7 ¢maac]
Constants : At, k, N

QOutput * Tetrk

/* initialization
initCondDict <— EmptyDict

initCondDict[t] < {z;{,

*/

/* compute reach-tube

for time-slice At from t to t + k do

for sample z;°° € initCondSet[t] do

while sample less than N do

1. Uniformly sample u = (a, ¢) from
[amin» amaz] X [¢mzn7 ¢mar]

2. Compute 9%, by applying the Bicycle
Model with (a, ¢) and At

3. if 27, do not collide with
Xit+atr € Xpprar and within the
boundary of M then

| add {5, to set initCondDict[t 4 At]

end

*/

end

end
tt+ At

end

/* generate Ti.iik */
Ti:t+k < BoundedReachTube(initCondDict)

return 7.,
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ADS

s rST TR :
t > E > eward | actions|
[Environmendi --LEval__i i -EYl‘il_-_ d
Carla ;rt Mitigation
T actions
__________ IS a Sl ::l“
@ | RL-based SMC [ .
Final i_ e i
actions] ~  TTTTTTTTTTTTT ’:_____D_—]_Z)_Q_I_\I _____ lr-'

Figure 2: Overview of the proposed mitigation decision
framework containing the RL-based SMC and the ego actor;
blue dashed lines and boxes indicates RL training using D-
DQN [47]; the black solid lines and boxes apply to both RL
training and inference. ® is a generic operator that augments
the ADS actions with the mitigation actions.

policy ¥*. To learn v*, we apply reinforcement learning (RL)
that effectively minimizes the cost function by converting C'
into the reward formulation as defined in Equation (8).

As the future state xii‘qf) of the ego actor depends on its

(ego) and the action a; taken at time ¢, we define

current state x;
(ego) {¢99) "according to the

h(-) which outputs z,""" given a; and x



vehicle dynamics and other constrains (e.g., drivable lanes).

argmin C(M, G, 2\, Xy i1.pini1, ar), Vi
ag~

C= aOfSTIt+1 (Ma ‘)et/ilzt+k+1’ X’t+1:t+k+l7 -77;5,]_01)+
0d(G, z{*”) + a1 [a, # No-Op]

where xgigf) = h(;rgego), a)

N
g, a1, and «q are adjustable weight terms, and d is the
remaining-cost to reach the destination. Since the ground-truth
value of X for future time steps are unknown in online settings
during SMC training and inference, we use the predicted
value denote X’ instead of X'. While it may be necessary to
model the future trajectories of other actors as reach-tubes to
calculate STIL, in practice, such modeling is expensive in terms
of both computational time and resources. Therefore, we made
a simplified assumption that the trajectories of other actors
can be estimated correctly in the near term, so predicting a
single trajectory for each non-ego actor will suffice. Predicting
X is described in more details in §IV-C. The sections below
describe the SMC'’s training using RL, the model architecture
and implementation, and the inference process.

SMC Training (Learning *). RL is defined by states,
actions, and a reward model, as described below.

(i) The state S; of the RL at time ¢ encompasses the state
of the ego actor, the states of other actors, and the driving
environment (e.g., map, lanes, static obstacles), as sensed by
the ego actor’s sensors (e.g., camera, radar, LiDAR, GPS,
IMU).

(i) The action a; at time ¢ is a mitigation action or a “no
operation.” Potential mitigation actions include braking (BR),
acceleration (ACC), and lane changes to the left (LCL) and
right (LCR) for risk mitigation and accident avoidance. In
addition, the choice of “no operation” (No-Op) is included
as an additional action when mitigation action is not needed.
In this study, we demonstrate the value of STI as a risk
assessment metric to guide the mitigation actions that use
braking and acceleration.

(iii) The reward model r; at time ¢ is defined as

r = ag (1= STIC™D) oy + aopa. (8)

g, a1, g are hyperparameters that control the trade-off be-
tween reward terms: (1 — ST1T (Combmed)), Tpes and Pam,.

S (combined) Tpes and Doy, are the STI values of all actors
collectively (equation (5)), the reward for path-completion,
and the penalty for activation of mitigation, i.e., Pam

1 [a+ # No-Op], respectively at time ¢. The first term penalizes
SMC actions that increase ST on the ego actor.
The second term rewards SMC actions that drive towards
the destination. The third term (negative) penalizes SMC'’s
frequent activation of mitigation actions. Additional reward
terms can be added to r; as needed.

The training phase of the RL starts with random exploration,
followed by a shift towards exploitation, where actions are
chosen to maximize expected cumulative reward. At the end of
the training phase, D-DQN yields the optimal mitigation policy
¥*. We use the learning-by-cheating agent (LBC) proposed
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in [15] as the autonomous agent to plan, manage, and execute
the actions of the ego actor in the CARLA [48] simula-
tion environment. CARLA simulates the driving environment,
including the map, other actors, and static objects. At any
given time, the RL-agent observes the states of actors, the ego
actor, and the driving environment, and executes an action
that maximizes the expectation of the cumulative reward at
that step. The D-DQN RL algorithm [47] is used to learn the
expected cumulative reward for state-action pairs, as indicated
in Fig. 2.

SMC Implementation and Architecture. The SMC is
implemented with Deep Q-learning [49], in which a convo-
lutional neural network (CNN) with parameter , denoted Vjp,
is trained to approximate the Q“’* (S¢,ay) values (as a vector)
for all actions given the state observation S; (Equation (9)).

Q" (ar,84;6) = Vo(St)a, ©)
We use the camera frames from the three front- and side-facing
cameras provided by the CARLA Simulator [48] as S;. Vp
adapts the CNN architecture of the Sensorimotor agent from
Chen et al. [15] as the backbone feature extractor to extract
relevant information from the camera frames, i.e., S;. The
output head of the Sensorimotor CNN architecture is modified
to the same size as the number of actions to predict the )
values for all actions in one shot. As mentioned, the parameter
of Vp, 0, is learned using the D-DQN [47] training algorithm.
At inference time, the action with the maximum () value is
chosen (Equation (10)).

SMC Inference and Deployment. During deployment,
the SMC executes the learned mitigation policy to infer
the mitigation action given the state observation, as shown
in Fig. 2. The SMC’s action a; at each decision time step ¢
is determined by the policy ¥* that maximizes the expected
cumulative reward. For example, given a state observation S,
i.e., the camera frames, at time ¢, “braking” is chosen if it
maximizes the expected cumulative reward given S; as shown
in equation (10), in which Q¥ is the expected cumulative
reward under y*. The mitigation action a; at time ¢ augments
(in our implementation, overwrites) the ADS action and is
then realized by the ego actor’s actuator (e.g., throttle, brake,
steering), except for the “No-Op” action, which involves no

mitigation action.
a, if a!= No-Op
No-Op, otherwise
(10)

a=argmax Q¥ (a,S,), a; =
ach

IV. EXPERIMENTAL SETUP

A. Autonomous Driving Agent

iPrism works in conjunction with an existing autonomous
driving system/agent (ADS) by monitoring safety-threatening
(risky) actors and providing mitigation actions to reduce risks
when necessary, while the existing ADS makes normal driving
decisions. We use a well-recognized ADS: the Learning-by-
cheating agent proposed by Chen et al. [15] (LBC agent,
hereafter) as the baseline agent for evaluating the STI’s char-
acteristics and iPrism’s mitigation efficacy.
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SC. Actors stands for safety-critical actors.

B. Driving Scenarios and Datasets

This section introduces safety critical scenarios derived
based on NHTSA pre-crash scenario typology report and used
in evaluation of iPrism.

1) Simulated safety-critical scenarios including OOD sce-
narios: The NHTSA mandates thorough evaluation of au-
tonomous driving techniques in safety-critical scenarios [50].
However, as shown in §V-D, existing real-world datasets, such
as [9], lack safety-critical scenarios because they are collected
in a controlled environment with human drivers who obey
traffic rules and avoid dangerous scenarios. To comprehen-
sively evaluate our approach on safety-critical scenarios, we
(i) selected the top-ranking safety-critical scenario typologies
in terms of fatality rate from the NHTSA pre-crash scenario
typology report [51], and (ii) used those typologies as high-
level scenario descriptions and generated a set of safety-critical
scenarios with the CARLA Simulator [48].

A safety-critical scenario typology provides a high-level
description of a safety-critical scenario. We chose five multi-
actor safety-critical scenario typologies. Together these five
typologies account for ~80% of the accidents in the United
States as outlined in the NHTSA’s pre-crash scenario typology
report [8]. Each typology represents a safety-threat from a
different direction relative to the ego actor. The typologies
are described below, and Fig. 3 illustrates them and their
respective threat directions.

(a) Ghost cut-in: An actor approaches from behind the ego
actor in the adjacent lane and cuts into the ego actor’s
lane abruptly once it catches up with the ego actor. This
scenario typology represents a safety-threat approaching
from the side.

(b) Lead cut-in: An actor driving in front of the ego actor in
the adjacent lane cuts into the ego actor’s lane as the ego
actor approaches it. This typology represents a safety-
threat approaching from the front and the side.

(c) Lead slowdown: An actor driving in front of the ego actor
in the same lane slowly stops in front of the ego actor.
This typology represents a safety-threat approaching from
the front.
Front accident: Two actors driving in front of the ego
actor in two different lanes collide because of a merg-
ing conflict. This typology represents a safety-threat
approaching from all possible directions because of un-
certainties about other actors’ behavior during and after
the accident. In practice, while this typology can lead
to accidents involving the ego actor, in this study, the
baseline agent [15] avoided all accidents in scenarios of
this typology.

(e) Rear-end: Multiple actors are driving in front of and

(d
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Table I: Number of safety-critical scenario instances and list
of hyperparameters per scenario typology.

# of Accidents
of Baseline
Agent (LBC)

List of
Hyperparameters

# of Scenario

Scenario Typology Instances

distance_same_lane,
distance_lane_change,
speed_lane_change

Ghost Cut-in 1000 519

event_trigger_distance,
distance_lane_change,
speed_lane_change

Lead Cut-in 1000 170

npc_vehicle_location,
npc_vehicle_speed,
event_trigger_distance

Lead Slowdown 1000 118

distance_lane_change,
distance_same_lane,
event_trigger_distance

Front Accident 810

npc_vehicle_1_speed,
npc_vehicle_2_speed,
npc_vehicle_1_location

Rear-end 1000 770

behind the ego actor in multiple lanes. An actor ap-
proaches the ego actor in the same lane and hits the
ego actor from behind. This typology represents a safety-
threat approaching from the back.

A safety-critical scenario instantiates a scenario typology
by specifying hyperparameters. For example, in a lead cut-
in scenario, based on the typology “an actor cuts in front of
the ego actor,” the hyperparameters are “cut-in angle,” “cut-
in speed,” and “event-triggering distance to the ego actor.”
Safety criticality in a scenario varies with its hyperparameter
values. For example, higher cut-in speeds reduce reaction
time, which, in turn, increases criticality compared to that
for lower speeds. We varied the hyperparameters uniformly
for each typology to simulate 1000 safety-critical scenarios
per scenario typology using CARLA [48] except for the
front-accident typology, for which only 810 of the simulated
scenarios were valid. The remaining 190 scenarios for the
front-accident typology were discarded, as they did not contain
an accident between two non-ego actors. Table I summarizes
the number of safety-critical scenarios, the hyperparameters
for each scenario type, and the total number of accidents
encountered by the LBC agent. There were a total of 4810
safety-critical scenarios across the five scenario typologies.
Our methodology focuses on creating safety-critical scenarios
that are out-of-distribution compared to most driving datasets.
This distinction arises because typical driving datasets are
gathered under human supervision and are generally accident-
free, unlike the scenarios we generate. For each typology, we
select one scenario among all the scenarios generated from
that typology for training the RL-based SMC; the SMC is
then evaluated on all scenarios of this typology. The front-
accident typology is excluded for SMC training and evaluation
as none of the front-accident scenarios resulted in an accident,



as shown in §V-A. For the other four typologies, the scenario
with the highest average STI before the accident is chosen per
typology for SMC training.

2) Real-world pre-recorded scenarios: To demonstrate that
STI can identify interesting, safety-critical scenarios in actual
autonomous driving datasets, we applied STI to the Argoverse
dataset [9]. Four notable safety-critical cases are presented
in §V-D. In addition, we used the Argoverse dataset to
assess bias towards less hazardous scenarios in the real-world
datasets. Bias arises as real-world data are often gathered in
controlled settings in which human drivers are adhering to
traffic rules and avoiding dangerous situations.

C. Baselines for Evaluating STI’s Efficacy

We compared STI with methods identifying important and
potentially hazardous actors. Baselines included (i) time to
collision (TTC) [11], [12], [33], (ii) distance to closest in-
path actor (Dist. CIPA) [13], and planner KL-divergence
(PKL) [14]. We chose TTC and Dist. CIPA because they are
widely utilized in automated collision warning and automated
collision avoidance (ACA) systems [11], [13], [27], [29].
We selected PKL because its objective of characterizing the
importance of an actor closely aligns with the STI. These
metrics are described below.

Time to collision (TTC) estimates the time it will take for
the ego actor to collide with another actor that is in its path.
TTC characterizes risk; a lower value of TTC signifies a higher
chance of an accident due to less available time for mitigation.
TTC is defined as the ratio of the distance d between the ego
actor and an actor in-path® to the relative speed s, between
the ego actor and that actor, i.e., TTC = Si.

Distance to closest in-path actor (Dist.T CIPA) measures
the distance from the ego actor to the closest actor that is in
the ego actor’s path, which acts as a proximity indicator. A
lower Dist. CIPA value indicates a higher risk as the ego actor
gets closer to an obstacle.

Planner KL-divergence (PKL) estimates the planning
uncertainty by determining how differently the ego actor
would plan if it saw only imperfect detection of actors versus
perfect, ground-truth detection of actors in the scenario. A
higher PKL value for an actor means that the actor has more
influence on the ego actor’s planning decisions. PKL indirectly
characterizes the risk for an actor because missing a highly
influential actor in trajectory planning may lead to accidents.

We use the ground-truth actor trajectories as Xy for STI
evaluation and characterization in sections V-A, V-B and V-D
and the predicted actor trajectories using the constant-velocity-
and-turn-rate (CVTR) model as ;.. (the predicted value of
Xi.t41) in SMC training and evaluation in §V-C.

D. Baselines for Evaluating RL-based SMC'’s Efficacy
We compared our SMC-enhanced agent, LBC+SMC w/ STI
(i.e., LBC + iPrism), against the following:

1) LBC: The original LBC agent as the baseline for com-
parison. We used the weights provided by the authors of
[15] “as is.”

SIn-path actors are actors whose trajectories intersect with that of the ego
actor.
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2) LBC+TTC-based ACA: The LBC agent with the time-
to-collision (TTC) based automatic collision avoidance
(ACA) controller. TTC-based ACA is a standard dedi-
cated safety controller with which modern vehicles are
equipped; it is used in [11], [13] for accident mitigation.
LBC+SMC w/o STI: The LBC agent with an SMC
without STI in the reward formulation (refer to (8)). This
serves as an ablation study of how STI contributes to a
more effective mitigation policy.

RIP-WCM: We include the robust imitative planning
agent (RIP agent) by Filos et al. [16] with the worst case
model (WCM) configuration as an additional comparable
method. RIP represents the state-of-the-art learning-based
approach for improving AV safety with its ability to
handle out-of-distribution (OOD) scenarios. Since the
code and data used are open-source but weights of the
models used by the authors are not publicly available,
we trained the model as described in the paper using
the code and training data provided by the author to
obtain a functional RIP-WCM agent. Since the NHTSA-
based scenarios used in our evaluation are not part of
the training dataset for the RIP agent, therefore these
scenarios are OOD by definition for the RIP agent [16].
Finally, to demonstrate the ADS-agnostic nature of SMC and
its ability to improve the safety of various ADSes, we em-
ployed iPrism in conjunction with the RIP-WCM agent [16].
We call the combined system RIP+iPrism. Note that we do not
compare LBC+iPrism with LBC + SMC w/ PKL [14] because
the primary purpose of PKL is to improve the perception
subsystem instead of mitigating the safety-threat.

E. Hardware & Software Platform

We used a platform with an AMD Ryzen Threadripper
3990X CPU and 128 GB of RAM for STI evaluation (sec-
tions V-A, V-B and V-D), and a platform with an AMD
Ryzen 9 3950X CPU, 32 GB of RAM, and an NVIDIA RTX
3090 GPU for simulated safety-critical scenarios simulation
(§IV-B1) and SMC evaluation (§V-C). All software implemen-
tations were done in Python 3 and tested on Ubuntu 20.04.

3)

4)

V. EVALUATION AND RESULTS

This section introduces research questions and discusses
results from experimental evaluation of iPrism,

Question 1: Can STI provide advanced detection capabili-
ties to help mitigate accidents? Refer to §V-A.

Question 2: Does STI correctly characterize risk? How
does it compare to other risk metrics? Refer to §V-B.

Question 3: Does reducing STI reduce the likelihood of
accidents? How does a safety-hazard mitigation controller
(SMC) perform with respect to other baselines? Refer to
§V-C.

Question 4: Can STI be used to identify safety-critical
scenarios from real-world datasets? Refer to §V-D.

A. Lead Time for Mitigating Accidents

We evaluate the effectiveness of various risk metrics in
providing timely warnings for accident prevention, and pro-
pose a heuristic, Lead-Time-for-Mitigating-Accident (LTFMA),
against which all risk metrics are compared. (Refer to Ta-
ble II.) LTFMA is determined by counting the consecutive time



Table II: Comparative analysis of Lead-Time-for-Mitigating-Accident (LTFMA) in seconds across various risk metrics. PKL-
All: trained on all scenarios. PKL-Holdout: trained on all scenarios except the ghost cut-in and the lead cut-in scenarios.

Metric Ghost Cut-In | Lead Cut-In | Lead Slowdown Rear-End All Scenarios
Mean (SD) Mean (SD) Mean (SD) Mean (SD) Average
TTC 0.00 (0.00) 0.00 (0.00) 3.30 (0.89) 0.02 (0.17) 0.83
Dist. CIPA 0.00 (0.00) 0.00 (0.00) 5.50 (0.89) 0.02 (0.17) 1.38
PKL-All 0.75 (0.30) 1.01 (0.76) 1.22 (0.62) 0.01 (0.12) 0.75
PKL-Holdout 0.14 (0.21) 3.36 (4.18) 1.23 (0.69) 0.01 (0.12) 1.19
STI (ours) 2.94 (0.33) 8.37 (0.70) 2.22 (0.23) 1.23 (0.11) 3.69

We used LBC agent [15] as the ADS to control the ego actor to obtain these results.
In the front accident scenario, the ego actor’s ADS (LBC agent) avoided the accident, resulting in no

LTFMA metric to report.
SD stands for standard deviation.

steps with nonzero risk before an accident, thereby gauging the
predictive capability of the metrics. It is defined as

taccident

Wrisk(i) # 0)] J] 1lrisk(s) # 0]

j=it1

taccident

LTFMA= )"

i=1

To demonstrate the limitations of PKL in terms of training

data requirements, we created two variants of PKL: PKL-AIl

and PKL-Holdout. PKL-All was trained on all five scenario

typologies, while PKL-Holdout was trained on all scenario
typologies except the two cut-in typologies.

(a) On average, across all scenarios, iPrism’s risk assessment
component achieved a 3.69s LTFMA, while TTC, Dist.
CIPA, and PKL achieved 0.83s, 1.38s, and 0.75s, respec-
tively. In comparison, iPrism’s risk assessment compo-
nent achieved a 4.4x improvement over TTC, 2.7x im-
provement over Dist. CIPA, and 4.9x improvement over
PKL.

The LTFMA was at least 1.2 seconds (see the STI value
for rear-end scenario in Table II) when STI was used,
surpassing the 0.85—1.09-second reaction time range nec-
essary for mitigating accidents, as identified in prior
research [5]. Thus, LTFMA is a more effective than other
risk metrics in monitoring hazardous driving situations.
PKL is sensitive to training data, as evidenced by a
significant decrease in LTFMA, from 0.75 seconds to 0.14
seconds, for the ghost cut-in scenario, and a significant
increase in LTFMA, from 1.01 seconds to 3.36 seconds,
for the lead cut-in scenario.

(b)
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B. Characterizing Risk of Safety-critical Scenario Typologies

Fig. 4 presents the risk characterization for each scenario
typology, in terms of STI (combined) (Fig 4 a—e), PKL (Fig. 4
f—j) and TTC (Fig. 4 k—o). It includes line plots of the mean
and standard deviation (shaded region) of these risk metrics
over time t for each scenario typology. To understand the
relationship between risk and safety, we plotted the metrics
separately for scenarios that are safe vs. those that lead to
accidents per typology. The results on Dist. CIPA are omitted
due to space constraints and because the trends are similar to
those for TTC.

Safety-threat Indicator (STI) (Fig. 4(a)-(e)). The STI
(combined) generally increases as the driving scenario becomes
hazardous (i.e., the number of escape routes decreases). Al-
though STI (combined) s not strictly monotonic, it usually
increases and peaks at the moment of an accident, thereby
demonstrating its capability for detection and prediction of
imminent accidents. The ego actor (driven by LBC agent [15])
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manages to avoid accidents in the scenarios labeled as safe.
In these safe scenarios, the risk increases when the situation
becomes hazardous. However, the ego actor avoids accidents
by taking mitigation actions on its own. The mitigation action
taken by the ego actor results in reduced STI (combined) jp
these safe scenarios. Therefore, any agent that aims to prevent
accidents must reduce STI ombined) a5 5 strategy to mitigate
risk.

Planning KL-divergence (PKL) (Fig. 4(f)-(j)). PKL is
typically higher in accident scenarios than in safe ones.
However, its values in accident scenarios are not consistent;
they fluctuate significantly, sometimes decreasing even when
an accident is imminent, as illustrated in Fig. 4(g) and (h).
Meanwhile, PKL can also be higher than usual in some safe
driving scenarios despite the absence of immediate danger
(see Fig. 4(g)). Unlike STI (¢ombined) PKT, varies across differ-
ent scenarios and does not reliably indicate the likelihood of
an accident. For example, in Fig. 4(g) at time step 40, PKL
is high, but there is no danger to the ego actor, and many
scenarios with such high PKLs do not lead to an accident.

Time-to-collision (TTC) (Fig. 4(k)—(0)). TTC is expected
to decrease as the probability of an accident increases. How-
ever, in all scenario typologies except the lead slowdown
typology, TTC does not show a decrease. In the lead slow-
down typology (see Fig. 4(m)), TTC decreases for both safe
and accident scenarios, rendering them indistinguishable. This
limitation of TTC exists because it considers only one in-path
actor at any given time, while ignoring other actors in the
scenario that might also contribute to the risk.

The key takeaways are:

(a) STI (combined) jq statistically different for safe and accident
scenarios.

STI (combined) j¢ mathematically well-defined and almost
always monotonically increases before an accident, mak-
ing STI (combined) ap effective metric for monitoring and
mitigating hazardous situations.

An STI (combined) of 7016 indicates no risk of an accident,
while a score of one indicates that an accident is likely,
as there are no escape routes.

Unlike other metrics, STI ¢omPined) considers risk imposed
by all the actors on the road.

(b)
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(d)

C. Efficacy of STI-driven Safety-hazard Mitigation Controller

We evaluated the effectiveness of iPrism for accident mit-
igation. Table III offers a comparative analysis of agents’
accident prevention rates across different scenario typologies.
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Figure 4: Characterizing risk metrics — STICmbined) PKT, and TTC — across five scenario typologies. STT and PKL: higher
is riskier. TTC: lower is riskier. Red crosses indicate when scenarios end because of accidents. We used LBC agent [15] as
the ADS to control the ego actor to obtain these results. Please note that STI on the y-label axis refers to STT(¢ombined),

Table III: Comparative analysis of agents’ accident prevention rates across scenarios.

Agent Reasons for Comparison Ghost cut-in Lead cut-in Lead slowdown
CAT TCR| CAT TAS | CAT TCR| CAtT TAS | CAt TCR| CAtT TAS
%) (%) B W | (B (R B B (%) () B ®

LBC+SMC w/ STI | To show improvement | 49% 26.7% 252 519 98% 0.3% 167 170 87% 15% 103 118

(LBC+iPrism) over baseline agent.

LBC+SMC w/o STI To show that STI is impor- | 1% 51.6% 3 519 2% 16.7% 3 170 86% 1.6% 102 118

tant (ablation study).

LBC+TTC-based To show improvement | 0% 51.9% 0O 519 0% 17.0% 0O 170 | 92% 1.0% 108 118

(ACA) w.r.t. ACA techniques.

RIP+SMC w/ STI | To show generalization | 86% 6.5% 413 478 61% 265% 406 671 71% 12.9% 311 440

(RIP+iPrism) with other agents.

CA+# stands for collision avoided (higher is better 1); CA% stands for the percentage of accident scenarios (shown in TAS) prevented by the mitigation strategy. C A(%) =
(CA#)/TAS(#)) X 100; TCR stands for total collision rate (lower is better J); ACA stands for automatic collision avoidance.

1000 scenario instances were executed for each scenario and for each baseline agent.
TAS is the number of total accident scenarios, i.e., the total number of driving scenario instances that led to accidents. Thus, it captures the number of accidents experienced
by the LBC and RIP agents. For example, LBC and RIP had collisions in 519 (out of 1000) and 478 (out of 1000) of the driving scenarios for the ghost cut-in typology,

respectively.

TCR is the total accident rate for that controller. TC' R(%) = ((TAS(#)—CA(#))/1000) X 100.

Table IV: Comparative analysis of initial mitigation activation
timing between LBC+TTC-based ACA and LBC+SMC w/
STI (LBC+iPrism). The first two rows show the average time
(in seconds) into the scenario when the mitigation actions are
performed by each agent, per typology; lower is better.

Agent Ghost cut-in | Lead cut-in | Lead slowdown
Avg. time (s) | Avg. time (s) Avg. time (s)
LBC+SMC w/ STI (LBC+iPrism) | 9.63 | 5.01 | 3.86
LBC+TTC-based ACA | 10.20 | 8.74 | 5.18
Lead Time in Mitigation (s) I 0.57 I 3.73 I 1.32

ACA stands for automatic collision avoidance.
Lead time to mitigation is calculated as the time differences between LBC+iPrism and LBC+TTC-based
ACA when the first mitigation action is performed.
We excluded results for the front-accident typology since they
included no accidents that involved the ego actor.
Outperforms the baseline agent (LBC). The driving
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scenarios presented in this paper were created to test for safety,
so the ego actor driven by the baseline agent (in this case LBC)
was expected to collide frequently with other actors. LBC
collided in 519 (out of 1000), 170 (out of 1000), and 118 (out
of 1000) scenarios across ghost cut-in, lead cut-in, and lead
slowdown driving scenarios (as indicated in the TAS column
of Table III). As shown in Table III, iPrism was able to prevent
49%-98% of accidents, depending on the scenario typology.
It did so by actively trying to reduce the risk. For example,
Fig. 5 shows that the STI ombined) yayes for the ghost cut-in
scenario typology for LBC + iPrism (labeled “iPrism” in the
figure) are lower than those for LBC.

Outperforms other safety agents (RIP and LBC+TTC-
based ACA). We explicitly compared iPrism against RIP
and LBC+TTC-based ACA (a controller that uses TTC for
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Figure 5: STI (combined) yajyes (higher is riskier) on ghost
cut-in scenario typology. Red line: Original LBC agent. Blue
line: iPrism-enabled LBC agent. Red cross indicates when the
scenarios end because of accidents.

automatic collision avoidance), which are built and advertised
to handle hazardous scenarios.

(a) RIP had collisions in 47.8% (478 out of 1000), 67.1%
(671 out of 1000), and 44% (440 out of 1000) scenarios
for ghost cut-in, lead cut-in, and lead slowdown driving
scenarios, respectively’. Despite being designed for out-
of-distribution scenarios, RIP underperforms compared
to the baseline agent (LBC). RIP, as described in [16],
selects the most pessimistic trajectory by using likelihood
values from ensembles of imitation learning-based mod-
els. However, these likelihood values often do not corre-
spond to the actual risks of the trajectories, especially in
safety-critical scenarios [11], leading to failure to avoid
accidents.

LBC+TTC-based ACA helps reduce the total collision
rate significantly compared to LBC and RIP for lead
slowdown scenarios. However, it underperforms relative
to iPrism on the ghost cut-in and lead cut-in scenario
typologies because TTC-based ACA fails to account for
out-of-path risky actors approaching from the side. The
total collision rates (TCRs) for LBC+TTC-based ACA
are 51.9%, 17.0%, and 1% for the ghost cut-in, lead
cut-in, and lead slowdown driving scenario typologies,
respectively. In comparison, the TCR for our LBC +
iPrism is much lower than, or comparable to, that of
LBC+TTC-based ACA. The TCRs for LBC+iPrism are
26.7%, 0.3%, and 1.5% for the ghost cut-in, lead cut-in,
and lead slowdown driving scenario typologies, respec-
tively.

Table IV shows the mitigation action activation time for
TTC-based ACA and iPrism. As evidenced from the data,
iPrism mitigates the risk more proactively than ACA.
Specifically, iPrism achieves an improvement over TTC-
based ACA of 0.57s, 3.73s, and 1.32s on ghost cut-in,
lead cut-in, and lead slowdown, respectively. The worst-
case lead time in mitigation in Table IV is 0.57 seconds
for the ghost cut-in scenario; it still reduced the number
of accidents by 49%.

STI is important for safety hazard mitigation. We
conducted an ablation study in which iPrism’s SMC was
trained without STI in the RL reward formulation (labeled as
LBC+SMC w/o STI). This agent matched the performance of
LBC+SMC w/ STI (or iPrism) for the lead slowdown scenario.
However, it did poorly in the ghost cut-in and lead cut-in
scenarios, for which the timing of the mitigation is more

(b)

"Refer to the TAS column of the RIP+SMC w/ STI (RIP+iPrism) row
in Table III.
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critically important. The LBC+SMC w/o STI prevented only
1% and 2% of the accidents in the ghost cut-in and lead cut-in
scenarios, respectively. The reason was that without STI, the
SMC tends to activate at a suboptimal moment, either too early
or too late, making it less effective in accident prevention.

Generalizable and compatible with other agents. To
demonstrate that our proposed technique can work in conjunc-
tion with other agents, we applied iPrism trained on LBC to
the RIP agent. Our results show that iPrism could generalize
to the different agent and significantly reduce the number of
accidents in each scenario typology. Collision avoidance (CA)
rates of 86%, 61%, and 71% were achieved for the ghost cut-
in, lead cut-in, and lead slowdown scenario typologies. We
additionally evaluate RIP on a scenario typology that combines
the Ghost cut-in typology with the roundabout scenario. The
roundabout scenario typology was used by authors of [16]
to demonstrate its efficacy. RIP collided in 84.3% (843 out
of 1000%). In comparison, RIP+iPrism collided in 68.6% of
scenarios, i.e., iPrism mitigates 18.6% of the accident caused
by the RIP agent.

Extension to other mitigation actions. Rear-end driving
typologies often cannot be addressed through braking alone,
and most agents struggle with these hazardous situations. For
instance, LBC experiences collisions in 77% (770 out of 1000)
of such scenarios. The issue lies in the fact that braking by
the ego actor in these scenarios often exacerbates the risk by
rapidly increasing the relative velocity between the rear actor
w.r.t. the ego actor, necessitating actions beyond braking for
accident avoidance. Therefore, we enhanced iPrism’s SMC to
incorporate acceleration in addition to braking. Current safety
mitigation techniques like ACA or RIP are ineffective in these
scenarios. Nevertheless, iPrism successfully avoided accidents
in 37% of the cases (282 out of 770). The inability of iPrism
to prevent accidents in numerous instances can be attributed
to the high velocity or acceleration of the trailing vehicle,
making accidents inevitable even with maximum acceleration.
In other words, an accident is unavoidable even with an oracle
mitigation agent with acceleration as the only option.

Overall our results show:

(a) iPrism demonstrates superior performance in mitigating
accidents compared to other techniques or agents across
various scenario typologies.

(b) iPrism is designed for seamless integration with diverse
agents, regardless of their specific architectural designs
or algorithmic foundations.
Despite its effectiveness, iPrism does not mitigate all
accident scenarios, as certain accidents are unavoidable
due to the dynamics of the actors (i.e., even an expert
human driver or oracle would find it difficult to mitigate
the accident in those scenarios) or the limited action
space. We assert that including more action space will
boost the performance of our iPrism, thereby enabling it
to prevent more accidents.

(©)

D. Identifying Safety-critical Scenarios in the Real-world

Since safety-critical scenarios are known to be rare in real-
world datasets [14], [34], it is desirable to identify these sce-

81000 scenarios are generated following the methodology described in
§IV-BI.



narios for testing and validation. We used STI to characterize
and identify risky scenarios in real-world autonomous driving
datasets, specifically the Argoverse dataset [9], because, as
discussed in §V-B, PKL, TTC, and Dist. CIPA are not robust
metrics for characterizing risk.

Characterizing STI. We measured the STI of actor(s)
individually and collectively for all driving scenarios and
time steps of the Argoverse dataset using equation (4) and
equation (5), respectively. Our evaluation results show that
the 50", 75", 90", and 99*" percentiles of the actor STI are
0.0, 0.0, 0.020, and 0.33, respectively, while the 50", 75",
90%", and 99*" percentiles of the STI o™ired) are (0,09, 0.29,
0.52, and 0.93, respectively, as depicted in Fig. 6. The STI of
an individual actor and combined STI across all actors is zero
for 90% and 50% of the time, respectively. High STI values
are rare and fall into the long tail of the STI distribution. Like
other studies [14], [34], our analysis highlights the limitations
of current state-of-the-art real-world datasets in capturing the
distribution of rare, safety-critical driving scenarios. Conse-
quently, many scenario typologies required by NHTSA for
AV/ADAS assessment are absent in these datasets, making
these NHTSA typologies out-of-distribution.

1.00 1 1.00 1
L 0.75 1 . 0.75
5 0.50 - 5 0.50 |
0.25 0.25 -
0.00 H——7—— 0.00 H———1—
oS0 NSNS
Actor STI Combined STI

(a) CDF of Actor STI (b) CDF of Combined STI
Figure 6: STI characterization of Argoverse dataset.

Identifying safety-critical scenarios from real-world
data. Fig. 7 shows four distinct driving scenarios that were
identified as risky using STIL.

Case (a): Pedestrian crossing (Fig. 7(a)). Here a pedestrian
crossing the street forces the ego actor to stop and yield,
making it the most safety-threatening actor with a STI of 0.72.

Case (b): Oversized actor (Fig. 7(b)). In this scenario, an
oversized actor in the adjacent lane is partially occupying the
ego lane but has no intention to merge into the ego lane. The
oversized actor dominates the STI with a value of 0.69 out of
1.0, making it the most safety-threatening actor.

Case (c): Cluttered environment (Fig. 7(c)). This cluttered
scenario features actors exiting and entering the drivable lane.
The actor behind the ego actor has a STI of 0, as it exits
the lane, while the actor in red, entering the lane, has a STI
of 0.35. The STI also highlights safety-critical actors like the
badly parked one (in the orange box), which partially blocks
the ego lane and poses a risk to the ego actor’s safety.

Case (d): Actor pulling out (Fig. 7(d)). In this scenario,
the ego actor is traveling in the bottom lane while two other
actors are traveling in the top lane (red box). The STI values
of these two actors are nonzero because each of them occupies
part of the top lane into which the ego actor might maneuver
if they were absent. In addition, the actor that is pulling out
from its parking spot into the ego lane also results in a nonzero
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Figure 7: Safety-critical driving scenarios from Argoverse
dataset (best viewed in color). The yellow circle denotes the
ego actor, with its reach-tube shaded green and the road surface
in gray. Driving scenario descriptions: (a) pedestrian crossing,
(b) oversized actor blocking an adjacent lane, (c) cluttered
with actors entering and exiting, (d) actor pulling out from a
parking space. Actor (rectangle) color intensity ranges from
green (less risky) to red (more risky), indicating risk relative
to the scenario’s most risky actor (in red).

STI value, as its future trajectory will constrain the available
escape routes of the ego actor.
We observe the following across all these scenarios:

1) The closest actor to the ego actor is a heuristic also used
by others, such as Waymo [34], but it may not always be
the most risky actor, because the closest actor does not
necessarily block the largest number of escape routes, as
illustrated in Fig. 7(b), Fig. 7(c), and Fig. 7(d).

The closest in-path actor might not pose the highest risk,
an intuition encapsulated in TTC and Dist. CIPA, as the
risk also depends on how much an actor is reducing the
number of escape routes. For example, in driving scenario
Fig. 7(b) no actor has a trajectory intersecting with that
of the ego actor; however, an inherent risk is posed by
the oversized actor because it blocks escape routes for
the ego actor.

The total risk to the ego actor increases with an increasing
number of blocked escape routes. Since each actor in
the typology can block multiple escape routes, one must
consider the combined risk (STIO™Pined)) posed by all
actors at any given time step. For example, the scenarios
in Fig. 7(c) and Fig. 7(d) have higher combined risk than
those in Fig. 7(a) and Fig. 7(b).

2)

3)

E. Execution Overheads

STI evaluation overheads. On the average, it took 0.61
seconds to evaluate STI on our evaluation platform. There
are multiple optimization opportunities that would accelerate
the STI evaluation, such as: (i) use of a high-performance
programming language (e.g., C++) and libraries instead of
Python, (ii) propagation of reachable states in parallel, and
(iii) tuning of hyperparameters for better performance.

SMC training and inference overheads. SMC is trained
for 100 episodes per scenario typology, where each episode
takes, on average, 344 seconds to complete. Furthermore, the
average inference time of SMC is 0.012 seconds, making
it suitable for operation alongside the original ADS, as the
planning period of an ADS is typically 0.1-0.3 seconds [52].



Table V: Related work.

Related Work | Relevance | Methodology | Limitations
Kinematics-based Assess risk Estimate collision likelihood using | (i) Fail to consider out-of-path actors (e.g., [11],
risk  metrics (e.g., kinematics. [13]), or (ii) Need extensive kinematic models
TTC, Dist. CIPA) and constraints to calculate collision probability

[10]-[13], [27]-[33]

(e.g.. [28], [31], [32]).

Planner-centric metrics
[14], [34], [35]

Improve perception &
planning for safety

planning.

Quantify actor’s influence on the
AV’s planning decision distribu-
tion to improve perception and

(i) The magnitude of change in the AV’s planning
decision correlates poorly with accident probability,
or (ii) Assume access to the planner or perception,
or (iii) Modifies the planner or perception.

Rule-based
mitigation

[11], [13]

collision
techniques

Mitigate collision

CIPA.

Thresholding of kinematics based
metric such as TTC and Dist.

(i) Activate after threshold violations have occurred
(reactive) resulting in less time available for mitiga-
tion, or (ii) Consider primarily in-path actors.

Learning-based collision
mitigation  techniques
[15], [16], [53]

Improve planning

Improve safety by learning from
human demonstrations and online
adaptation to OOD scenarios.

(i) Require a large amount of data on safety-critical
scenarios, or (ii) Requires expert demonstration or
intervention (e.g., [16]).

VI. RELATED WORK

Incorporating safety into autonomous systems is a critical
aspect, typically integrated within the planning module of the
ADS. However, despite these efforts, there are still notable
challenges and areas for improvement. This section outlines
the major research directions addressing the safety issues:
(a) risk assessment [10]-[13], [27]-[33], [54], [55], which
focuses on characterizing risk to identify potential safety
hazards; (b) learning to plan [15], [53], [56], which learns to
make safe planning decisions by interacting the environment
or from expert demonstration; (c) out-of-distribution (OOD)
detection [16], [24], [57], which is crucial for handling sce-
narios that fall outside the typical range of expected conditions,
(d) mitigation [11], [13], [30], [58], which involves strategies
to reduce or manage risks; and (e) validation & verifica-
tion [37], [44], [46], [59]-[63], which ensures correctness of
the AV controller.

We describe and identify limitations of related work that
directly address risk and safety hazard mitigation in Table V.
In comparison, inspired by how experienced human drivers
proactively mitigate hazardous situations, this paper introduces
a new metric called STI that uses the concept of escape
routes to characterize risk by considering all the actors in
the risk envelope. The evaluation of STI does not require any
pre-training. None of the previous approaches use the idea
of escape routes as a way to characterize risk. Our paper
also proposes a safety-hazard mitigation controller (SMC) that
actively reduces risk to avoid accidents

VII. CONCLUSION

We propose iPrism, an accident mitigation framework, that
encompasses (i) a new risk metric — a Safety-Threat Indicator
(STI) that quantifies the change in ego actor’s escape routes
due the presence of other actors, and (ii) an RL-based Safety-
hazard Mitigation controller (SMC) that proactively lowers the
STI to improve ego actor’s safety.

A significant challenge in evaluation is that real-world
datasets lack risky scenarios, limiting comprehensive assess-
ments. Hence, we developed five multi-actor safety-critical
typologies based on the NHTSA pre-crash report [8] that
account for approximately 80% of accidents in the United
States. Sampling these typologies, we created 4810 safety-
critical scenarios that can serve as a rigorous benchmark for
future safety-focused research.
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There are limitations of our current implementation: (i) The
RL-based SMC has been demonstrated on braking and accel-
eration, in the present examples, excluding complex maneu-
vers like lane changes. Executing these complex maneuvers
requires closer integration of the RL-based SMC with the
ADS to avoid potential conflicting decisions between the ADS
and the SMC. Multi-agent RL provides the framework for
continuously resolving these conflicts, and our future research
will explore these directions. (ii) STI currently evaluates all
escape routes equally in terms of accident avoidance when
assessing risk. It is indeed true that the ego actor can use any
of these routes as they are deemed safe. However, some escape
routes may pose greater danger if chosen by the ego actor.
While SMC is trained to select the most appropriate escape
route through reinforcement learning, STI lacks this capability.
Therefore, our future research will focus on integrating the
potential consequences of choosing specific escape paths into
the assessment of future risk by STIL.

Despite limitation, our evaluation of the RL-based SMC
on NHTSA-based safety-critical scenarios shows: (i) SMC
significantly enhances safety, reducing accident occurrences
by 37% to 98% compared to a baseline learning-by-cheating
agent, and (ii) achieving up to 72.7% accident prevention when
compared to the leading safety hazard mitigation agents.

Finally, iPrism evaluates and mitigates risks imposed by
other actors, i.e., actor-related risks. The assessment and
handling of non-actor-related risks, such as those caused by
weather, road conditions, sensor occlusion, and faulty software
or hardware systems, are orthogonal to the scope of this work.
That said, assessing and managing risk holistically, including
both actor-related and non-actor-related risks, is an important
and open research problem that needs attention from the safety
community.
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