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There are currently no evaluation methods specific to ECAs in CVEs and traditional 

evaluation methods are limited in their applicability and consequently unlikely to address the 

full range of aspects now inherent in such systems. We argue that a combination of controlled 

experimentation, quasi-experiments, review-based evaluation and heuristic expert reviews is 

needed. To operationalise these traditional evaluation methods the concept of presence was 

deployed, and it was argued that presence as a cognitive variable can be measured and that 

such a measure can be a key indicator of the usability of ECAs in CVEs. Presence measures 

can be administered within controlled experiments and quasi-experiments to test certain 

aspects of the system. Such experiments might turn out particularly useful as a means of 

selecting between two or more design options and it is argued that issues concerning ECAs in 

CVEs can be meaningfully evaluated by comparing subjects’ experience of presence (Gerhard 

2003). 

The effect of the deployment of a prototype ECA on subjects’ experience of presence was 

investigated within a controlled experiment. The CyberAxis virtual art gallery (figure 1) was 

used, consisting of one reception room and three exhibition rooms.  

 

Figure  1 
Dagstuhl Seminar Proceedings 04121
Evaluating Embodied Conversational Agents
http://drops.dagstuhl.de/opus/volltexte/2006/460



The blaxxun Virtual World Platform 5.1 VRML multi-user server was used to make the virtual 

gallery accessible on a Web server and enable avatar and chat interaction. Part of the blaxxun 

platform is an agent server, which can be interfaced through the agent.cfg script file. The 

agent server, performing event-handling and response selection processes, is responsible for 

appearance and animation of the agent’s avatar. Using the blaxxun agent script it was possible 

to interface with external applications to extend the functionality of the agent. ALICE bot 

technology was used to incorporate advanced chat skills and create an embodied 

conversational agent. The prototype agent was deployed in series of controlled experiments 

measuring the effects of simulated copresence on subjects’ experience of presence. The 

hypothesised relationship and the combination of all variables involved are illustrated in 

figure 2. 

 

Independent Variable 
• Co-Presence 
(agent / no-agent) 

Dependent Variables 
• Immersion  
• Involvement 
• Awareness 

 

Intervening Variable 
• Presence 

Causes Relationship Effects 

Moderator Variables 
• CVE  
• Interface 

Control Variables 
• User Experience 
• Immersive Tendencies 
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It was predicted that the deployment of an ECA and the experience of presence would be 

positively related. Results showed that by simulating the copresence of another entity within 

the experimental environment, the prototype agent did succeed in increasing subjects’ 

experience of presence (Gerhard et al 2004).  

Although implementation issues were not the primary concern of this study, the strength and 

shortcomings of the prototype agent were evaluated as secondary variables within that 

experiment. Evaluation specifically of natural language systems is a problem that has been 

studied intensively, with a variety of specific heuristics being applied for such systems (e.g. 

Hirschman 1998, Polifroni et al 1998). However, a review of the literature could not identify a 

universally agreed set of criteria for the evaluation of ECAs within collaborative virtual 

environments. A set of criteria developed for the evaluation of the strengths and shortcomings 

of the current prototype agent are partly based on Nielsen’s (1994) general usability 



guidelines and partly on a set of heuristics proposed for non-embodied conversational systems 

(Sanders and Scholtz 1998). Further, the specific set of evaluation criteria identified here is 

focused on the prototype’s abilities that experience and literature (Massaro et al 2000, Oviatt 

and Adams 2000, Sanders and Scholtz 2000, Nass et al 2000) suggest are important for a 

successful human-agent dialogue. The criteria identified are separated into those relating to 

linguistic behaviour and those relating to bodily behaviour. 

Linguistic Criteria 

L1)  Recognition of speech/language input  

L2)  Generating clear and concise speech/language output 

L3)  Following human dialogue conventions 

L4)  Understanding user turns  

L5)  Understandability of agent turns on a semantic level  

L6)  Generating output containing relevant information  

L7)  Generating output containing task related information  

These the criteria have been adopted from a wide range of relevant sources. Firstly, as 

Hirschman (1998) argues, the existence and reliability of speech/language recognition itself is 

to be assessed at the very basic level of whether a response is triggered at all by users’ 

speech/language inputs (criterion L1). The second criterion (L2) assesses whether the 

speech/language output generated by the system makes clear and concise use of the English 

language (cf. Sander and Scholtz 1998). The third criterion (L3) is the ability to follow human 

conversational mechanisms, which refers for example to the adequacy of turn taking 

behaviour and the ability to resolve referring expressions, such as pronouns, in the users’ turns 

(Bernsen et al 1997). Understanding of user turns (criterion L4) refers to the agent’s ability to 

utilise pieces of information provided by the user (Polifroni et al 1998).  

Criteria L5, L6 and L7 were adopted from a set of metrics proposed by Sanders and Scholtz 

(2000). The fifth criterion (L5) is the understandability of the agent’s turns on a semantic level 

is, which involves assessing whether output generated by the system makes sense to the user 

in relation to previous statements made by the agent. The sixth criterion (L6) is the frequency 

of good agent turns, which measures the number of turns containing informative feedback, 

namely information that is intuitively seen as relevant to the environment or to the users’ 

previous inputs. Finally, the seventh criterion (L7) within the linguistic section is the 

usefulness of agent turns with respect to helping users accomplish their tasks, measured by 

calculating the frequency of task related system turns.  



 

Criteria Relating to Bodily Behaviour  

B1) Generating animated humanoid embodiment 

B2) Generating movement within the environment 

B3) Generating gestures, including pointing 

B4) Generating facial expressions, including eye gaze 

B5) Understanding user movements 

B6) Understanding gestures, including pointing 

B7) Understanding facial expressions, including eye gaze 

The existence of an animated humanoid embodiment, i.e. a humanoid face and a full 

humanoid body, is a pre-requisite of bodily behaviour (Lester et al 2000); it is seen as the first 

and most basic criterion for ECAs. The second item on this list (criterion B2) refers to the 

agent’s ability to change the orientation and the position of its body within the CVE, which 

are seen as crucial bodily behaviours (Churchill et al 2000). The agent’s awareness and 

understanding of the movements of avatars representing other users (criterion B5) is also of 

key importance, since one of the primary advantages of ECAs is their ability to know (and tell 

users) where things are and how to get around (Rickel and Johnson 2000). 

Several studies have shown the importance of the generation and understanding of non-verbal 

signals within conversations such as facial expressions, including eye gaze, and gestures, 

including pointing (Ekman 1982, Kendon 1993, McNeill 1992). It therefore had to be 

assessed whether the agent (criterion B3) as well as the user (criterion B6) were able to talk 

about objects in the domain of discourse with gesture to indicate mode of interaction, e.g. by 

saying “turn it like this” and demonstrating how by use of gesture. Further, the prototype was 

evaluated with respect to its ability to generate (criterion B4) and understand (criterion B7) 

facial expressions. 
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