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Abstract
We consider two algorithmic problems concerning sub-semigroups of Heisenberg groups and, more
generally, two-step nilpotent groups. The first problem is Intersection Emptiness, which asks whether
a finite number of given finitely generated semigroups have empty intersection. This problem was
first studied by Markov in the 1940s. We show that Intersection Emptiness is PTIME decidable
in the Heisenberg groups Hn(K) over any algebraic number field K, as well as in direct products
of Heisenberg groups. We also extend our decidability result to arbitrary finitely generated 2-step
nilpotent groups.

The second problem is Orbit Intersection, which asks whether the orbits of two matrices under
multiplication by two semigroups intersect with each other. This problem was first studied by Babai
et al. (1996), who showed its decidability within commutative matrix groups. We show that Orbit
Intersection is decidable within the Heisenberg group H3(Q).
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1 Introduction

The computational theory of matrix groups and semigroups is one of the oldest and most
well-developed parts of computational algebra. Dating back to the work of Markov [31] in the
1940s, the area plays an essential role in analysing system dynamics, with notable applications
in automata theory and program analysis [8, 10, 13, 21]. See [24] for an all-encompassing
survey on this topic. While many computational problems are undecidable even for matrix
groups of dimension three and four [6, 32, 34], various non-trivial algorithms have been
developed for matrix groups satisfying additional constraints, such as commutativity [1],
nilpotency [14], solvability [28], and having dimension two [5, 35].

As most algorithmic problems for commutative groups are well-understood due to their
relatively simple structure, much effort has focused on problems concerning relaxations of
the commutativity requirement, such as nilpotency and solvability. Prominent examples
of widely studied groups include the Heisenberg groups, as well as the more general 2-step
nilpotent groups. The Heisenberg groups Hn(K) play an important role in many branches
of mathematics, physics and computer science. They first arose in the description of one-
dimensional quantum mechanical systems [33, 37], and have now become an important
mathematical object connecting domains like representation theory, theta functions, Fourier
analysis and quantum algorithms [20, 22, 25, 29, 38]. From a computational point of view,
Heisenberg groups are interesting because they are the simplest non-commutative Lie groups.
Heisenberg groups are included in the class of 2-step nilpotent groups: these are groups whose
quotient by their centre is abelian. Despite being the simplest class of non-commutative
groups, 2-step nilpotent groups admit highly non-trivial or even undecidable algorithmic
problems, notably due to their ability to encode quadratic equations [27]. For example,
decades of research has focused on finding a polynomial-time group isomorphism algorithm
for 2-step nilpotent groups, with little success [2, 16].
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For a set G of matrices in some matrix group G, denote by ⟨G⟩ the semigroup generated by
the set G. In this paper, we consider the following two decision problems for the Heisenberg
groups and 2-step nilpotent groups.

i. (Intersection Emptiness) Given M finite sets of matrices G1, . . . , GM , decide whether
⟨G1⟩ ∩ · · · ∩ ⟨GM ⟩ = ∅.

ii. (Orbit Intersection) Given two finite sets of matrices G, H and matrices S, T , decide
whether T · ⟨G⟩ ∩ S · ⟨H⟩ = ∅.

Intersection Emptiness was one of the first problems studied in algorithmic semigroup
theory. In the seminal work of Markov [31], the undecidability of Intersection Emptiness
was shown for two sets of 4 × 4 integer matrices. More recently, by encoding the Post
Correspondence Problem, Halava and Harju showed its undecidability for two sets of 3 × 3
upper triangular integer matrices [17]. For 2 × 2 integer matrices, the problem is only
known to be NP-hard [7]. In this paper, we show that Intersection Emptiness is decidable in
polynomial time for the Heisenberg groups Hn(K) over an arbitrary algebraic number field
K, as well as for any direct product of such Heisenberg groups. In fact, we will prove the
decidability result in the more general case of (finitely generated) 2-step nilpotent groups.

The Orbit Intersection problem was first considered by Babai et al. [1], who proved its
decidability in commutative matrix groups over an algebraic number field. In this paper, we
prove the decidability of Orbit Intersection for matrices in the Heisenberg group H3(Q).

Let us mention some previous work for semigroup algorithmic problems in the Heisenberg
groups and 2-step nilpotent groups. These have seen significant advance in research in recent
years. Various results have been shown for the following decision problems.
iii. (Identity Problem) Given a finite set of matrices G, decide whether the identity matrix

I ∈ ⟨G⟩.
iv. (Membership Problem) Given a finite set of matrices G and a matrix A, decide whether

A ∈ ⟨G⟩.
v. (Knapsack Problem) Given matrices A1, A2, . . . , AK and a matrix A, decide whether

there exist (n1, n2 . . . , nK) ∈ NK such that A = An1
1 An2

2 · · · AnK

K .

The Identity Problem in Hn(Q) was shown to be decidable by Ko, Niskanen and Pota-
pov [26]. Dong [14] then introduced tools from Lie algebra and strengthened this result to
PTIME decidability in Hn(K) for algebraic number fields K. The Membership Problem in
Hn(Q) was shown to be decidable by Colcombet, Ouaknine, Semukhin and Worrell. Their
main idea is to use the Baker-Campbell-Hausdorff (BCH) formula as well as to incorporate
the Membership Problem in a Parikh automaton. It was left as an open problem whether the
Membership Problem in Hn(K) for larger fields K remains decidable. On the other hand, it
is known that there exist 2-step nilpotent groups with undecidable Membership Problem [30].
As for the Knapsack Problem, König, Lohrey and Zetzsche showed its decidability in Hn(Z)
by reducing it to solving a single quadratic equation over the natural numbers [27]. They
also constructed a 2-step nilpotent group (namely, a direct product of H3(Z)) where the
Knapsack Problem is undecidable, using an embedding of Hilbert’s Tenth Problem.

We point out that by taking G1 = G, G2 = {I}, Intersection Emptiness subsumes the
Identity Problem. Whereas by taking T = I, S = A, H = {I}, the Orbit Intersection problem
subsumes the Membership Problem. Hence, the tools developed in this paper provide a more
general approach to semigroup problems in 2-step nilpotent groups. Our proofs are based on
the logarithm of matrices and the BCH formula, whose usage in studying matrix semigroup
problems has been introduced in [12] and [14]. However, our approach goes much deeper in
analysing the non-commutative terms of the BCH formula. We show that these terms are
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connected with a word combinatorics problem concerning subwords of length two, and show
a critical result characterizing the behaviour of these terms. This will allow us to reduce
equations containing word combinatorial terms to pure linear Diophantine equations.

2 Main results

In this section we state our main results. Denote by UT(n,Q) the group of n × n upper
triangular rational matrices with ones along the diagonal. Our main result on Intersection
Emptiness is the following. For the formal definition of 2-step nilpotency, see Section 3.

▶ Theorem 1. Let G be a 2-step nilpotent subgroup of UT(n,Q) for some n. Given finite
subsets G1, . . . , GM of G, it is decidable in polynomial time whether ⟨G1⟩ ∩ · · · ∩ ⟨GM ⟩ = ∅.

For n ≥ 3, the Heisenberg group Hn(K) over a field or commutative ring K is defined as

Hn(K) :=


1 a⊤ c

0 In−2 b

0 0 1

 , where a, b ∈ Kn−2, c ∈ K

 ,

where we use the notation Id for the identity matrix of dimension d. Decidability results for
the Heisenberg groups and for 2-step nilpotent groups follow as a corollary of Theorem 1.

▶ Corollary 2. Intersection Emptiness is decidable:
(i) in PTIME, for the Heisenberg groups Hn(K) over any algebraic number field K, and

for any direct product of Heisenberg groups.
(ii) for finitely generated 2-step nilpotent groups1.

Fix a group G. Given an element T ∈ G and a subset G of G, denote by T · ⟨G⟩ the orbit
of T under right multiplication by the semigroup ⟨G⟩. That is, T · ⟨G⟩ := {T · s | s ∈ ⟨G⟩}.

Our main result concerning Orbit Intersection is the following.

▶ Theorem 3. Given elements T, S ∈ H3(Q) and two finite subsets G, H of H3(Q), it is
decidable whether T · ⟨G⟩ ∩ S · ⟨H⟩ = ∅.

3 Preliminaries

Convex geometry

Let V be a Q-linear space. A subset C ⊆ V is called a cone if a ∈ C implies aQ≥0 ⊆ C,
and a, b ∈ C implies a + b ∈ C. Given a set of vectors S ⊆ V , denote by ⟨S⟩Q≥0 the cone
generated by S, that is, the smallest cone of V containing S. The dimension of a cone C is
the dimension of the smallest linear space containing C.

The support of a vector ℓ = (ℓ1, . . . , ℓK) ∈ ZK
≥0 is defined as the set of indices where the

entry of ℓ is non-zero:

supp(ℓ) := {i ∈ {1, . . . , K} | ℓi > 0}.

The support of a subset Λ of ZK
≥0 is defined as the union of supports of all vectors in Λ:

supp(Λ) :=
⋃
ℓ∈Λ

supp(ℓ) = {i | ∃(ℓ1, . . . , ℓK) ∈ Λ, ℓi > 0}.

In this paper, we will need to compute the support of sets of the form Λ = ZK
≥0 ∩ V ,

where V is a Q-linear subspace of QK .

1 We suppose that the structure of the group is given by a finite presentation or a consistent polycyclic
presentation (see [19, Chapter 8]).

STACS 2023



25:4 Semigroup Intersection Problems in the Heisenberg Groups

▶ Lemma 4 ([14, Lemma 2.4]). Given V a Q-linear subspace of QK , represented as the
solution set of linear homogeneous equations, one can compute the support of Λ = ZK

≥0 ∩ V

in polynomial time.

The group UT(n,Q) and 2-step nilpotent groups

Denote by UT(n,Q) the group of n × n upper triangular rational matrices with ones along
the diagonal. Let K be an algebraic number field. K can be considered as a linear space
over Q of dimension d := [K : Q]. Let k1, . . . , kd ∈ K be a Q-basis of this linear space.
Throughout this paper, an element k of K is represented as a tuple (a1, . . . , ad) ∈ Qd such
that k = a1k1 + · · · adkd. An element k of K acts on K by multiplication, and can therefore
be considered as an endomorphism of the Q-linear space K. Associate k with the matrix
that represents this endomorphism, then we have an (injective) embedding ι : K ↪→ Qd×d. In
particular, ι(1) = Id. This embedding is effectively computable in polynomial time [11].

The embedding ι extends to an embedding Hn(K) ↪→ UT(nd,Q), which we also denote
by ι. Note that for any matrix A ∈ Hn(K), the total bit size of entries in ι(A) is at most
quadratic in the total bit size of entries in A. Therefore, throughout this paper, we will work
with matrices in ι(Hn(K)) ⊆ UT(nd,Q), knowing that any polynomial time algorithm in
UT(nd,Q) will translate to a polynomial time algorithm in Hn(K).

Let G be an arbitrary group. The centre of G is the normal subgroup Z(G) ⊴ G consisting
of elements that commute with every element of G (see [15]). We say that G is 2-step nilpotent
if the quotient G/Z(G) is abelian. In particular, the Heisenberg groups Hn(K), as well as
their direct products, are 2-step nilpotent [15, Examples 13.36]. Every finitely generated
2-step nilpotent group can be embedded as a subgroup of the direct product A × G0, where
A is finite and G0 is a 2-step nilpotent subgroup of UT(n,Q) for some n [4, Theorem 2.1] [23,
Theorem 17.2.5].

Logarithm of matrices and Lie algebra

The Lie algebra u(n) is defined as the Q-linear space of n × n upper triangular rational
matrices with zeros on the diagonal. There exist the logarithm map

log : UT(n,Q) → u(n), A 7→
n∑

k=1

(−1)k−1

k
(A − I)k

and the exponential map

exp : u(n) → UT(n,Q), X 7→
n∑

k=0

1
k!X

k

which are inverse of one another. In particular, log I = 0 and exp(0) = I.
The Lie algebra u(n) is equipped with the Lie bracket [·, ·] : u(n) × u(n) → u(n) given by

[X, Y ] = XY − Y X. For a subset or subsemigroup A of UT(n,Q), we naturally denote by
log A := {log a | a ∈ A} the set of logarithm of matrices in A.

Parikh Image and length two subwords

Given a finite alphabet G = {A1, . . . , AK}, the Parikh Image of a word w = M1 · · · Mm

over the alphabet G is the vector PIG(w) := (PIG
1 (w), . . . , PIG

K(w)) ∈ ZK
≥0, where PIG

i (w)
is the number of times Ai appears in w. That is, PIG

i (w) := card({j | Mj = Ai}). When
the alphabet G is clear from the context, we sometimes write PI(w), PIi(w) instead of
PIG(w), PIG

i (w).
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For 1 ≤ i < j ≤ K, let w be a word over the alphabet G, denote by δG
ij(w) the number of

occurrences of the subword · · · Ai · · · Aj · · · minus the number of occurrences of the subword
· · · Aj · · · Ai · · · in w. That is, writing w = M1M2 · · · Ms, we have

δG
ij(w) := δG,+

ij (w) − δG,−
ij (w),

where

δG,+
ij (w) := {(u, v) | 1 ≤ u < v ≤ s, Mu = Ai, Mv = Aj},

δG,−
ij (w) := {(u, v) | 1 ≤ u < v ≤ s, Mu = Aj , Mv = Ai}

Again, if the alphabet G is clear from the context, we write δij(w) instead of δG
ij(w). Obviously,

we have the parity constraint

δij(w) ≡ δ+
ij(w) + δ−

ij(w) = PIi(w) · PIj(w) mod 2. (1)

The Baker-Campbell-Hausdorff formula

Let G be a 2-step nilpotent subgroup of UT(n,Q). The Baker-Campbell-Hausdorff (BCH)
formula [3, 9, 18] states that, given a sequence of matrices B1, B2, . . . , Bs in G, we have

log(B1B2 · · · Bm) =
m∑

i=1
log Bi + 1

2
∑

1≤i<j≤s

[log Bi, log Bj ]. (2)

Fix a finite alphabet G = {A1, . . . , AK} in G. For an arbitrary word w with Parikh Image
ℓ = (ℓ1, . . . , ℓK), applying Equation (2) to the sequence of matrices in w yields

log w =
K∑

i=1
ℓi log Ai + 1

2
∑

1≤i<j≤K

δij(w)[log Ai, log Aj ]. (3)

Here, log w is understood to be the result of multiplying all matrices appearing in w in order,
then taking the logarithm. We will adopt this notation throughout this paper.

4 A combinatorial problem for length two subwords

First let us describe the general strategy for solving intersection-type decision problems.
Consider a simple example: given two alphabets G = {A1, . . . , AK}, H = {B1, . . . , BM } in a
2-step nilpotent subgroup of UT(n,Q), we want to decide whether ⟨G⟩ ∩ ⟨H⟩ ≠ ∅. This boils
down to finding two words v, w respectively in the alphabet G and H, such that log v = log w.
Denote by x = (x1, . . . , xK) the Parikh Image of v, and by y = (y1, . . . , yM ) the Parikh
Image of w, then the BCH formula (3) yields the equivalence between log v = log w and

K∑
i=1

xi log Ai +
∑
i<j

δG
ij(v)
2 [log Ai, log Aj ] =

M∑
i=1

yi log Bi +
∑
i<j

δH
ij (w)

2 [log Bi, log Bj ],

x ∈ ZK
≥0, y ∈ ZM

≥0, PIG(v) = x, PIH(w) = y. (4)

Hence, deciding whether ⟨G⟩ ∩ ⟨H⟩ ≠ ∅ boils down to solving Equation (4) in the numerical
variables x, y and the word variables v, w over alphabets G, H.

STACS 2023



25:6 Semigroup Intersection Problems in the Heisenberg Groups

Consider a “relaxed” version of this problem. That is, we replace δG
ij(v) and δH

ij (w) by
new variables cij , dij over integers, without imposing any constraint. This gives the equation

K∑
i=1

xi log Ai +
∑

1≤i<j≤K

cij

2 [log Ai, log Aj ] =
M∑

i=1
yi log Bi +

∑
1≤i<j≤M

dij

2 [log Bi, log Bj ],

x ∈ ZK
≥0, y ∈ ZM

≥0, cij , dij ∈ Z for all i, j. (5)

Obviously, if Equation (4) has a solution, then the relaxed version (5) will also admit a
solution. The converse is not necessarily true. The implicit constraints imposed by the word
combinatorial variables δG

ij(v), δH
ij (w) in Equation (4) are highly non-trivial. (For example,

one should at least have |δG
ij(v)| ≤ xixj for all i, j). However, these constraints are not

reflected by the numerical variables cij and dij in Equation (5).
The key idea of this paper is the following surprising fact. For the two problems we

consider (Semigroup Intersection and Orbit Intersection), it is sufficient to solve the relaxed
version of the equation, plus several simple constraints (such as the modulo 2 constraint in
Equation (1)). In particular, given a “suitable” solution to the relaxed Equation (5), we
can always construct a solution to Equation (4). A priori, the values of δG

ij(v) cannot reach
all integers like the free variables cij ; nevertheless, when x1, . . . , xK tend towards infinity,
the vector

(
δG

ij(v)
)

1≤i<j≤K
can in fact reach every value within a ball of radius size O(|x|2),

satisfying modulo 2 constraints. This will suffice to construct a suitable word v, as the
quadratic radius will eventually dominate the linear term

∑K
i=1 xi log Ai.

This section aims to formalize this idea. The main result of this section will be Proposi-
tion 6. First, we prove a simple case where the alphabet consists of two letters.

▶ Lemma 5. Given an alphabet G = {Ai, Aj} and non-negative integers si, sj ∈ Z≥0, then
for every C ∈ Z satisfying

|C| ≤ sisj and C ≡ sisj mod 2, (6)

there exists a permutation w of the word Asi
i A

sj

j such that δij(w) = C.

Proof. For an illustration of the proof, see Figure 1. We start with the word w = Asi
i A

sj

j ,
which satisfies δij(w) = sisj . We gradually swap pairs of consecutive letters in w: each time
we replace an occurrence of consecutive AiAj with AjAi. An occurrence of AiAj can always
be found unless we have reached the “final” permutation A

sj

j Asi
i . It is easy to see that each

swap reduces the value of δij(w) by 2. Therefore, by swapping consecutive AiAj one by one,
δij(w) can reach every value between δij(Asi

i A
sj

j ) = sisj and δij(Asj

j Asi
i ) = −sisj that has

the same parity with sisj . This proves the lemma. ◀

We then prove the main result of this section, which generalizes Lemma 5 to alphabets of
more than two letters.

▶ Proposition 6. Fix a finite alphabet G of size K ≥ 2. Then for any tuples ℓ = (ℓ1, . . . , ℓK) ∈
ZK

≥0 and {Cij}1≤i<j≤K ∈ ZK(K−1)/2
≥0 satisfying

|Cij | ≤ ℓiℓj

4K2 − 2K(ℓi + ℓj) − 4K2, for all 1 ≤ i < j ≤ K, (7)

and

Cij ≡ ℓiℓj mod 2, for all 1 ≤ i < j ≤ K, (8)

there exists a word w with Parikh Image ℓ such that

δij(w) = Cij , for all 1 ≤ i < j ≤ K. (9)
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Figure 1 Illustration for the proof of Lemma 5.

Proof. For an illustration of the proof, see Figure 2. For all i, write ℓi = 2(K − 1)si + ri

with 0 ≤ ri < 2(K − 1). Consider the word Winit := Wres · W · Wrev, where

Wres := Ar1
1 Ar2

2 · · · ArK
K ,

W := (As1
1 As2

2 ) (As1
1 As3

3 ) · · · (As1
1 AsK

K ) (As2
2 As3

3 ) · · · (As2
2 AsK

K ) (As3
3 As4

4 ) · · ·
(
A

sK−1
K−1 AsK

K

)
,

Wrev :=
(
AsK

K A
sK−1
K−1

) (
AsK

K A
sK−2
K−2

)
· · · (AsK

K As1
1 )
(
A

sK−1
K−1 A

sK−2
K−2

) (
A

sK−1
K−1 A

sK−3
K−3

)
· · · (As2

2 As1
1 ) .

In particular, W is the concatenation of all words of the form Asi
i A

sj

j where i < j, and Wrev

is the reverse of W . It is easy to verify that Winit contains ℓi occurrences of the letter Ai, so
its Parikh Image is exactly ℓ.

We now compute δij(Winit) for i < j. Since W · Wrev is a palindrome, we have δij(W ·
Wrev) = 0, so

δij(Winit) = δij(Wres) + PIi(Wres) PIj(W · Wrev) − PIj(Wres) PIi(W · Wrev)
= rirj + ri · 2(K − 1)sj − rj · 2(K − 1)si. (10)

In particular, since 0 ≤ ri < 2(K − 1), we have

|δij(Winit)| ≤ 4(K − 1)2 + 2(K − 1)2(sj + si) < 4K2 + 2(K − 1)(ℓi + ℓj) (11)

By Condition 7, we have

|δij(Winit) − Cij | ≤ |δij(Winit)| + |Cij |

< 4K2 + 2(K − 1)(ℓi + ℓj) + ℓiℓj

4K2 − 2K(ℓi + ℓj) − 4K2

<

(
ℓi

2(K − 1) − 1
)(

ℓj

2(K − 1) − 1
)

< sisj . (12)

Since Equation (10) yields δij(Winit) ≡ ℓiℓj mod 2, Condition (8) then gives

δij(Winit) ≡ Cij mod 2. (13)

We now show how to construct the word w. Starting with the word Winit, for every pair
i < j perform the following:

STACS 2023
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Lemma 5 Lemma 5 Lemma 5

Figure 2 Illustration for the proof of Proposition 6.

1. If δij(Winit) > Cij . By Lemma 5 there exists a permutation wij of the word Asi
i A

sj

j such
that δij(wij) = sisj + Cij − δij(Winit). Indeed, Equations (12) and (13) guarantee that
the conditions (6) in Lemma 5 are satisfied. We then replace the subword Asi

i A
sj

j in the
W -part of Winit with the word wij . The resulting new word W ′ will satisfy

δij(W ′) = δij(Winit) − δij(Asi
i A

sj

j ) + δij(wij) = Cij .

This replacement does not change δuv(Winit) for (u, v) ̸= (i, j).
2. If δij(Winit) < Cij . By Lemma 5 there exists a permutation wji of the word A

sj

j Asi
i such

that δij(wji) = −sisj + Cij − δij(Winit). Again, Equations (12) and (13) guarantee that
the conditions (6) in Lemma 5 are satisfied. We then replace the subword A

sj

j Asi
i in the

Wrev-part of Winit with the word wji. The resulting new word W ′ will satisfy

δij(W ′) = δij(Winit) − δij(Asj

j Asi
i ) + δij(wji) = Cij .

This replacement does not change δuv(Winit) for (u, v) ̸= (i, j).
3. If δij(Winit) = Cij , do not perform any change.
Performing all these replacements on Winit for all pairs i < j simultaneously, the resulting
word w then satisfies δij(w) = Cij for all 1 ≤ i < j ≤ K. ◀

5 A polynomial time algorithm for Intersection Emptiness

We prove Theorem 1 in this section. Let G be a 2-step nilpotent subgroup of UT(n,Q). Let

G1 = {A11, A12, . . . , A1K1}, . . . , GM = {AM1, AM2, . . . , AMKM
}

be M sets of matrices in G. The following proposition shows that Intersection Emptiness can
be reduced to solving linear Diophantine equations with extra constraints on supports. The
key to obtaining a PTIME algorithm is the fact that these equations are all homogeneous.
Hence one can actually solve them over Q, then scale them to obtain integer solutions.
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▶ Proposition 7. We have ⟨G1⟩ ∩ · · · ∩ ⟨GM ⟩ ≠ ∅ if and only if there exist non-zero vectors
ℓ1 ∈ ZK1

≥0 \ {0}, · · · , ℓM ∈ ZKm

≥0 \ {0} as well as rational numbers cmij for 1 ≤ m ≤ M, i, j ∈
supp(ℓm), such that

K1∑
j=1

ℓ1j log A1j +
∑
i<j

i,j∈supp(ℓ1)

c1ij [log A1i, log A1j ] =

K2∑
j=1

ℓ2j log A2j +
∑
i<j

i,j∈supp(ℓ2)

c2ij [log A2i, log A2j ] = · · ·

=
KM∑
j=1

ℓMj log AMj +
∑
i<j

i,j∈supp(ℓm)

cMij [log AMi, log AMj ] (14)

Proof. If ⟨G1⟩∩· · ·∩⟨GM ⟩ ≠ ∅, let g be an element in the intersection. There exist non-empty
words w1, . . . , wm over the alphabets G1, . . . , GM such that log g = log w1 = · · · = log wm.
By the BCH formula (3),

log g =
Ki∑

j=1
PIi(wm) log Amj +

∑
i<j

i,j∈supp(ℓm)

δij(wm)
2 [log Ami, log Amj ], for m = 1, . . . , M.

This shows that (14) is satisfied by ℓm := PIGm(wm) and cmij := δij(wm)/2 for 1 ≤ m ≤
M, i, j ∈ supp(ℓm).

For the other implication, suppose such non-zero vectors ℓ1, . . . , ℓM and the rational
numbers cmij exist. Then there exists g ∈ G such that

K1∑
j=1

ℓmj log Amj +
∑
i<j

i,j∈supp(ℓm)

2cmij

2 [log Ami, log Amj ] = log g, for m = 1, . . . , M. (15)

Note that if i, j ∈ supp(ℓm) then ℓmiℓmj ̸= 0.
By homogeneity, for any N ∈ Z>0, the vectors Nℓ1, . . . , NℓM and Ncmij also satisfy

Condition (14). Hence, multiplying all ℓij , cmij and log g by a common denominator, we can
suppose all ℓij and cmij to be integers. Denote K = max1≤m≤M Km, then there exists a
large enough even integer N ∈ Z>0 such that

|N · 2cmij | ≤ N2ℓmiℓmj

4K2 − 2NK(ℓi + ℓj) − 4K2 (16)

for 1 ≤ m ≤ M, i, j ∈ supp(ℓm). This is because ℓmiℓmj > 0, so the right hand side of
(16) is quadratic and dominates the linear term on the left for large enough N . Replace all
ℓij with Nℓij , all cmij with Ncmij , and log g with N log g, then the new variables satisfy
2cmij ≡ 0 ≡ ℓmiℓmj mod 2, and

|2cmij | ≤ ℓmiℓmj

4K2 − 2K(ℓi + ℓj) − 4K2 ≤ ℓmiℓmj

4K2
m

− 2Km(ℓi + ℓj) − 4K2
m (17)

for all i, j, m. Equation (15) is still satisfied after the variable replacements. Therefore,
by Proposition 6, there exist words w1, . . . , wM over the alphabets G1, . . . , GM such that
PI(wm) = ℓm and δij(wm) = 2cmij for all 1 ≤ m ≤ M, i, j ∈ supp(ℓm). These words are
non-empty since ℓm ̸= 0. Plugging into the BCH formula (3), we have
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log wm =
Km∑
j=1

ℓmj log Amj +
∑
i<j

i,j∈supp(ℓm)

2cmij

2 [log Ami, log Amj ] = log g for m = 1, . . . , M.

This shows that log g ∈
⋂M

i=1 log⟨Gi⟩ ≠ ∅. ◀

Using Proposition 7, we devise Algorithm 1 that decides Intersection Emptiness.

Algorithm 1 Algorithm for Intersection Emptiness.

Input: M finite sets of matrices G1 = {A11, A12, . . . , A1K1}, . . . , GM = {AM1, AM2, . . . , AMKM
}

in the group G.
Output: True (intersection is empty) or False (intersection is not empty).

Step 1: Initialization. Set S1 := {1, 2, . . . , K1}, . . . , SM := {1, 2, . . . , KM }.
Step 2: Main loop. Repeat the following

a. Represent the Q-linear subspace of V := Q
∑M

m=1
Km+

∑M

m=1
card(Sm)(card(Sm)−1)/2:

W :=
{(

(ℓmj)1≤m≤M,1≤j≤Km
, (cmij)1≤m≤M,i,j∈Sm

)
∈ V

∣∣∣∣
K1∑
j=1

ℓ1j log A1j +
∑
i<j

i,j∈S1

c1ij [log A1i, log A1j ] = · · ·

=
KM∑
j=1

ℓMj log AMj +
∑
i<j

i,j∈SM

cMij [log AMi, log AMj ]
}

(18)

as the solution set of homogeneous linear equations.
b. Compute the projection of W onto the coordinates (ℓmj)1≤m≤M,1≤j≤Km

:

πℓ(W ) :=
{

(ℓmj)1≤m≤M,1≤j≤Km
∈ Q

∑M

m=1
Km

∣∣∣∣ ∃(cmij)1≤m≤M,i,j∈Sm
,

(
(ℓmj)1≤m≤M,1≤j≤Km , (cmij)1≤m≤M,i,j∈Sm

)
∈ W

}
(19)

represented as the solution set of homogeneous linear equations.

c. Define Λ := Z
∑M

m=1
Km

≥0 ∩ πℓ(W ) and compute supp(Λ) using Lemma 4.
d. If supp(Λ) ∩ Sm = Sm for all 1 ≤ m ≤ M , terminate the loop and go to Step 3.

Otherwise, let Sm := supp(Λ) ∩ Sm for every m, and continue with Step 2.
Step 3: Output.

a. If Sm = ∅ for any 1 ≤ m ≤ M , return True.
b. Otherwise return False.

▶ Theorem 1. Let G be a 2-step nilpotent subgroup of UT(n,Q) for some n. Given finite
subsets G1, . . . , GM of G, it is decidable in polynomial time whether ⟨G1⟩ ∩ · · · ∩ ⟨GM ⟩ = ∅.

Proof. Theorem 1 follows from the correctness and polynomial time complexity of Al-
gorithm 1. Their proofs are given in Appendix A, Proposition 10. ◀
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6 Decidability of Orbit Intersection in H3(Q)

We prove Theorem 3 in this section. Let G and H be finite sets of matrices in the group H3(Q),
and T, S be matrices in H3(Q). Our goal is to decide whether T ·⟨G⟩∩S ·⟨H⟩ = ∅. Multiplying
both T · ⟨G⟩ and S · ⟨H⟩ on the left by T −1, one can without loss of generality suppose T = I.
That is, it suffices to consider the problem of deciding whether ⟨G⟩ ∩ S · ⟨H⟩ = ∅. Denote by
φ : log H3(Q) → Q2 the projection onto the superdiagonal, and by π : log H3(Q) → Q the
projection onto the upper right entry:

φ :

0 a c

0 0 b

0 0 0

 7→ (a, b); π :

0 a c

0 0 b

0 0 0

 7→ c.

One easily verifies that for matrices X, Y ∈ H3(Q), we have [log X, log Y ] = 0 if and only if
φ(log X) and φ(log Y ) are linearly dependent. Define the cones

CG := ⟨φ(log G)⟩Q≥0 , CH := ⟨φ(log H)⟩Q≥0 .

6.1 Easy case: The cone CG ∩ CH has dimension zero or one
The situation in this case is similar to the one discussed in [12, Section 3, Case I].

▶ Proposition 8. Suppose the cone CG ∩ CH has dimension zero or one. Deciding whether
⟨G⟩ ∩ S · ⟨H⟩ ≠ ∅ can be done by solving finitely many linear Diophantine equations.

6.2 Hard case: The cone CG ∩ CH has dimension two
We have ⟨G⟩ ∩ S · ⟨H⟩ ≠ ∅ if and only if there exist words v in the alphabet G and w in the
alphabet H such that log v = log Sw. Let x = (x1, . . . , xK) be the Parikh Image of v, and
y = (y1, . . . , yM ) be the Parikh Image of w. By the BCH formula (2) and (3), log v = log Sw

is equivalent to

K∑
i=1

xi log Ai + 1
2

∑
1≤i<j≤K

δG
ij(v)[log Ai, log Aj ] =

log S +
M∑

i=1
yi(log Bi + 1

2[log S, log Bi]) + 1
2

∑
1≤i<j≤M

δH
ij (w)[log Bi, log Bj ] (20)

The following proposition shows that it suffices to solve a relaxed version of Equation (20).

▶ Proposition 9. Suppose the cone CG ∩ CH has dimension two. We have ⟨G⟩ ∩ S · ⟨H⟩ ̸= ∅
if and only if there exists integers xi, 1 ≤ i ≤ K and yj , 1 ≤ j ≤ M and cij , 1 ≤ i < j ≤ K

and dij , 1 ≤ i < j ≤ M , satisfying

K∑
i=1

xiφ(log Ai) = φ(log S) +
M∑

i=1
yiφ(log Bi), (21)

K∑
i=1

xiπ(log Ai) + 1
2

∑
1≤i<j≤K

cijπ([log Ai, log Aj ]) =

π(log S) +
M∑

i=1
yiπ(log Bi + 1

2[log S, log Bi]) + 1
2

∑
1≤i<j≤M

dijπ([log Bi, log Bj ]) (22)
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and

cij ≡ xixj mod 2, 1 ≤ i < j ≤ K; dij ≡ yiyj mod 2, 1 ≤ i < j ≤ M. (23)

Proof. If ⟨G⟩ ∩ s · ⟨H⟩ ̸= ∅, then let v, w be non-empty words over the respectively alphabets
G and H, such that log v = log Sw. Let cij := δG

ij(v) and dij := δH
ij (w) for all i, j. Since

Equation (20) is satisfied, projecting it under φ and π gives respectively (21) and (22). The
parity condition (23) is obviously due to Equation (1). Hence we have found the integers
xi, yj , cij , dij satisfying Equations (21), (22) and (23).

On the other hand, let xi, yj , cij , dij be integers that satisfy Equations (21), (22) and (23).
Since CG and CH have dimension two, the commutators [log Ai, log Aj ] and [log Bi, log Bj ]
are not all zero (since φ(Ai) are not all linearly dependant, same for φ(Bi)). Hence, there
exist integers Cij , Dij such that

D :=
∑

1≤i<j≤K

Cijπ([log Ai, log Aj ]) +
∑

1≤i<j≤M

Dijπ([log Bi, log Bj ]) ∈ Q>0.

Denote by E the common denominator of all the entries of the matrices log Ai, log Bi, log S,
1
2 [log S, log Bi], 1

2 [log Ai, log Aj ] and 1
2 [log Bi, log Bj ]. In particular, DE is an integer.

Since the cone CG ∩CH has dimension two, there exist strictly positive integers X1, . . . , XK

and Y1, . . . , YM , such that

K∑
i=1

Xiφ(log Ai) =
M∑

i=1
Yiφ(log Bi). (24)

This is because, taking v to be a vector in the interior of CG ∩ CH (i.e. v admits an open
neighbourhood contained in CG ∩ CH), then v is in the interior of both CG and CH. Hence,
there exist strictly positive rational numbers X ′

1, . . . , X ′
K and Y ′

1 , . . . , Y ′
M , such that

K∑
i=1

X ′
iφ(log Ai) = v =

M∑
i=1

Y ′
i φ(log Bi).

Multiplying X ′
1, . . . , X ′

K and Y ′
1 , . . . , Y ′

M by their common denominator gives positive integers
satisfying Equation (24).

For any N ∈ Z>0, the integers xi, yi, cij , dij can be replaced by the integers

x′
i := xi + 2NDEXi

y′
i := yi + 2NDEYi

c′
ij := cij − 4NECij

(
K∑

k=1
Xkπ(log Ak) −

M∑
k=1

Ykπ(log Bk + 1
2[log S, log Bk])

)

d′
ij := dij + 4NEDij

(
K∑

k=1
Xkπ(log Ak) −

M∑
k=1

Ykπ(log Bk + 1
2[log S, log Bk])

)

for all i, j, while still satisfying Equations (21), (22) and (23). Furthermore, when N is large
enough, we have

x′
i > 0, y′

j > 0, 1 ≤ i ≤ K, 1 ≤ j ≤ M, (25)

|c′
ij | ≤

x′
ix

′
j

4K2 − 2K(x′
i + x′

j) − 4K2, 1 ≤ i < j ≤ K, (26)
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and

|d′
ij | ≤

y′
iy

′
j

4M2 − 2M(y′
i + y′

j) − 4M2, 1 ≤ i < j ≤ M. (27)

This is because the right hand sides of the inequalities (26) and (27) are quadratic in N ,
whereas the left hand sides grow linearly in N .

Fix an N such that the inequalities (25), (26) and (27) are satisfied. Then, by Proposi-
tion 6, there exist non-empty words v, w over the alphabets G and H, such that

PIG(v) = (x′
1, . . . , x′

K), δG
ij(v) = c′

ij , for 1 ≤ i < j ≤ K,

PIH(w) = (y′
1, . . . , y′

K), δH
ij (v) = d′

ij , for 1 ≤ i < j ≤ M.

(Note that Condition (8) is guaranteed by Equation (23).) For these words v, w, we have

φ(log v) =
K∑

i=1
x′

iφ(log Ai) = φ(log S) +
M∑

i=1
y′

iφ(log Bi) = φ(log Sw),

as well as

π(log v) =
K∑

i=1

x′
iπ(log Ai) + 1

2
∑

1≤i<j≤K

c′
ijπ([log Ai, log Aj ]) =

π(log S) +
M∑

i=1

y′
iπ(log Bi + 1

2 [log S, log Bi]) + 1
2

∑
1≤i<j≤M

d′
ijπ([log Bi, log Bj ]) = π(log Sw).

This shows log v = log Sw, hence ⟨G⟩ ∩ s · ⟨H⟩ ≠ ∅. ◀

Combining the two cases in Subsections 6.1 and 6.2, we are able to solve the Orbit
Intersection problem for H3(Q).

▶ Theorem 3. Given elements T, S ∈ H3(Q) and two finite subsets G, H of H3(Q), it is
decidable whether T · ⟨G⟩ ∩ S · ⟨H⟩ = ∅.

Proof. See Appendix A. ◀
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A Omitted proofs and remarks

▶ Corollary 2. Intersection Emptiness is decidable:
(i) in PTIME, for the Heisenberg groups Hn(K) over any algebraic number field K, and

for any direct product of Heisenberg groups.
(ii) for finitely generated 2-step nilpotent groups.

Proof. (i) By the remark in Section 3, the Heisenberg group Hn(K) can be embedded as a
subgroup of the group UT(n′,Q) for some n′, such that the input size only changes at most
polynomially. A direct product of Heisenberg groups Hn1(K1) × · · · × Hns(Ks) can hence be
embedded as a subgroup of some direct product UT(n′

1,Q) × · · · × UT(n′
s,Q), which is itself

a subgroup of UT(n′
1 + · · · + n′

s,Q). Again, the input size only changes polynomially during
these embeddings. The Heisenberg groups Hn(K) as well as their direct products are 2-step
nilpotent [15, Examples 13.36], and the property of being 2-step nilpotent is preserved under
isomorphism. Therefore, Theorem 1 shows that Intersection Emptiness for Hn(K) as well as
for their direct products is decidable in PTIME.

(ii) Given a finite presentation or a consistent polycyclic presentation of G, there exists an
embedding ϕ : G ↪→ A × G0 where A is finite and G0 is a 2-step nilpotent subgroup of some
UT(n,Q). Denote by π0 : A × G0 → G0 the projection onto G0. The composition π0 ◦ ϕ can
be effectively computed (see proof of [14, Corollary 1.8]).

We claim that ⟨G1⟩ ∩ · · · ∩ ⟨GM ⟩ ̸= ∅ if and only if ⟨π0(ϕ(G1))⟩ ∩ · · · ∩ ⟨π0(ϕ(GM ))⟩ ̸= ∅.
Suppose g ∈ ⟨G1⟩∩· · ·∩⟨GM ⟩, then obviously π0(ϕ(g)) ∈ ⟨π0(ϕ(G1))⟩∩· · ·∩⟨π0(ϕ(GM ))⟩. On
the other hand, suppose h ∈ ⟨π0(ϕ(G1))⟩∩· · ·∩⟨π0(ϕ(GM ))⟩ = π0(ϕ(⟨G1⟩))∩· · ·∩π0(ϕ(⟨GM ⟩)),
then there exist a1, . . . , aM ∈ A, such that (ai, h) ∈ ⟨Gi⟩ for all i. Then (1, hcard(A)) =
(ai, h)card(A) ∈ ⟨Gi⟩ for all i, hence ⟨G1⟩ ∩ · · · ∩ ⟨GM ⟩ ≠ ∅.
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Since G0 is a 2-step nilpotent subgroup of UT(n,Q), one can decide whether ⟨π0(ϕ(G1))⟩∩
· · · ∩ ⟨π0(ϕ(GM ))⟩ = ∅ by Theorem 1. Thus, we conclude that it is decidable whether
⟨G1⟩ ∩ · · · ∩ ⟨GM ⟩ ≠ ∅. ◀

We did not attempt to analyse the exact complexity of deciding Intersection Emptiness
for arbitrary finitely generated 2-step nilpotent groups. This is because this complexity
depends on the computation and representation of the embedding ϕ, as well as the size of
the finite group A.

▶ Theorem 3. Given elements T, S ∈ H3(Q) and two finite subsets G, H of H3(Q), it is
decidable whether T · ⟨G⟩ ∩ S · ⟨H⟩ = ∅.

Proof. As mentioned in the beginning of Section 6, one can without loss of generality suppose
T = I, and decide whether ⟨G⟩ ∩ S · ⟨H⟩ ̸= ∅. Given G and H, one can effectively compute
CG ∩ CH and its dimension using linear programming [36].

If CG ∩ CH has dimension zero or one, then Proposition 8 shows we can decide whether
⟨G⟩ ∩ S · ⟨H⟩ ≠ ∅ by solving a finite number of linear Diophantine equations of the form (29).

If CG ∩ CH has dimension two, then Proposition 9 shows we can decide whether ⟨G⟩ ∩ S ·
⟨H⟩ ̸= ∅ by solving Equations (21), (22) and (23). Equation (23) can be replaced by a boolean
combination of conditions of the form “xi ≡ 0 mod 2”, “xi ≡ 1 mod 2”, “yi ≡ 0 mod 2”,
. . ., or “dij ≡ 1 mod 2”. Each of these conditions can be expressed as a linear equation over
integers, for example “xi ≡ 1 mod 2” is equivalent to “xi = 2x′

i + 1, x′
i ∈ Z”. Therefore,

solving Equations (21), (22) and (23) is equivalent to solving a boolean combination of linear
equations over integers, which is decidable by integer programming. ◀

▶ Proposition 8. Suppose the cone CG ∩ CH has dimension zero or one. Deciding whether
⟨G⟩ ∩ S · ⟨H⟩ ≠ ∅ can be done by solving finitely many linear Diophantine equations.

Proof. Let L ⊆ Q2 be a linear space of dimension one that contains CG ∩ CH. Then we
decompose G and H into disjoint subsets: G = G0 ∪ G+, H = H0 ∪ H+, where

G0 := {Ai ∈ G | φ(log Ai) ∈ L}, G+ := G \ G0;
H0 := {Bi ∈ H | φ(log Bi) ∈ L}, H+ := H \ H0.

The key observation is that all matrices in G0 and in H0 commute with each other (all
φ(log Ai) and φ(log Bj) are linearly dependant, so [log Ai, log Aj ] = [log Bi, log Bj ] = 0).

Suppose ⟨G⟩ ∩ S · ⟨H⟩ ̸= ∅, that is, there exist words v in the alphabet G and w in the
alphabet H such that log v = log Sw. We show that the number of occurrences of letters of
G+ in v is bounded; similarly, the number of occurrences of letters of H+ in w is bounded.

Let n be a non-zero vector orthogonal to L, then x 7→ n⊤x is the projection parallel
to L. Since CG ∩ CH ⊆ L, the values n⊤φ(log Ai), Ai ∈ G have signs opposite to that of
n⊤φ(log Bj), Bj ∈ H. Without loss of generality, suppose n⊤φ(log Ai) ≥ 0 for all Ai ∈ G
and n⊤φ(log Bj) ≤ 0 for all Bj ∈ H. Since n is orthogonal to L, we have furthermore
n⊤φ(log Ai) > 0 for all Ai ∈ G+ and n⊤φ(log Bj) < 0 for all Bj ∈ H+; as well as
n⊤φ(log X) = 0 for all X ∈ G0 ∪ H0.

Now, log v = log Sw yields φ(log v) = φ(log S) + φ(log w). Projecting onto n, this shows∑
i,Ai∈G+

PIG
i (v) · n⊤φ(log Ai) = n⊤φ(S) +

∑
i,Bi∈H+

PIH
i (w) · n⊤φ(log Bi).

This yields

PIG
i (v) ≤ n⊤φ(log S)

n⊤φ(log Ai)
, PIH

j (v) ≤ n⊤φ(log S)
n⊤φ(log Bj) , (28)
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for all Ai ∈ G+ and Bj ∈ H+. This gives bounds βG :=
∑

i,Ai∈G+

n⊤φ(log S)
n⊤φ(log Ai) and βH :=∑

i,Bi∈H+

n⊤φ(log S)
n⊤φ(log Bi) , such that if log v = log Sw, then the number of letters of G+ in v is

bounded by βG ; and similarly the number of letters of H+ in w is bounded by βH.
Write v = v0C1v1C2 · · · vs−1Csvs, where C1, . . . , Cs are matrices in G+, and v0, . . . , vs are

words in the alphabet G0. Similarly, write w = w0D1w1D2 · · · wt−1Dtwt, where D1, . . . , Dt

are matrices in H+, and w0, . . . , wt are words in the alphabet H0. Write G0 = {A′
1, . . . , A′

K′}
and H0 = {B′

1, . . . , B′
M ′}. Define xij := PIG0

j (vi) for 0 ≤ i ≤ s, 1 ≤ j ≤ K ′, and yij :=
PIH0

j (wi) for 0 ≤ i ≤ t, 1 ≤ j ≤ M ′. Then log v = log Sw is equivalent to

s∑
i=1

log Ci +
s∑

i=0

K′∑
j=1

xij log A′
j + 1

2
∑

0≤i<k≤s

K′∑
j=1

xij [log A′
j , log Ck]

+ 1
2

∑
1≤k≤i≤s

K′∑
j=1

xij [log Ck, log A′
j ]

= log S +
t∑

i=1
(log Di + 1

2[log S, log Di]) + 1
2

t∑
i=0

M ′∑
j=1

yij [log S, log B′
j ]

+ 1
2

∑
0≤i<k≤t

M ′∑
j=1

yij [log B′
j , log Dk] + 1

2
∑

1≤k≤i≤t

M ′∑
j=1

yij [log Dk, log B′
j ] (29)

All other terms contain [log A′
i, log A′

j ] or [log B′
i, log B′

j ] and hence vanish by the commut-
ativity of G0 and H0. Note that Equation (29) is a linear Diophantine equation in the
variables xij , yij . Therefore, log v = log Sw has a solution if and only if there exist matrices
C1, . . . , Cs in G+ and matrices D1, . . . , Dt in H+, such that Equation (29) has a solution in
non-negative integers, with the additional constraint that, if s = 0, then (x01, . . . , x0K′) ̸= 0;
and if t = 0, then (y01, . . . , y0M ′) ̸= 0. This additional constraint comes from the condition
that v, w are not empty words. Recall the bounds s ≤ βG and t ≤ βH. Hence, deciding
whether log v = log Sw has a solution amounts to solving finitely many linear Diophantine
equations of the form (29). ◀

In theory, it is possible to give a bound on the complexity of the procedure described in
Proposition 8. The size of the each bound in Equation (28) is exponential in the bit size
of the entries S, G, H. Hence the procedure consists of solving exponentially many linear
Diophantine equations.

▶ Proposition 10. Algorithm 1 is correct and terminates in polynomial time.

Proof. We prove that Algorithm 1 outputs False if and only if ⟨G1⟩ ∩ · · · ∩ ⟨GM ⟩ ≠ ∅.
After each iteration of Step 2, card(S1) + · · · + card(SM ) strictly decreases. Therefore,

the algorithm terminates after at most K1 + · · · + KM iterations of Step 2.
We now show correctness of the algorithm. We first show that when Algorithm 1 returns

False, then
⋂M

i=1⟨Gi⟩ ≠ ∅. Suppose the algorithm terminates with output False, the condition
in Step 2(d) shows that supp(Λ) ∩ Sm = Sm for all 1 ≤ m ≤ M . By the additivity of Λ
(that is, a, b ∈ Λ =⇒ a + b ∈ Λ), there exists a vector ℓ = (ℓ1, . . . , ℓM ) ∈ Λ such
that supp(ℓ) = supp(Λ). This yields supp(ℓm) = supp(Λ) ∩ Sm = Sm for all m. Since
supp(ℓm) = Sm ̸= ∅, we have ℓm ̸= 0 for all 1 ≤ m ≤ M . By the definition (19) of πℓ(W ),
there exist rational numbers (cmij)1≤m≤M,i,j∈Sm such that
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K1∑
j=1

ℓ1j log A1j +
∑
i<j

i,j∈S1

c1ij [log A1i, log A1j ] =
K2∑
j=1

ℓ2j log A2j +
∑
i<j

i,j∈S2

c2ij [log A2i, log A2j ]

= · · · =
KM∑
j=1

ℓMj log AMj +
∑
i<j

i,j∈SM

cMij [log AMi, log AMj ] (30)

Since Sm = supp(ℓm) for all m, Equation (30) is identical to Equation (14) in Proposition 7.
Therefore Proposition 7 shows

⋂M
i=1⟨Gi⟩ ≠ ∅.

Next, we show that if
⋂M

i=1⟨Gi⟩ ≠ ∅, then Algorithm 1 returns False. Suppose
⋂M

i=1⟨Gi⟩ ≠
∅. By Proposition 7, there exist ℓ1 = (ℓ1j)1≤j≤K1 ∈ ZK1

≥0 \ {0}, . . . , ℓM = (ℓMj)1≤j≤KM
∈

ZKM

≥0 \ {0}, and rational numbers (cmij)1≤m≤M,i,j∈supp(ℓm) that satisfies Equation (14) in
Proposition 7. We show that “supp(ℓm) ⊆ Sm for all 1 ≤ m ≤ M” is an invariant of the
algorithm.

At initialization, we obviously have supp(ℓm) ⊆ Sm = {1, . . . , Km}. Before each iter-
ation of 2(d), suppose we have supp(ℓm) ⊆ Sm for all m, then Equation (14) shows that
(ℓmj)1≤m≤M,1≤j≤Km

∈ πℓ(W ). Consequently, supp(ℓm) ⊆ supp(Λ), meaning supp(ℓm) ⊆
Sm still holds after 2(d).

This invariant shows that supp(ℓm) ⊆ Sm for all m by the start of Step 3. Since
ℓm ∈ ZKm

≥0 \ {0}, supp(ℓm) is non-empty for every m. We conclude that Sm ̸= ∅ for all m by
the start of Step 3. Therefore, Algorithm 1 returns False.

Finally, we show that Algorithm 1 terminates in polynomial time. Recall that the
algorithm terminates after at most K1 + · · · + KM iterations of Step 2. At each iteration of
Step 2(b), the projection can be computed in polynomial time by eliminating the variables
(cmij)1≤m≤M,i,j∈Sm

from the equations defining W . Then, at each iteration of Step 2(c) the
support supp(Λ) is computed by Lemma 4. The total input size of the linear programming
instances is polynomial with respect to the total bit length of the matrix entries in G1, . . . , GM .
Indeed, the total bit length of log Ami and [log Ami, log Amj ] is at most of quadratic size
in Gm; and the projection performed in Step 2(b) can only alter the total entry bit size at
most polynomially. From this, one can express πℓ(W ) as the solution set of a system of
homogeneous linear equations whose total bit length is polynomial in G1, . . . , GM . Hence

Lemma 4 computes the support of Λ := Z
∑M

m=1
Km

≥0 ∩ πℓ(W ) in polynomial time. Therefore,
each iteration of Step 2 takes polynomial time, and thus the overall complexity of Algorithm 1
is polynomial with respect to the input G1, . . . , GM . ◀
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