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Abstract

New environmental regulations have driven companies to adopt low-carbon manufacturing. This research is aimed
at considering carbon dioxide in the operational decision level where limited studies can be found, especially in the
scheduling area. In particular, the purpose of this research is to simultaneously minimize carbon emission and total
late work criterion as sustainability-based and classical-based objective functions, respectively, in the multi-
objective job shop scheduling environment. In order to solve the presented problem more effectively, a new multi-
objective imperialist competitive algorithm imitating the behavior of imperialistic competition is proposed to obtain
a set of non-dominated schedules. In this work, a three-fold scientific contribution can be observed in the problem
and solution method, that are: (1) integrating carbon dioxide into the operational decision level of job shop
scheduling, (2) considering total late work criterion in multi-objective job shop scheduling, and (3) proposing a new
multi-objective imperialist competitive algorithm for solving the extended multi-objective optimization problem.
The elements of the proposed algorithm are elucidated and forty three small and large sized extended benchmarked
data sets are solved by the algorithm. Numerical results are compared with two well-known and most representative
metaheuristic approaches, which are multi-objective particle swarm optimization and non-dominated sorting
genetic algorithm II, in order to evaluate the performance of the proposed algorithm. The obtained results reveal the
effectiveness and efficiency of the proposed multi-objective imperialist competitive algorithm in finding high
quality non-dominated schedules as compared to the other metaheuristic approaches.

Keywords: Job shop scheduling, environmentally sustainable operations management, carbon footprint, late work
criterion, multi-objective imperialist competitive algorithm, multi-objective optimization problem

1. Introduction

In the last decades, various reports on environmental
issues have been released, in which they are stating the
escalating deterioration of the environment that is
mainly caused by the world population activities. In a

* Corresponding author.

report issued by Stocker et al.' , it is stated that the
amount of greenhouse gases has markedly increased in
the atmosphere, including carbon dioxide, nitrous oxide,
methane, etc. Among these greenhouse gases, carbon
dioxide is the major contributor to global warming, and
it is mainly emitted from industrial processes, power
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plants, transportation activities, etc. In particular,
electricity generation from fossil fuels accounts for a
significant portion of carbon dioxide emission.
Although the average carbon dioxide intensity has
declined by 3% over the years from 1980 to 2010, its
emission rate has increased by a factor of 72% over the
same period.” For example, in the U.S., 82 % of the total
emitted greenhouse gases is carbon dioxide.” Moreover,
the industrial sector in the U.S. accounts for 27.5% of
carbon dioxide with the highest annual growth rate
projection (0.5%) in comparison with other sectors.*

From the production management viewpoint,
reducing carbon emission can be tackled from three
levels including strategic, tactical, and operational that
are based on time horizon.” In the strategic level, carbon
emission can be considered for long-lasting decisions
with higher investments such as supply chain network
design in locating plants and warchouses.”’ In the
tactical level, carbon dioxide can be integrated in
decisions regarding production and distribution such as
inventory and lot sizing models.*’ In the operational
level, carbon dioxide can be integrated in scheduling
problems such as batch scheduling and hybrid flow shop
scheduling problems. '’

Previously, research attempts in manufacturing
scheduling have mainly focused on reducing makespan,
buffer size, tardiness, mean flow time, etc.''"®, while
neglecting eco-efficient-based objective functions. To
date, as a research gap, eco-efficient-based objective
functions have not been considered in the job shop
scheduling 101415 The job  shop
manufacturing system is important because many real-
world enterprises are adopting it. This paper will thus
address the following research questions: (1) How an
eco-cfficient-based objective function and a classical-
based objective function can be simultaneously
minimized in the job shop scheduling environment? (2)
How this multi-objective job shop scheduling problem
can be solved? Due to the scarcity of research done on
carbon footprint reduction in the operational decision
level, the main motivation of this paper is to model a
green multi-objective job shop scheduling problem that
is aimed at optimizing two objectives, simultaneously.
Specifically, it reduces carbon footprint as the green or
eco-efficient objective. At the same time, it minimizes
the total late work criterion as the classical objective,
which is an aspect neglected by previous studies. Based
on the fact that the scheduling objectives are usually in

environment.
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conflict with each other, a new multi-objective
imperialist competitive algorithm (MOICA) is proposed
to generate a set of non-dominated solutions for the
presented problem. This is the first attempt at solving
job shop scheduling problems with carbon footprint and
total late work criterion objective functions by applying
MOICA, i.e. a three-fold scientific contribution. To
demonstrate the performance of the proposed MOICA, a
set of extended benchmarked data sets is used. In
addition, the numerical results are compared with two
famous and common multi-objective algorithms'®,
which are non-dominated sorting genetic algorithm II
(NSGA-II) and multi-objective particle swarm
optimization (MOPSO). This is conducted to reveal the
effectiveness and efficiency of the proposed MOICA.

The remaining contents of this paper are organized
as follows. Literature review and research gaps are
presented in section 2. In section 3, the multi-objective
job shop scheduling problem with carbon emission and
total late work criterion is described, and its
mathematical model is constructed. In section 4, the
proposed MOICA is presented. Computational
experiments and discussions are provided in section 5.
Finally, conclusions and future research opportunities
are given in section 6.

2. Literature Review

According to Zhang and Wang'’, solely considering
technology innovation cannot be an efficient approach
for reducing carbon emission. Operational decisions and
policies including business practices are significant
factors and drivers for reducing carbon emission than
considering physical processes.'”® On one hand,
published studies on carbon emission reduction in
manufacturing have mainly focused on designing and
developing new machineries and equipment.'’** On the
other hand, previous research has also considered
reducing carbon emission through product design and
operational decisions.”?> Albeit the machine-level and
product-level viewpoints can support carbon reduction,
both perspectives require a considerable amount of
financial investments.

This research, unlike machine-level and product-
level studies, attempts to minimize carbon emission in
the operational decision level from the manufacturing
system perspective. Limited research can be found in
this area, especially in the job shop scheduling
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environment. Zheng and Wang'’ presented a multi-
objective project scheduling problem that aims at
minimizing carbon emission and makespan. In addition,
they proposed a Pareto-based estimation of distribution
algorithm to obtain a set of Pareto solutions in order to
balance benign manufacturing criterion and production
effectiveness. Liu'* investigated a multi-objective batch
scheduling problem to minimize carbon emission and
total weighted tardiness, and presented an e-archived
genetic algorithm to solve it. Liu and Huang'® addressed
a batch scheduling and hybrid flow shop problem to
minimize carbon footprint, energy consumption, and
total weighted tardiness by applying a non-dominated
sorting genetic algorithm. For a recent and
comprehensive survey on multi-objective production
scheduling, interested readers can refer to Lei.”® It
should be noted that carbon footprint reduction in the
industrial sector can be recognized as one of the top
future research challenges, especially from the
operations research perspective. Based on the reviewed
studies, limited research can be seen in low-carbon
scheduling, and no research attempt has been made in
low-carbon job shop scheduling problems.

Due date related performance measures such as total
tardiness, total late work criterion, and total lateness are
useful criteria in scheduling. The total late work
criterion is a special case of total tardiness which was
first proposed by Blazewicz.”” This criterion is a
performance measure that accounts for the late part of
each operation, in which it is calculated by summing the
durations of late parts of all operations. The total late
work criterion can be considered significant from the
manufacturers’ and customers’ perspectives. On one
hand, manufacturers aim at delivering products on time
or before their due dates to maximize profits by
minimizing the agreed penalties upon the late parts of
each order. On the other hand, customers aim at
receiving products on time or with least late parts of
each order. Therefore, the total late work criterion is
minimized to account for the minimum late parts of
each customer’s order. This criterion has been applied
on single machine scheduling™ *°, resource constrained
project scheduling®, identical parallel processors
scheduling®’, flow shop scheduling®®?’, open shop
scheduling®®, and flexible manufacturing scheduling.’’
Interested readers on the late work criterion can refer to
a state-of-the-art literature survey performed by Sterna.*®
However, to the authors’ best knowledge, except for a
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theoretical study”, there is no research in job shop
scheduling that considers the late work criterion,
especially in the multi-objective area.

A multi-objective job shop scheduling problem is
complex and non-deterministic polynomial-time hard
(NP-hard) and it cannot be solved by exact methods.
Hence, metaheuristic approaches are the most
appropriate methods to solve it. Metaheuristics imitate
social behaviors, physical processes, imperialistic
competitions, nature, etc. Many of them have been
adopted in production scheduling, specifically in job
shop scheduling problems, such as genetic algorithm'"
40, 41, memetic algorithm42, water drops algorithm”,
variable neighborhood search®, immune algorithm* *,
evolutionary ~ algorithm***’, and particle swarm
optimization.”*>* Among the metaheuristic approaches,
the imperialist competitive algorithm (ICA) is a
population-based algorithm that was presented by
Atashpaz-Gargari and Lucas® So far, the ICA-based
approaches have been applied on different multi-
objective optimization problems that were aimed at
providing a set of Pareto optimal solutions, such as
assembly line design’, coupling of photovoltaic-
electrolyzer system™, sensor deployment in wireless
sensor networksS4, and benchmarked functions.”®
Hosseini and Al Khaled®’ have presented a state-of-the-
art literature survey on the application of ICA in
different engineering disciplines. In accordance with the
reviewed studies, MOICA has been found to be more
efficient than the other approaches for solving
engineering  problems of different domains.
Interestingly, MOICA has not been utilized for solving
production scheduling problems, especially multi-
objective job shop scheduling problems.

Based on the literature review carried out on the
main notions of low-carbon production scheduling, total
late work criterion, and multi-objective metaheuristic
approaches, the following gaps can be observed. (1)
Previously, research attention has mainly concentrated
on minimizing classical-based objective functions such
as makespan, lateness, tardiness, etc., while ignoring
eco-cfficient-based objective functions, especially in job
shop scheduling. (2) In addition, previous researchers
have not considered the total late work criterion, as a
classical-based objective function, in multi-objective job
shop scheduling. (3) Moreover, ICA as a newly
developed and efficient metaheuristic approach has not
been applied on multi-objective scheduling problems,



ATLANTIS
PRESS

International Journal of Computational Intelligence Systems, Vol. 11 (2018) 805-829

especially low-carbon multi-objective  job  shop
scheduling problems. Therefore, this research aims to
fill these gaps by developing a multi-objective mixed-
integer mathematical model with the objectives of
simultaneously minimizing carbon footprint and total
late work criterion, as eco-efficient-based and classical-
based objective functions, respectively, in the job shop
scheduling environment. This research also proposes a
new MOICA in order to solve the problem and obtain a
set of non-dominated solutions for the conflicting
objectives.

3. Problem Description and Multi-objective
Model Formulation

3.1. Problem description and characteristics

In a job shop environment, jobs are independent of each
other with different routes where machines are
organized based on processes; that is, machines are
grouped in work-centers with similar processing
capabilities. In addition, parts are transferred across
different work-centers according to their process plan
where machines are capable of processing a large
variety of parts. In a job shop scheduling problem, a set
of n jobs J = {J/_:l,JZ,Jy...,J”} is to be executed on
a set of m machines M:{Mi:],Mz,MB,...,Mm}
according to the technological sequences. Each job has
a set of l ordered operations
0={0,.0,.0,,.....0,} where O, is the [
operation of job j assigned to a prior known machine
with a known processing time. The start time of O, on
its specified machine will be decided based on the
production schedule. The goal is to sequence all
operations of jobs on all machines while minimizing or
maximizing certain objective functions.

The following assumptions and characteristics are
considered for the problem under study, as unique
conditions impose different problems in scheduling. (1)
An operation of a job cannot be executed by more than
one machine at the same time and a machine cannot
process more than one operation simultaneously in
order to avoid overlapping in operations and machines,
respectively. (2) Operations of a job are non-
preemptable; that is, once an operation is commenced
on a machine, its temporary interruption is not
permitted. (3) Recirculation of operations (twice-
visiting a machine) is not considered. (4) Emitted
carbon dioxide per kilowatt hour of consumed energy is
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a constant. (5) Buffer size between machines is
unlimited. (6) Setup time, as well as loading and
unloading time are assumed to be negligible, or are
processing time. (7)
Machines and jobs are constantly available from time
zero. (8) There is no interdependency among operations
of different jobs.

included in an operation’s

3.2. Proposed
formulation

multi-objective  mathematical

The indexes, parameters, variables, and mathematical
model for the problem described above with the
objectives of minimizing the total late work criterion
and carbon dioxide simultaneously are given below.

Indexes

;| Index of machines

Index of jobs

Index of idle states

Index of operations

Index of priorities

Number of machines

Number of jobs

Number of idle states of a machine
Number of operations

~

v N X I TR~

Parameters

O.: " operation of job

P': Processing time of O, onmachine i
d : Due date of job j

Q. : Power consumption of machine i in processing
condition

Q"' : Power consumption of machine i in idle
condition

a : Quantity of emitted carbon dioxide per kilowatt
hour

B : Ttis assumed as a big number

Variables
C,'/_ Completion time of O, on machine i
Sol’/_ : Start time of O, on machine i

Sm”:  Start time of i" machine in the p" priority
L",” : Duration of k" idle state for machine i
TLWC :Total late work criterion of the schedule
TECF : Total emitted carbon footprint of the schedule
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{l If machineiis in k" idle state without processing any operation
- 0 Otherwise

1 If operation O, is assigned to machine i with priority p
w = {O Otherwise

lji

1 If operation O, is executed on machine i
0 Otherwise

Mathematical model

minTLWC(fl)=Zn:izm:min{max{0,q;—d_,.},PZ;} (1)

j=1 1=l i=1

n m s P

minTECF (f,) =Y Y>> aQ' P X, +> > a0 "L X, )

Jj=1i=1 I=1 p=1 i=l k=1

S.t.
So, + P, < Soj., , Vi=1..,i..mVj=12,..,mVI=12,. s -1 3)
Sm! + P X, <Sm!" Vi=12,...mVj=12,...,.mVI=12,...,s;Yp=12,...,p, -1 4
Sm! < Soj +(1-X,,)B Vi=1,2,...,m¥j=12,....mVI=12,.,5;Vp=12,..,p, (5)
ljl.pﬁhlﬁ Vi=12,...m;¥Vj=12,... mVI=12,...,s;Vp=12,...,p, (6)
DX, =1 Vi=1,2,..,mVp=12,..,p, @
Jjol
DX, =1 Vji=12,..,mVI=12,..,s, )
i p
Cl’/ =S02.+ZZP{1’;.XW Vi=12,...mVj=12,. . . mVI=12,.,s;Vp=12,...,p, )

J oaqel

SOZ,,Sm,,” >0 Vi=12,...mVj=12,... ,mVI=12,..,s;Vp=12,...,p, (10)
C,>0 Vi=1,2,...m;Vj=12,..,mVI=12,..,s (11)
X,, €{0,1} Vi=1,2,...m;Vi=12,....mVI=12,..,s;Yp=12,...,p, (12)
X, €{0,1} Vi=12,...m;¥k=1,2,...,z (13)
h, €{0,1} Vi=1,2,...m¥j=12,...,m¥I=12,..,s (14)
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Equations (1) and (2) account for the first and
second objective functions to minimize the total late
work criterion (TL wcC ) and total emitted carbon
footprint (TECF ), respectively. In order to calculate
the late work criterion for an operation, firstly, the due
date of job j should be subtracted from the completion
time of /" operation of job j executed on machine i
(C[;). Secondly, the maximum value between the
subtraction result and zero should be selected
(max {O, Cy —d/}). Finally, the minimum value
between the preceding result and processing time of /"
operation of job ;j on machine i (P,/) should be
chosen. The total emitted carbon footprint can be
obtained by calculating the emitted carbon footprint in
both busy conditions and idle states of machines.
Constraint (3) is concerned with the precedence
relationship of operations, with no interdependency
among operations of different jobs, which must be
satisfied for each specific job; that is, the start time of
O, , should be bigger than or equal to that of O, in

I1+1,j
addition to its processing time R Constraint (4)

l/
prevents machines overlapping, i.e. a machine cannot
process more than one operation simultaneously.
Constraint (5) prevents operations overlapping, i.e.
operation O, should be performed on an idle machine
such that the processing of operation O, —is already
finished. Constraint (6) is concerned with determining a
machine for each operation. Constraint (7) assigns each
operation of the jobs to its proper machine while
considering the machine’s priority, and the assigned
operations are ordered on the machines. Constraint (8)
restricts each operation of the jobs to be executed on
one machine and one priority. Constraint (9) implies
that the operations are non-preemptable. Constraint (10)
expresses that the start times of operations and machines
are bigger than or equal to zero. Constraint (11)
specifies that the completion time of operations is
bigger than zero. Finally, constraints (12)-(14) indicate
that the decision variables are binary.

4. Multi-objective  Imperialist Competitive
Algorithm (MOICA) for the Job Shop
Scheduling Problem

As mentioned earlier, a new MOICA is proposed to
solve the presented low-carbon multi-objective job shop
scheduling problem. ICA is a recently developed
evolutionary approach’ which imitates imperialistic
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competitions and socio-political behaviors. Particularly,
developed countries are inclined to compete vigorously
for capturing weak and undeveloped nations to gain
dominance over their natural resources and political
issues. The imperialists aim to advance their politics,
economy, and military, and to spread their own cultural
values and norms in the colonial countries. This
imperialistic competition brings down and collapses the
weakest empires but strengthens the powerful empires.
In the proposed MOICA, the following operators are
new or modified based on the problem’s characteristics:
(1) A modified encoding and decoding of solutions. (2)
A  modified imperialistic
distribution. (3) Information sharing by using crossover

selection and colonial

operators, namely, uniform crossover, one-point
crossover, two-point crossover, and precedence
preserving order-based crossover. (4) Revolution
operators, namely, swap, insert, inverse, and

perturbation. (5) Inter-empire competition by applying
the roulette wheel selection technique. The following
sections provide a stepwise delineation of the proposed
MOICA.

4.1. Encoding and decoding of solutions

In a metaheuristic algorithm, encoding and decoding of
a solution is an important decision. In the proposed
MOICA, a solution consists of N variables and it is
represented by a matrix. A country is defined as

D,_sD,»-sD, | Where p is the value of the i"
variable which stands for a socio-political element, such
as religion, language, economy, culture, race, etc. The
algorithm searches for the best combination of these
socio-political variables in each country to generate a
set of Pareto-optimal countries. In addition,
operation-based representation is adopted to encode the
solution of the job shop scheduling problem.” In this
representation scheme, integer variables starting from 1
to n , where n denotes the number of jobs, indicate the
sequencing of operations that should be performed on
the machines. In addition, each integer variable should
be repeated s times within the length of a solution
matrix, where s denotes the number of operations of a
job. In Fig. 1, an encoding scheme of a small job shop
scheduling instance with 3 jobs, 3 operations for each
job, and 3 machines is presented. In this figure, the first
row shows the position of each socio-political variable,
the second row shows the socio-political variable values
of a country which are represented by floating point

an
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Position 9 8

Socio-political element

022 049 0.55 058 0.69 0.71

0.89 09 095

Operation 1 1 1 2 2 2 3 3 3
U

Position 1 2 3 4 5 6 7 8 9

Socio-political element 095 0.9 0.69 0.89 0.55 0.58 0.71 049 0.22

Operation 3 3 2 3 1 2 2 1 1

Fig.1. Encoding scheme of a job shop scheduling problem for the proposed MOICA

numbers, and the third row shows the sequencing of
operations for each job. In order to assign the
operations, firstly, the socio-political variables are
sorted in ascending order; secondly, the operations of
jobs starting from 1 to n are assigned from the most left
to the most right. Thirdly, the socio-political variables
and assigned operations are sorted based on their
recorded positions (values in the first row). It should be
noted that each country is composed of additional
information, including processing time, machine
number, power consumption, etc. that are attached to it.
In order to decode the solution and construct a
feasible schedule, the first element of the operations in
the most left side should be scheduled first, continued
by the second element, until the last element of the
operations. In Fig. 1, for instance, the first operation of
job 3, second operation of job 3, first operation of job 2,
third operation of job 3, first operation of job 1, second
operation of job 2, third operation of job 2, second
operation of job 1, and third operation of job 1 should
be scheduled one after another by considering the
process and time constraints, respectively. The adopted
procedures for encoding and decoding the solutions can
guarantee the feasibility of the generated schedules.

4.2. Initialization and generation of empires

In the proposed algorithm, the best combination of
socio-political variables such as language, race, and
economic policy is desired in order to form a country
with minimum objective function values. To initialize
and begin the algorithm, a population of size N, is

811

randomly generated by sampling from all the feasible
solutions. Then, initial countries are ranked by a non-
dominated technique in order to extract and form
different Pareto front solutions.’” ® In addition, each
country is assigned a value called crowding-distance to
keep each front as diverse as possible.”’ In the next step,
countries are sorted based on their crowding-distance in
descending order; then, they are sorted based on their
rank in ascending order. In other words, countries with a
lower rank and higher crowding-distance are powerful.
The powerful countries in terms of rank and crowding-
distance are selected with the size of N, =~ as the
imperialists. The remaining countries, however, are
considered as colonial countries with the size of N_, ,
in which they should be distributed among the empires
based on the imperialists’ power (see Fig. 2). To
compute the power of each imperialist, firstly, the
normalized cost of the i" objective function for
imperialist 7, denoted by NC, , should be computed
according to Eq. 15,

best
Ry

Ci»" max min (15)
|‘ffsl’0p - f;,pop

where f = is the i" objective function value of the n"
imperialist, ﬁhpo; is the best value of the i" objective
function in the population of an iteration, and f”’ and
f r:"p are the maximum and minimum values of the "
objective function in the population of an iteration. In

addition, the total normalized cost of the n" imperialist
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v

v v v ] v
] . v ] v

Fig.2. Initializing imperialists and colonies to form the initial empires

for all objectives, denoted by TNC , can be calculated
based on Eq. 16,

TNC,=>'NC,, (16)
i=1

where r is the number of objective functions. The total
power of each imperialist can be calculated by Eq. 17,
where the numerator is the total normalized cost of the
n" imperialist for all objectives and the denominator is
the summation of the total normalized costs of all
imperialists.

INC
Pn - n

17
> "
where N, is the number of imperialists. Based on the
power of each imperialist, colonial countries are
assigned and distributed among the imperialists by
applying the roulette wheel selection technique. In
addition, the most powerful imperialist has a higher
chance of possessing the colonies, and the weakest
imperialist has a lesser chance of possessing them.

4.3. Total power of an empire

The total power of an empire is computed based on the
total normalized cost of its imperialist and the total
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normalized cost of its colonies. The total power of an
empire, however, is greatly affected by its imperialist
and slightly affected by its colonial countries. In Eq. 18,
the total power of the k" empire, denoted by 7P
calculated as follows:

, is

> e
”Nempk (18)

Col

TR™ =TNC" +¢&

where TNC.” is the total normalized cost of the
imperialist that is possessed by the k" empire, TNC"
is the total normalized cost of the i” colony that is
possessed by the k" empire, N.”* is the number of
colonies that is possessed by the k" empire, and & is a
coefficient which should be less than 1. The coefficient
¢ shows the influence of the mean total normalized
cost of colonies on the total power of an empire, i.e. a
smaller value of & means that the total power of an
empire is less affected by its colonial cost, and vice
versa. In addition, this coefficient should be set to a
smaller value. It is noted that the values of 7NC." and
TNC" can be obtained by Eq. 16.

4.4. Moving the colonies of an empire towards its
imperialist (Assimilation)

In each empire, an imperialistic country attempts to
improve its colonies by assimilating and changing their

socio-political variables, such as changing their
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Colony 2

Alpha

New col. 1

Newcol.2 | 03

New col. 1

New col. 2
1

New col. 1

New col. 2

03 | 0.8 | 0.1 | 0.4 | 0.9 | 0.7 | 0.5 | 02 | 0.6

0.1 | 0.4 - 0.7 | 0.5 | 0.2 -
1

Uniform
crossover

07 05 02 06 One-point

o o v o R
1

_ 04 09 07 05 _ Two-point

Fig.3. Information sharing between colonies of an empire by applying crossover

operators on the continuous part of the solutions

languages, building new schools, changing their
religions, improving their cultures, etc. This fact is
simulated by an operator called assimilation in order to
the colonies of an empire towards the
imperialistic country by x units in the direction of 6.
The original position of a colony is moved x units
towards its imperialist, in which x is randomly sampled
from a uniform distribution as follows,

move

x~U(0,8xd) (19)
where £ is set to a value bigger than 1, and d is the
distance between the original position of a colony and
its relevant imperialist. It is noted that a smaller value of
p decreases exploration; however, a bigger value of S
increases exploration and it causes a colony to get
nearer to the imperialist from both sides.

In addition, a random deviation of € is added to the
movement direction of colonies to discover new
positions of colonies around the imperialist, in which 8
is randomly sampled from a uniform distribution as
follows,

0~U(-7.7) (20)
where y is the deviation parameter from the original
direction. The values of £ and y can be arbitrarily
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adjusted; however, the most preferred values for these
parametersare S =2 and y =7z/4."

4.5. Information sharing by crossover

In each empire, colonial countries can enhance and
improve their socio-political elements by information
sharing with each other, in which it can be performed by
adopting a crossover operator. In information sharing,
colonies selection is carried out by applying the
tournament selection technique, where the best colonies
in terms of rank and crowding-distance will have higher
chances of selection than the others. In the tournament
selection technique, firstly, a set of colonies is randomly
selected based on an arbitrary tournament size of 5.
Secondly, if the randomly selected colonies are from
different fronts, the lowest ranked colony is selected
among them as the best colonial country for information
sharing. Otherwise, if the randomly selected colonies
are from the same front, the lowest ranked colony with
the highest crowding-distance is selected among them
as the best colonial country for information sharing. In
this paper, four different types of crossover operators,
including precedence preserving order-based crossover,
one-point crossover, two-point crossover, and uniform
crossover are applied for information sharing between
the colonial states. As shown in Figs. 3 and 4, one-point
crossover, two-point crossover, and uniform crossover
are applied on the continuous part of the colonies, while
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New col. 1
Colony 2
New col. 2

Colony 1
Colony 1

T TSR I
TS

—  —— — ]

Rand-sub-job 1 =11, 2] ][ Rand-sub-job 2 = [3, 4]

Fig.4. Information sharing between colonies of an empire by applying a
crossover operator on the discrete part of the solutions

Current colony
a) New colony
b) New colony

¢) New colony

Fig.5. An example of revolution operators: a) swap, b) insert, and c) inverse

precedence preserving order-based crossover is applied
on the discrete part of the colonies, i.e. sequencing part.
In addition, in each iteration of the empires, one of these
operators is randomly selected for information sharing
between the colonial states.

4.6. Revolution

Colonial countries are usually dominated by their
relevant imperialist in terms of socio-political variables;
however, some colonial states might not be dominated
or absorbed by their imperialist. These colonial states
might revolt to improve their socio-political variables,
where this fact is simulated in the proposed MOICA by
adopting a revolution operator. This operator increases
exploration, while decreases the risk of getting trapped
in local optima. In each iteration of the empires, the
revolution operator is performed on a percentage of
randomly selected colonies. In order to revolutionize
some colonial states, different operators are designed,
including swap, insert, and inverse operators, where
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these operators are applied on the discrete part of the
solutions as shown in Fig. 5. Besides applying them, a
perturbation operator is applied on the continuous part
of the colonial states. In the perturbation operator, two
socio-political variable values are randomly selected
and replaced with two randomly generated socio-
political variable values. It is noted that one of the
aforementioned operators, including perturbation, swap,
insert, and inverse is randomly selected to revolutionize
the continuous or discrete part of the colonial states.

4.7. Updating colonial states of an empire

In each iteration of the empires, obtained or generated
colonial states by assimilation, information sharing, and
revolution, and initial colonial states are merged
together to form the potential colonies, in terms of
improved  socio-political ~ variables,  for  the
corresponding empire. In this step, firstly, colonial
states with the same objective function values are
removed from the merged population in order to prevent
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duplication of colonies. In the next phase, merged
colonies are sorted based on crowding-distance and rank
in descending and ascending order, respectively. Then,
better colonial states in terms of rank and crowding-
distance are selected with the size of N for the
corresponding empire ( N_,* is the number of
possessed colonies by the k" empire).

emp,

4.8. Intra-empire competition

While performing assimilation, information sharing, and
revolution within an empire, a colonial state may reach
a position with a lower total normalized cost than its
imperialist. Intra-empire competition happens inside an
empire between the colonial states and imperialist to
exchange the position of the imperialist with the best
colonial state. After exchanging the positions, colonial
states move towards the new position of the imperialist;
that is, the rules of the imperialist and colonial state
change accordingly. The exchange of positions for an
imperialist and the best colonial state are presented in
Fig. 6.

4.9. Inter-empire competition

Imperialistic countries compete with each other to seize

Empire Ny,

Fig.6. Intra-empire competition between the best
colonial state and imperialist

the weak and undeveloped colonial states in order to
increase their own power. As depicted in Fig. 7, inter-
empire competition happens among the empires for
possessing the weakest colonial state of the weakest
empire, where the power of a powerful empire increases
and the power of a feeble empire decreases. In the inter-
empire competition, albeit, the most powerful empire is
the most possible winner for seizing the weakest colony
of the weakest empire, it is not a certain winner, and
each empire has a likely chance of winning. To begin

_.w Weakest empire

ot N

Weakest colony
emp
NP,

Empire 3

Fig.7. Inter-empire competition for possessing the weakest colony of the
weakest empire
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Empire Ny,

emp
P1

~

Empire 1

Empire 2

emp Empire 3
sz Q

pCollapsing empire (N ?:lpk = 0)

~, .
~~~3 Given as a colony to
the winning empire

emp
NP,

Fig.8. Collapsing a feeble empire without any colonial state

the inter-empire competition, firstly, the weakest
colonial state of the weakest empire is selected. Then,
the possession probability of each empire is calculated
according to Eq. 21,

P =exp(-AxTR™ | TP ) @1)
where Pp'"” is the possession probability of the k"
empire, A is the selection pressure (4 = 2)61, TP™ is
the total power of the k" empire, and TP"" is the
maximum total power among the empires. In addition,
the normalized possession probability, denoted by
NPpp , can be calculated according to Eq. 22,

emp

NP =|—"— (22)

emp yemp

Py N,
207
k=1 Pk

where the numerator is the possession probability of the
k" empire, denominator is the summation of the
possession probabilities, and N, is the number of
empires. Having the normalized possession probability,
the roulette wheel selection will be applied to select the
winning empire for possessing the weakest colony.
Moreover, in the inter-empire competition, a feeble
empire without any colonial state will collapse and its
imperialist will be given as a colonial state to the
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winning empire (see Fig. 8). It is noted that a collapsed
empire will be removed from the empires. The
flowchart of the proposed MOICA is depicted in Fig. 9.

4.10. Stopping condition

In the proposed MOICA, a single condition is provided
to terminate the algorithm, where the number of
function evaluations is set as the terminating condition.

5. Computational experiments

The explicit aim of this section is to validate the
effectiveness and efficiency of the proposed MOICA by
comparing it with two well-known and common multi-
objective metaheuristic approaches which are NSGA-II
and MOPSO.””** They were selected for comparison
because they have been employed by many researchers
in the recent years to evaluate and validate the
effectiveness of their own multi-objective metaheuristic
approaches. In this paper, NSGA-II and MOPSO
adopted the same solution encoding and decoding as the
proposed MOICA. The procedures or steps of NSGA-II
and MOPSO followed those presented by Deb et al.”
and Coello et al.®%, respectively. All the three multi-
objective metaheuristic approaches were coded in
MATLAB programming language R2010a, and they
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were tested on a personal computer with Intel(R)
Core(TM) Duo CPU T2450 at 2.00 GHz, and 2.5 GB of
main memory.

5.1. Extended benchmarked data sets

To systematically evaluate and validate the performance
of the proposed MOICA, a set of 43 well-studied and
common benchmarked instances was collected from the
Operations Research library website at the Brunel
University London.”” The considered benchmarked
instances are exhaustive, in terms of machines, jobs,
size of problems (i.e. from small to large), and level of
difficulties, which are prefixed by LAO1-LA40, FT06,
FT10, and FT20. In addition, these basic benchmarked
problems contain the jobs, operations of each job,
machines, and technological sequencing of each job.
Based on the fact that the investigated green multi-
objective job shop scheduling problem is a newly
extended problem in some aspects, the considered

Information sharin, . Inter-empire
Start . e Do revolution 3 TP
t=0 by applying crossover ——————— (Popd) competition for . Remove
operators (Pop3) P possessing the | collapsing empire
imperialist
A
Set number of Do assimilation ¥ Yes
function (Pop2) Evaluate Pop2, Pop3,
evaluations =0 and Pop4 based on Is there any N Is stopping
NO criterion satisfied?

benchmarked data sets are extended to include all the
other required information, including the power
consumption in  processing condition, power
consumption in idle duration, quantity of emitted carbon
dioxide, and due dates. The required information is
generated and elucidated as follows.

e A machine’s power consumption in processing
state is randomly generated from a uniform
distribution U/(5,18).

e A machine’s power consumption in idle state is
randomly produced from a uniform distribution
U(1,3). The generated power consumption data in
processing state and idle state are tabulated and
presented in Appendices A and B, respectively.

e Emitted carbon dioxide from electricity generation
by using coal, natural gas, and other fossil fuels is a
constant, and it is assumed to be equal to 0.76 kg
Co, per kilowatt hour.**

e In order to estimate the due date of each job,
Baker’s equation® is used by adopting the TWK-

objective functions collapsing empire?

k= 1to N,
\ 4
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Fig.9. Flowchart of the proposed MOICA
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approach (due date assignment is proportional to
total work of the jobs) which is presented in Eq. 23.

d, =i{/.+c><ZP[j" (23)
I=1

In Eq. 23, d is the due date of the j" job, r, is the
release time of the ;" job, ¢ = 1.2, 1.5, and 2 is the
tightness factor, and P,l,' is the processing time of O, . It
is noted that the tightness factor with the
aforementioned values can be tight, moderate, and
loose; that is, a smaller value of the tightness factor
indicates the closeness of due date and release time. In
addition, due dates are judiciously estimated in order to
contain 34%, 33%, and 33% of tight, moderate, and
loose due dates in each of the benchmarked instances.®

5.2. Performance  criteria

evaluation

for

algorithms

It is difficult to make a comparison of the different
multi-objective metaheuristics by adopting a single
comparison metric, for instance objective function, for
performance evaluation in order to validate the
effectiveness and efficiency of the proposed MOICA.
The following performance criteria, namely, quality
metric, mean ideal distance, diversification metric,
spacing metric, and number of non-dominated solutions
are used for performance evaluation.

e Quality Metric (QM): To compute the QM of each
algorithm, firstly, all the non-dominated solutions
that are obtained by MOICA, MOPSO, and NSGA-
II are merged together, and then the non-dominated
solutions of the merged solutions are obtained.
Subsequently, the share of each algorithm from the
extracted non-dominated solutions is calculated in
percentage. It is noted that a higher value of this
metric is desired.

e Mean Ideal Distance (MID): This comparison
metric measures the closeness of the ideal points
and non-dominated solutions according to each
objective function value. In order to compute the
MID, Eq. 24 is used, where f, and f, are the first
and second objective function values of the i" non-
dominated solution, f]b"“ and f;’“’ are the ideal
points of the first and second objective functions,
and n is the total number of non-dominated
solutions obtained by the algorithm. A lower value
of this metric is desired.
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Z;\/(fu _fliW )2 + (fz‘ _ fzhm )2

n

MID =

(24

e Diversification Metric (DM): This comparison
metric measures the spread of the non-dominated
solutions set for each algorithm according to Eq.
25, where a higher value of this metric is desired.

. 2 . 2

DM = \/(mflx(f1i) - miln(fu)) + (miax(fZi) - miln(le'))
(25)
e Spacing Metric (SM): It computes the uniformity of

the spread of the non-dominated solutions set
according to Eq. 26,

—d,|

X ld-d

M=na

(26)

where d is the average of all Euclidean distances,
and d, is the Euclidean distance between two
consecutive non-dominated solutions that are
achieved by the algorithm. It is noted that a lower
value of this metric is desired.

e Number of Non-Dominated Solutions (NNDS): It
reports the total number of non-dominated solutions
achieved by the algorithm, where a higher value of
this metric is desired.

5.3. Parameter setting

The search behavior and performance of the developed
MOICA can be significantly affected by a number of
parameters, including the population size of countries,
N, number of imperialists, N, assimilation
coefficient, f, probability of information sharing for
the population, P, probability of revolution for the
population, P, and mean total normalized cost of
colonies’ coefficient, &. After testing with different
combinations of the parameters, two levels were chosen
for each parameter in order to determine the best
combination of the parameters in the proposed MOICA.
Therefore, 2° (i.e. 64) situations existed for each
randomly selected test instance. Specifically, three test
instances with different sizes (LA16, LA29, and LA38)

were randomly selected for tuning the proposed
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approach. Subsequently, all the situations were tested
for each of the selected instances and the proposed
MOICA was examined according to these settings. The
comparison metrics, including QM, MID, DM, SM, and
NNDS, were employed in each experiment as
performance criteria in which their importance weights
were three, two, one, one, and one, respectively. Finally,
the best parametric values of the proposed MOICA are
tabulated in Table 1. In MOPSO, the significant
parameters were the number of particles, NW, size of
the repository, Rep_ , number of divisions, N, , and
mutation rate for a selected particle, u . After testing
with different settings, two levels were chosen for each
parameter to determine the best combination of the
parameters, where 2' (i.e. 16) situations existed for
each of the randomly selected benchmarked problems.
Subsequently, all the situations were tested for the
selected benchmarked problems and finally, the best
combination of the parameters for MOPSO is presented
in Table 1. The same approach was employed for tuning
the parametric values of NSGA-II. The significant
parameters of NSGA-II were the population size, N,
crossover probability for the population, P, mutation
probability for the population, P , and mutation rate
for a chosen chromosome, . The best parametric
values of NSGA-II are tabulated in Table 1. It is noted
that the number of function evaluations (stopping
condition) was set to 80,000 and 130,000 for the small
and big sized test instances, respectively, in the
proposed MOICA. In addition, the execution time of
each problem was recorded for MOICA, and the other
metaheuristics were run with the same execution time to
ensure a fair comparison.

Table 1
Parameter settings of MOICA, MOPSO, and NSGA-II

MOICA MOPSO NSGA-IT
N_ =100 N _ =100 N_ =100
N, =10 Rep. =100 P =07
p=2 N, =30 P =04
P =08 u=0.1 1 =0.02
P =03

£=0.1
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5.4. Computational results

In this section, the performance of the proposed
MOICA is evaluated in comparison with MOPSO and
NSGA-II. The results of the comparison metrics,
including QM, MID, DM, SM, and NNDS, are reported
in average of five independent runs for each
benchmarked instance.

The obtained results are tabulated in Table 2 for the
43 test problems. In this table, the first and second
columns show the instance name and instance size while
the remaining columns present the values of QM, MID,
DM, SM, and NNDS for MOICA, MOPSO, and NSGA-
11, respectively. According to these metrics, the optimal
solutions obtained by MOICA are generally better than
those of the other algorithms. For instance, the obtained
non-dominated solutions of LA39 reveal that MOICA is
the best one with respect to the first comparison metric,
QM = 1, while the share of the other algorithms for this
metric equals to 0 (a higher value of QM is desired).
The results also show that MOICA is the best approach
according to the second comparison metric,
MID = 254.786, while the other approaches have higher
values for this metric (a lower value of MID is desired).
According to the third comparison metric, MOICA is
the best algorithm, with DM =348.226, while the
other algorithms have lower values (a higher value of
DM is desired). Another comparison metric,
SM = 0.662 , shows that MOICA is moderately good (a
lower value of SM is desired). Finally, MOICA is the
best algorithm in achieving a higher number of non-
dominated solutions, NNDS =21 (a higher value of
NNDS is desired). The results of other test problems can
be interpreted in the same manner.

The mean values of the comparison metrics for
different classes of test problems are illustrated in Figs.
10-14. Based on Figs. 10 and 11, it is clear that the
proposed MOICA has obtained superior results in all
classes of instances for the first and second comparison
metrics, QM and MID, in which these metrics are the
most important ones as compared to other criteria.
According to Fig. 12, the proposed MOICA has
obtained better results in four classes of instances;
however, it performs equally or worse in the remaining
classes for the third comparison metric, DM. In addition
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and based on Table 2, the reported average values of
DM for all instances are 237.953, 219.013, and 172.004
for MOICA, MOPSO, and NSGA-II, respectively,
which indicate better results of MOICA for the third
comparison metric. According to Fig. 13, the other
approaches have obtained slightly better results than
MOICA for the fourth comparison metric, SM, in all
classes of instances, except the second and fourth
classes. Based on Fig. 14, it is clear that MOICA has
obtained more non-dominated solutions in most of the
classes as compared to the other approaches.

As illustrative examples, Figs. 15-18 present the
non-dominated solutions of four test problems, LA2S,
LA32, LA36, and LA39, achieved by MOICA,
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MOPSO, and NSGA-II. The proposed MOICA is able
to achieve high quality Pareto solutions, and they
dominate a higher portion of the Pareto solutions
obtained by the other approaches, as can be seen in Figs.
15-18. It is also clear that MOICA discovers more non-
dominated solutions as compared to MOPSO and
NSGA-II. Therefore, it is an efficient and powerful
approach in finding more non-dominated solutions with
higher quality. For illustration purposes, LA39 is
randomly selected among the test problems, and one of
its non-dominated solutions achieved by the proposed
MOICA is depicted in Fig. 19.

It can be observed that MOICA contributes more
high quality non-dominated solutions, that are better
than most of the solutions discovered by the other
algorithms. The achieved non-dominated solutions of
MOICA generally have a lower MID in comparison to
those of MOPSO and NSGA-II; that is, in most cases,
the non-dominated solutions of MOICA have a lower
distance from the optimal points in comparison to the
other algorithms. In the proposed MOICA, the average

value of DM is higher in comparison to those of the
other approaches, i.e. the boundaries of non-dominated
solutions discovered by MOICA are bigger in most of
the test problems in comparison to MOPSO and NSGA-
11

5.5. Implications

The main focus of an eco-efficient-based multi-
objective  scheduling problem is to optimize
environmental performance measures (eco-efficient-
based objective functions) while improving customer
satisfaction and efficiency (classical-based objective
functions) throughout the scheduling period. In this
research, the eco-efficient-based performance measure
was optimized by considering power consumption of
machines in different states (either busy or idle state). In
order to utilize the proposed MOICA, certain initial
input data such as the number of jobs, number of
machines, technological sequence of operations for each
job, processing time of each operation, due date of each
job, and power consumption of each machine need to be
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Fig.15. Non-dominated solutions of LA25 obtained by each algorithm
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entered into the algorithm. The proposed MOICA
searches for a set of optimized non-dominated
schedules, where different operations of jobs are
optimally sequenced in a proper order on known
machines. One of these high quality non-dominated
schedules that is practically feasible can be adopted in a
job shop scheduling environment. Based on the selected
schedule from amongst the non-dominated schedules,
managers can obtain useful information such as the start
time of each operation, start time of each machine, idle
duration of each machine, completion time of each
operation, and completion time of each machine.
Moreover, additional managerial information with
regard to the relationship between carbon footprint and
total late work criterion can be derived, and this
information can be used while weighing up these two
objective functions in order to select a schedule from
amongst a set of non-dominated schedules. It is noted

that managerial and enterprise policies affect the
priorities which could have been given to each of the
objective functions. Based on the computational
outcomes, the proposed MOICA is able to produce a
higher number of high quality non-dominated schedules
as compared to MOPSO and NSGA-II. Therefore,
depending upon the managerial and enterprise policies
in weighing up the objective functions, managers have
the flexibility to determine the best schedule from
amongst a set of non-dominated schedules.

6. Conclusions

In this paper, a new low-carbon based multi-objective
job shop scheduling problem was introduced in which
the objectives were to minimize carbon footprint and
total late work criterion, simultaneously. Then, a new
MOICA was developed to solve the presented problem.

Appendix Al

Power consumption data in processing state (Power in kW)

Instance .

Name Size Ml M2 M3 M4 M5 M6 M7 M8 M9 M10 M1l Ml12 Ml13 Ml14 MI5
FT 06 6x6 1121 6.74 8.5 53 6.55 8.64 - - - - - - - - -
FT 10 1010 10.55 16 1724 111 13.51 818 8.25 1337 1616  11.88 - - - - -
FT 20 20x5 9.79 7.21 1207 513 1439 - - - - - - - - - -
LAO1 10x5 1001 1353 1722 1537  15.16 - - - - - - - - - -
LA 02 10x5 16.14  10.1 10 6.18  14.89 - - - - - - - - - -
LA 03 10x5 823 1481 5.8 6.62  17.22 - - - - - - - - - -
LA 04 10x5 1315 7.39 10.6 1145 1104 - - - - - - - - - -
LA 05 10x5 1743 1559 1448 1095  11.58 - - - - - - - - - -
LA 06 15%5 1425 1409 1289 1174 1162 - - - - - - - - - -
LA 07 15%5 1727 128 1446 679  14.89 - - - - - - - - - -
LA 08 15%5 1463 17.56 578 6.71 5.98 - - - - - - - - - -
LA 09 15%5 1437 1579 10.63  9.92 543 - - - - - - - - - -
LA 10 15%5 1701 1367 692 756 16.92 - - - - - - - - - -
LA 11 20x5 565 1379 573 1221 1326 - - - - - - - - - -
LA 12 20x5 1125 767  17.17 1728  16.64 - - - - - - - - - -
LA 13 20x5 585 1554 804 1141 1136 - - - - - - - - - -
LA 14 20x5 792 1415 1758  9.63 7.64 - - - - - - - - - -
LA 15 20%5 7.89 9.77 8 1251 11.86 - - - - - - - - -
LA 16 10x10 538 9.91 16.16  7.13 7.83 7.03 16.99 808 1528  10.98 - - - - -
LA 17 10x10 127 6.07 6.87 783 1719 1533 1525 1423 6.83 10.3 - - - - -
LA 18 10x10 1058 548 1208 1665 1651 1422 536 743 1585 1142 - - - - -
LA 19 10x10 6,94 969 1324 1145  13.04  13.09 1316 1515 1351 1187 - - - - -
LA 20 10x10 1125 1376 1609 1653 531 13.73 5.5 1745 1051 643 - - - - -
LA2I 15x10 1543 9.61 933 1488 1399 726 75 1745 6.29 5.55 - - - - -
LA 22 15<10 1132 1436 777 1273 1215 8.2 5.54 6.11 926 1767 - - - - -
LA 23 1510 14.88 1497 581 10.67 1388 103 9.75 7.89 5.54 6.25 - - - - -
LA 24 1510 1563 1645 1346  13.04  9.66 565 1161 1555 127  14.62 - - - - -
LA 25 15x10 6.8 7.9 1657 1554 139 10.6 1567 921 5.21 5.67 - - - - -
LA 26 2010 1325 1448 7.9 643 1792 17.74 9.3 518 1565 932 - - - - -
LA27 2010 7.94 5.26 6.76  12.51 108 1735 1277 1616 566 1733 - - - - -
LA 28 2010 15.1 1261 953 1471 1168 551 9.41 1349 6.96 6.31 - - - - -
LA 29 2010 702 1374 1655 1474 1779 1173 9.76 6.16 1723 13.11 - - - - -
LA 30 2010 114 1048  12.88 1416 1494 1479 1682  17.09 8 8.17 - - - - -
LA 31 3010 1592 8.4l 1734 1233 1343 1344 1734 1487 1264  6.08 - - - - -
LA 32 3010 838 1518 13.92 7.2 1566  17.05 1138 1451 1627 643 - - - - -
LA 33 3010 1673 8.36 6.88 8.4 1488 1681 1057 1448 1149 1557 - - - - -
LA 34 3010 9.96 568 1593 1371 5.6l 17.3 5.93 7.91 1273 9.49 - - - - -
LA 35 3010 5.56 8.56 744 1443 149 1616 1469 647 7.66  16.14 - - - - -
LA36 1515 1236 1125  7.68 1419 874 1404 1387 1131 948 7.9 10.04  9.78 7.9 1421 678
LA 37 1515 1215 531 5.44 788 1163 1689  6.11 11.82 1495 1291 1498 919 1272 1726  13.43
LA 38 1515 846 1336 736 1371 1533  17.03 10.6 1607 877 804 1519 1391  9.73 1251 10.23
LA 39 15x15 968  17.05 1078 144 8.95 6.56 1606 952 1564 1728  9.79 673 1047 953 8.98
LA 40 I5<15 17.53  13.88 15 9.47 8.37 1452 1479 641 6.24 5.06 11.09 1289 1593 1379  11.68
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Forty-three test problems were solved by the proposed
algorithm. Numerical results and comparison metrics
showed the effectiveness of the proposed algorithm in
comparison to MOPSO and NSGA-II for solving these
test problems. To the best of the authors’ knowledge,
this work is the first that considers the green and low-
carbon job shop scheduling problems. It is also the first
work that considers the total late work criterion in
multi-objective job shop scheduling problems, and it is
the pioneer paper that solves these problems by using
MOICA. This work can be considered as an important

emission and water scarcity. It is also interesting to
apply other novel metaheuristic approaches in order to

. . . 67,68
obtain more optimized solutions.””
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addition to the literature, where the majority of the Appendix A.

research papers have neglected green and low-carbon See Table Al

objectives. As extensions of this work, future studies

can focus on other scheduling objectives such as

makespan, tardiness, earliness, and buffer size while Appendix B.

considering environmental objectives such as carbon

See Table BI.

Appendix B1
Power consumption data in idle state (Power in kW)
Instance .
Name Size Ml M2 M3 M4 M5 M6 M7 M8 M9 MI0O MIl MI2 MI3 Ml4 MIls
FT 06 6x6 1.53 2.13 2.66 132 104 233 - - - - - - - - -
FT 10 10x10 22 1 175 123 2.06 16 131 215 214 19 - - - - -
FT 20 205 134 1.05 2.83 2.62 176 - - - - - - - - - -
LA 01 10x5 2.19 242 254 18 251 - - - - - - - - - -
LA 02 105 1.95 121 2.04 2.19 115 - - - - - - - - - -
LA 03 105 1.59 291 1.67 122 1.96 - - - - - - - - - -
LA 04 105 2.03 2.68 29 248 207 - - - - - - - - - -
LA 05 105 243 1.02 22 2.09 227 - - - - - - - - - -
LA 06 15%5 234 1.23 289 2.65 251 - - - - - - - - - -
LA 07 15%5 217 2.29 1.98 1.82 1.57 - - - - - - - - - -
LA 08 15%5 211 235 297 252 2.04 - - - - - - - - - -
LA 09 155 2.48 1.53 2.85 1.01 111 - - - - - - - - - -
LA 10 155 2.59 1.88 1.99 1.54 1.4 - - - - - - - - - -
LA 11 20%5 1.96 1.8 275 26 2.73 - - - - - - - - - -
LA 12 20%5 116 2.96 1.65 243 1.56 - - - - - - - - - -
LA 13 205 238 2.94 2.02 2.61 2.58 - - - - - - - - - -
LA 14 205 114 1.65 136 222 2.88 - - - - - - - - - -
LA 15 205 12 2.29 175 1.52 1.61 - - - - - - - - - -
LA 16 1010 1.75 231 1.02 2.78 179 229 147 117 272 267 - - - - -
LA 17 10x10 22 227 249 137 257 294 109 295 284 101 - - - - -
LA 18 1010 1.96 2.99 22 2.68 126 241 133 271 158 157 - - - - -
LA 19 10x10 2.27 1.41 243 113 136 198 255 276 133 29 - - - - -
LA 20 10x10 2.5 1.4 2.46 115 249 165 107 127 241 265 - - - - -
LA 21 1510 1.04 2.94 L1 1.08 22 254 277 206 272 Ll - - - - -
LA 22 15%10 24 2.08 241 2.98 231 104 LI13 298 168 226 - - - - -
LA 23 1510 1.08 1.4 27 2.1 123 227 107 211 298 148 - - - - -
LA 24 1510 2.65 2.19 134 139 292 264 29 197 146 196 - - - - -
LA 25 1510 2.41 2.62 278 1.53 259 146 108 122 264 LTI - - - - -
LA 26 20x10 213 28 1.09 129 229 266 224 295 225 246 - - - - -
LA 27 20%10 L1l 1.01 2.69 121 238 207 19 192 199  LI9 - - - - -
LA 28 20%10 165 2.12 237 243 193 124 132 269 168 152 - - - - -
LA 29 20x10  1.57 2.1 151 235 148 258 216 122 18 258 - - - - -
LA 30 20%10  1.83 112 1.66 22 204 266 12 139 208 143 - - - - -
LA 31 30x10 211 2.48 231 231 154 265 273 127 15 182 - - - - -
LA 32 30x10 2,03 22 243 114 167 238 237 291 275 228 - - - - -
LA 33 30x10  2.22 1.04 1.85 1.98 233 283 179 284 224 287 - - - - -
LA 34 30x10  2.82 115 176 L5 159 1.94 1 18 189 276 - - - - -
LA 35 3010 171 2.93 214 281 199 223 271 117 147 238 - - - - -
LA 36 I5x15 1.5 1.41 259 131 165 167 295 113 207 259 116 124 106 211 149
LA 37 1515 1.85 1.29 2.06 2.55 275 131 277 LIl 182 102 177 205 244 269 159
LA 38 15%15 134 1.53 1.91 128 202 24 126 279 279 154 135 237 L1718 18
LA 39 1515 151 222 1.01 2.46 222 113 199 281 129 2001 203 125 243 254 LI
LA 40 15x15 1.55 2.76 1.05 138 1.54 116 196 172 139 1.41 2.69 1.99 1.87 2.73 135
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