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Current machine learning techniques have achieved great success; however, there are many deficiencies. First, to 

train a strong model, a large amount of training examples are required, whereas collecting the data, particularly 

data with labels, is expensive or even difficult in many real tasks. Second, once a model has been trained, if 

environment changes, which often happens in real tasks, the model can hardly perform well or even become useless. 

Third, the trained models are usually black-boxes, whereas people usually want to know what have been learned 

by the models, particularly in real tasks where decision reliability is crucial and rigorous judgment by human beings 

are critical. 

 

In addition to the above deficiencies, there are several relevant issues require attention. First, some data have to be 

shared in most current machine learning studies if one hopes to pass helpful information from one task to another. 

The data privacy or data proprietary, however, usually disable public data sharing. Thus, it is hard for people to build 

their learning tasks based on the results of other people. Second, machine learning is still a kind of magic: Even with 

sufficient training data, most end users, except machine learning experts, can hardly produce strong models.  

 

Considering the above issues, here we propose learnware. A learnware is a well-performed pre-trained machine 

learning model with a specification which explains the purpose and/or specialty of the model. The specification can 

be logic-based descriptions, and/or statistics that reveal the target to which the model aimed, and/or even a few 

simplified training samples that disclose the scenario for which the model was trained. The owner of a learnware 

can put it into a market, with little risk of data privacy leakage. As the comic illustrates, when a person is going to 

tackle a machine learning task, rather than 

building his model from scratch, he can do 

it in this way: Figure out his own 

requirement, and then browse/search the 

market, identify and take a good 

learnware whose specification matches 

his requirement. In some cases he can use 

the learnware directly, whereas in more 

cases he may need to use his own data to 

adapt/polish the learnware. Nevertheless, 

the whole process can be much less 

expensive and more efficient than building 

a model from scratch by himself.  

 

For this purpose, a learnware should have 

at least three important properties: Reusable, Evolvable, and Comprehensible.  

 

A learnware should be reusable, and otherwise it can hardly be useful for other users. In particular, the pre-trained 

model should be able to be enhanced or adapted, by its new user through a slight modification or refinement using 



information, such as a small amount of training data, from the task of the new user. This process may be subtle: On 

one hand, one needs to avoid important learned knowledge be washed out by the refining; on the other hand, the 

model should have sufficient flexibility to incorporate necessary modification desired by its new user. There are 

some machine learning studies that can be regarded as preliminary attempt for this purpose, e.g., model adaptation 

[1], transfer learning [2]. 

 

Evolvable means that the learnware should be able to get accustomed to environment change. If reusable is viewed 

as the learnware’s ability of passive adaptation driven by the user, evolvable can be viewed as its ability of active 

adaptation: The learnware should be able to perceive the environment change and do the adaptation by itself. There 

are at least three reasons for this need. First, the learning task of the new user is usually somewhat different from 

the original task for which the learnware was constructed, because one can hardly expect a learning task exactly 

appear again. Second, the learnware specification and/or the user requirement can hardly be very accurate 

descriptions, and there may exist some gap that the learnware must be able to get through. Third, many real 

environments are non-stationary and changing in nature, e.g., data distribution may change [3], new classes may 

occur [4,5], features may change [6], etc. These issues have also been emphasized to be tackled on the way toward 

robust artificial intelligence [7]. 

 

A learnware should be comprehensible; that means, the learning models need to be transparent to some extent, at 

least enabling the writing of specification for the learnware. For example, one needs to know what kind of target 

the learnware was trained for, how good the learnware performed, what specific problem structure the learnware 

can be applied, etc. On one hand, black-box models need to be made white; for this there are many efforts, e.g., 

trying to improve the comprehensibility of black-box models [8], or even produce accurate and comprehensible 

models [9]. On the other hand, one needs to be able to write the specification that well describes a pre-trained 

machine learning model; unfortunately there is little study about this. Inspiration may be learned from the field of 

software engineering, where specification has a long history of study and application. 

 

Note that in most cases, the end user may be unable to identify a single learnware which exactly matches his 

requirement; instead, he may find multiple learnwares each meets a part. In such cases, ensemble methods [10] 

that combine multiple models to use may offer some solutions, just like the description of reusable ensemble [10, 

pp.184] where reusable components are searched and put together, and only functional components that could not 

be found need to be constructed. 

 

If learnwares come true, strong machine learning models can be achieved even for tasks with small data, because 

the models are built upon well-performed learnwares, and only a small amount of data are needed for adaptation 

or refinement. Data privacy will become a less serious issue because publicizing learnwares does not need to share 

the data. More importantly, it will enable common end users to attain tricky learning results that can only be 

attained by machine learning experts nowadays. Needless to say, a promising learnware industry will be open. 
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