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Jacob Bourne, and Gadjo Sevilla

The Daily: Examining
Nvidia’s meteoric rise and
can Mr. Musk's xAI
compete with OpenAI?
Audio

In today's episode, we discuss how Nvidia became the largest company in the world, what

might slow them down, and which company is most likely to come for its AI crown. In Other
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News, we talk about whether Elon Musk's artificial intelligence company xAI can compete

with OpenAI. Tune into the discussion with analysts Jacob Bourne and Gadjo Sevilla.

 

Subscribe to the “Behind the Numbers” podcast on Apple Podcasts, Spotify, Pandora,

Stitcher, YouTube, Podbean or wherever you listen to podcasts. Follow us on Instagram

https://podcasts.apple.com/us/podcast/behind-the-numbers-an-emarketer-podcast/id1113097936
https://open.spotify.com/show/7C9j1qi6NI4Uct9gWfFdxk?si=31c6ee3a5e0a4b7f
https://pandora.app.link/eqLsEa15dJb
https://youtube.com/@emarketerinc
https://www.instagram.com/insiderintelligence/


Copyright © 2024, EMARKETER Inc. All rights reserved. Page 3

Episode Transcript:

Jacob Bourne (00:02):

But the thing to note here is that these big tech companies are some of Nvidia's biggest

customers. So if they start relying more heavily on their own in-house chips and less on

Nvidia's, then that could really be a huge blow to Nvidia's bottom line.

Marcus Johnson (00:23):

Hey gang, it's Monday, July 1st. Jacob, Gadjo and listeners, welcome to the Behind the

Numbers daily, an EMARKETER podcast. I'm Marcus. Today I'm joined by two folks. Let's

meet them. We start with our tech analyst who is based on the West Coast. His name is Jacob

Bourne.

Jacob Bourne (00:39):

Hi Marcus, pleasure to be here.

Marcus Johnson (00:41):

Hey fella. We're also joined by someone else who covers Connectivity and tech rights for that

Briefing. He's based on the other coast in New York City. We refer to him as Gadjo Sevilla.

Gadjo Sevilla (00:51):

Thanks for having me back.

Marcus Johnson (00:52):

Hey chap, of course. You said like you got banned for six months. We lifted the ban, he's home.

We start with the fact of the day, how fast you have to go to escape Earth's gravity and travel

to another moon or planet. So it's also known as escape velocity. Do you guys know how fast

you have to go? I feel like it'd be weird if you knew this. Do you guys know?

Jacob Bourne (01:18):

Yeah. I mean you're asking for a number, so that's-

Marcus Johnson (01:21):

https://www.rev.com/transcript-editor/shared/r4TEuIbHheBeXnOQc0Zmf6PLlDk_Jr1AQga97kbDgHzmp_80CqWnpqDl1MYp-hIcCoOUDeKNhU9GAyD4GXevk7HiDjE?loadFrom=DocumentDeeplink&ts=2.37
https://www.rev.com/transcript-editor/shared/MTE1aM-F8GVrskUXtI5TuO86Er4eHJ9V2CI1nO-GOYhw_QA9IF-qapRby2gUNhnceiV2X_eaQsxaOua-pwDGhElZq3c?loadFrom=DocumentDeeplink&ts=23.1
https://www.rev.com/transcript-editor/shared/whYH-SExlCOcggP0_GWc24ziSQqXuU3mj3yeR6UpLxiWIq908ty9pno5EKiMmKQpielsi2prC0KYu7YP7N1M6nroKLw?loadFrom=DocumentDeeplink&ts=39.72
https://www.rev.com/transcript-editor/shared/VIN1psIAyvdkMb5cNWi_76oFrpP4nAUQnSe0VRho-YS73ayowRCcd26vV04-4rVbrd_5woFQXJjB5exuyQVr_iSiJs4?loadFrom=DocumentDeeplink&ts=41.31
https://www.rev.com/transcript-editor/shared/yfjv31E6MLhZTXP6uHJUffpaqFAB6928XggEBSuXxNhsJdYhcKxs8KjZMsX9J7JRfLxaSVQmzDKEVWP7pstyJMu04ns?loadFrom=DocumentDeeplink&ts=51.15
https://www.rev.com/transcript-editor/shared/sez6Dk7lkbC6RlcYMC5IVhF-epdzp1GscDIrnfZ0x9L3zgAtJP5t3nnS5FH63iLIMMkcK0AU4b3lNRKsQfHgwD4OaiA?loadFrom=DocumentDeeplink&ts=52.65
https://www.rev.com/transcript-editor/shared/qtk_XCMIjskJ3DHP6xzxmepOzN32rjJlfsgdtYBFRnLzA_NzftrC0RP0eodbmBsyalKQkWqtS3hOrZfVzpphP8jnpRI?loadFrom=DocumentDeeplink&ts=78.63
https://www.rev.com/transcript-editor/shared/mKSxsSQbbe34V4lKdaXiRPMDaakUt4wuYgH3AVqvdANUUZ1sNEcKa1USWOR63PlZ0Mmxjae-N9liEsh8DrHs0bqQxiY?loadFrom=DocumentDeeplink&ts=81.75
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Give me, yeah, miles per hour how fast do you think you have to go? Four kilometers if you're

feeling European, is fast, is though the answer. It's seven miles or seven miles per second.

That's too many miles per second. Okay. I don't understand how that works.

Jacob Bourne (01:36):

So what's works the mile per hour?

Marcus Johnson (01:38):

25,000 miles per hour. So if you think about what it's like to go 100 miles per hour, which I may

not have done, I don't know what that's like, but I can imagine it. 100 miles an hour it's pretty

fast, times that by 2,500. That's how fast you have to go. Who's doing that? Who is signing up

to that?

Jacob Bourne (02:00):

Astronauts?

Marcus Johnson (02:01):

Astronauts is the answer, yeah. That's the exclusive answer. No, I did the cyclone of Coney

Island. It was screaming, so no thank you. Anyway, today's real topic, the largest company in

the world you might never have heard of.

(02:25):

In today's episode first I believe we'll cover that very company we're talking about, largest

company in the world and why they are that, how they got there. And then we will speak about

whether Elon Musk and its AI company can compete with OpenAI for in other news. But we'll

start gents with the lead. So a company you may not have heard of is worth $2 trillion more

than Google or Amazon, wrote Whizy Kim of Vox. That was in March of this year. 12 weeks

later, and Nvidia became the world's most valuable company at basically three and a half, $3.3

trillion. That's 20 times more than what it was before the pandemic hit. Founded in 1993, the

company started with a mission to improve computer graphics for gamers, and now they are

the largest maker of AI chips and software. Gadjo, I'll start with you. How did Nvidia become

the biggest company in the world?

Gadjo Sevilla (03:23):

https://www.rev.com/transcript-editor/shared/zsWTf5pTvLiw_jHg1mTTIBAczDvwacvMgGvkvEMEwnR7fIHSCGmxxN9N6h8oWyibkJUrGIZFKQIfpYhDVli3liwp3-A?loadFrom=DocumentDeeplink&ts=96.9
https://www.rev.com/transcript-editor/shared/OhatPp-G-tE46teGSvzs27d5hT_7sOTXzNS2ytxUmxGXxByXH7BIfFTRcKOFM14Froco7fLk3aGIGq3OMbVYVDG8YAo?loadFrom=DocumentDeeplink&ts=98.67
https://www.rev.com/transcript-editor/shared/Wp7El6hGiFqOqy0wiD2QoziWUJKLCAiG4B9KVMN5_zAwusf3zk84dIdxL_9f1H6w3OO-uf-wrKMgEUZkyrr4tog7djY?loadFrom=DocumentDeeplink&ts=120.87
https://www.rev.com/transcript-editor/shared/EvKt7AQeb-ahNH77J0yD64uwn4LiapQV5iWzGW8KrN5lC_Nas0H6FpEeLMyJQXACasYmDNBwL-RrCOtIcP6xfQN8RpY?loadFrom=DocumentDeeplink&ts=121.83
https://www.rev.com/transcript-editor/shared/hJoK_rQTWJDjBA6Du60pT1faI2kQPQRcERnkq5fH0lgqEpl1K8qzuOw_mFfVO3SrhxMk2tHgh-G6NVm-bskDul6E9Mg?loadFrom=DocumentDeeplink&ts=145.89
https://www.rev.com/transcript-editor/shared/eKdUfsZTmfh8WC7xNi4x5ABU9ajvqg6kBMVmn4L02dVt4W4-Mfyk05N-d_-7pB6VIVXaNfI1jUT5K4jCk1p5qQbimA4?loadFrom=DocumentDeeplink&ts=203.07
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I think it was at the right place at the right time. It was focusing on GPUs, which were already a

hot commodity, not just for gamers but for mining crypto and for very intensive computing

tasks.

Marcus Johnson (03:39):

And these are graphics processing units for folks who unfamiliar with the acronym.

Gadjo Sevilla (03:42):

Right, GPUs. So for the most part, they're the only ones that do it at the scale that can cater

to emerging industries like generative AI. Everyone else is way behind in terms of the

capabilities as well as their roadmap.

Jacob Bourne (04:02):

Just to add to it, I think in addition to the fact that their GPUs just happened to be really great

for AI model training, Nvidia also very strategically built this concept called CUDA, a software

platform that's become an industry standard for AI model training. So if you're training AI

models, you need to code a certain way in order to optimize the hardware that you're using.

So that's really locked in a lot of AI developers globally into using the Nvidia's hardware

versus the competitors. And it's really made it really hard for companies like AMD and others

to really break in.

Marcus Johnson (04:40):

Yeah. A huge part of this does seem to guide you to what you were saying at the very

beginning, good fortune. The Economist noting that GPUs do the computational heavy lifting

needed to train and operate large AI models. But this isn't what they were designed for. The

initials stand, as I mentioned for graphics processing units, because such chips were originally

designed to process video game graphics, and it turned out that fortunately for Nvidia, they

could be repurposed for AI workloads as well. So regular computer chips process one thing at

a time. GPUs can run thousands of versions of the same simple task at the same time. Good

for gaming, also turns out good for AI. And they also benefited massively from the launch of

ChatGPT and the subsequent GenAI boom since OpenAI launched ChatGPT 18 months ago

and folks saw what gen AI could do, Nvidia's stock price is up over 600%. So a lot of their rise

is tied to the launch of ChatGPT.

Jacob Bourne (05:41):

https://www.rev.com/transcript-editor/shared/BqdJ7VYLh5E1D3JxOYtXpTrbHPW_-QNND9X8t2B1TYYlfs81dHjQI14ZjK5b6pdoFxfC-eohC8hAEBI9wrw_bEl0qBE?loadFrom=DocumentDeeplink&ts=219.18
https://www.rev.com/transcript-editor/shared/tw59o0rvp3nnGtFtHGiYH7VTZwfZSZjCmtIMdegAFcSQ__MLy6Iqv2zSzuFi2ufxEXuw5sGZET80LZFONRUnNf9QBOg?loadFrom=DocumentDeeplink&ts=222.39
https://www.rev.com/transcript-editor/shared/xqLEyULKX7q0jwEnxmy_LZKBFud9jZL6z9Q4Azj-9Crb0_yqBmuIzPBZgAMjeBSB4Orix8aMtS-n8pfinSEzuHP08dM?loadFrom=DocumentDeeplink&ts=242.639999
https://www.rev.com/transcript-editor/shared/edQf8i8O5nCMUjFTmRFV-4SNxPjOBrk70cO_UcUWUPCKqri3m_2YTc9z9XEvGVNDQhPN_iOxz0ttaiTjgfegGhMcUFM?loadFrom=DocumentDeeplink&ts=280.44
https://www.rev.com/transcript-editor/shared/9G6oQm7Q0SkmFib2hOlOBNUMrNyAU3d42sSFzMLGUR8ZTaoChSHtjezaE0JiqlJXpSjM200ZxpFnTZoYM87FIzgxphE?loadFrom=DocumentDeeplink&ts=341.039999
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Right. And I think that ChatGPT and the AI models that built that were possible by the

advances that you have with AI hardware from Nvidia. So it's a mutual benefit there.

Marcus Johnson (05:54):

They now have a lock on the market. They control about 80% according to some estimates.

Some varies from 70 to 90, but the one that kept popping up was they control 80% of the

high-end AI chip market. And they make money in a whole bunch of di�erent ways. So today,

data center processors for analytics and AI have quickly become Nvidia's largest source of

revenue. There's a Visual Capitalist piece pointing this out. 80% of the money comes from that

from data center processors for analytics and AI. So 80% there and that surpassed the

company's historically largest source of revenue, which is GPUs, graphic processing units,

now 17% share. And then the final few percent is money from selling GPUs for 3D

visualization, the automotive sector, drivers cars things like that and crypto mining as well, I

think as Gadjo, as you mentioned. But gents, this 80% lock on the market I mean, who else is

really in this game? Who are some of the competitors who might start to try and rival Nvidia

at some point?

Gadjo Sevilla (06:56):

Amazon has actually started building processors for their AI servers, but these are super

specific niche hardware that's designed to run on Amazon servers. It's not going to compete

at the scale that Nvidia can o�er. Who else is in the mix? I think Jacob mentioned AMD. Intel

isn't really known for GPUs, but they are becoming a foundry, so they could be developing

something in partnership with other companies.

Jacob Bourne (07:30):

I think what we're seeing is that all these companies now that they're seeing that this is really

such a focal point for the global market is that they're really trying to increase their AI chip

development to rival Nvidia. And what they're really going for, especially companies like AMD

and Intel is they're going for price. So more competitive. The same type of performance,

same type of e�ciency at a more competitive price point than the Nvidia chips which were

very expensive and they run up to $40,000 per chip. Intel does have a bit of an advantage

because it also manufactures its own chips. And then of course you have the big tech

companies like I mentioned that are developing them in-house, not necessarily to compete

with the Nvidia on the commercial sale of these chips, but the thing to note here is that these

https://www.rev.com/transcript-editor/shared/lXO-ora6L0cCeXQaML91xvvcG0VIp9EDEn0O-N-oTOys9IFFhjcBKePYFDkaw-v6ZLCc4sYWKbud0FffFTSXUGB2NWg?loadFrom=DocumentDeeplink&ts=354
https://www.rev.com/transcript-editor/shared/7yzBMU5MD896KS-e2y3anPWoWFSlSz7pI4BKKJ2X7WXWKgxjm9kG0_aouQN6uOhL4FI4vu5Df7eIlrsVD94-SeGpMGA?loadFrom=DocumentDeeplink&ts=416.19
https://www.rev.com/transcript-editor/shared/YhS5FQ1uc9RkPsDTdvHN0oV5pwN8XqZROzQj0mNuXDLbd3gUH3DSnmANNhnrYx7l5_uIWqFz9qXzrSMTqV7rTqFkvtY?loadFrom=DocumentDeeplink&ts=450.99
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big tech companies are some of Nvidia's biggest customers. So if they start relying more

heavily on their own in-house chips and less on the Nvidia's, then that could really be a huge

blow to Nvidia's bottom line.

Marcus Johnson (08:28):

That's a great point. These folks, according to market research company, Motley Fool they

had one estimate, 40%, of Nvidia's net sales driven by four major tech companies, Alphabet,

Amazon, Meta, and Microsoft, all of which are working, as you mentioned, on their own data

centers with their own in-house AI chips that would turn them from Nvidia customers to

competitors quite quickly, potentially. So it seems like we've got a couple of other groups

here. We've got the vets, as you mentioned, AMD, Intel, Qualcomm, they make chips and are

building software platforms to rival Nvidia's CUDA platform as Jacob mentioned. Then you've

got the big tech folks. Google has developed its own tensor processing units, TPUs. Amazon,

Meta and Microsoft have also got their own custom chips for cloud-based AI. OpenAI plan to

as well. And industry analysis firm TechInsights estimated that Google became the third-

largest designer of chips for data centers in 2023 after Nvidia and Intel. So pretty big.

(09:22):

And then you've got the startups as well. I can't pronounce most of these names, but

Cerebras, Grok, MatX, Halo, Talas, TenStorrent, Graphcore, a whole bunch of companies who

are trying to get into this space. Gents, there was one comment in an Economist article noting

that these Nvidia competitors, particularly the startups, might be positioning themselves as

acquisition targets instead of trying to compete with Nvidia they might be looking to tech

companies to say, buy us.

Gadjo Sevilla (09:48):

Yeah. That doesn't make sense because it's going to take a lot of money for R&D and

development and years of product cycles to be able to compete with Nvidia. So you can

expect these smaller startups to maybe specialize in certain processes, certain units, and hope

that they become attractive targets for acquisition.

Marcus Johnson (10:12):

So companies trying to get into this game to rival Nvidia, but I mean, aside from a company

blowing up and designing a chip that really captures the market's attention, what else might

https://www.rev.com/transcript-editor/shared/lIV_vkfHLMccE8A0YQe69JWD79B2CUua015OHiIh_sbZUfIkoIRoKc_Fx-OpwXnR8cS37UgmTSlYRs2gNfAGzMRBJlk?loadFrom=DocumentDeeplink&ts=508.68
https://www.rev.com/transcript-editor/shared/r1ah1Fl43c5EiR9XH-TtZyEjV1pYRa8AQfAaizk9WD_PKQQUvYYK3_6Oc_JGLI9silMV_SOeFXrXFXLBEg3mgmgxKXg?loadFrom=DocumentDeeplink&ts=562.47
https://www.rev.com/transcript-editor/shared/qCHjvZH1-_7U552r3gRyIphXU7BzXr64vpscOuLheIVFmO2zrhI6-SqvZ7-5_Yeh6PNZ16DkzTD6xVKwP21IDOP-lRk?loadFrom=DocumentDeeplink&ts=588.63
https://www.rev.com/transcript-editor/shared/ZZ2ZtC22SdiFIUg3cT3p3pePnoa2XgghUyvkI2f3ghaGj2l-NcLdBumIunBtCAf2oqTRsuui2fGQhTBMDnM2UJPWjN0?loadFrom=DocumentDeeplink&ts=612.87
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slow Nvidia down?

Jacob Bourne (10:26):

Well, Nvidia has seen a little bit of slowdown I mean it fell by $500 billion last week, which

actually having risen to this distinction of the most valuable company in the world and actually

also earned the company with the biggest three day valuation loss ever.

Marcus Johnson (10:46):

Wow.

Jacob Bourne (10:49):

Nvidia is a dominant player, but it's also, it's facing a huge amount of vulnerable just because

of its position.

Marcus Johnson (10:59):

What do we make of that drop? Why did that happen?

Jacob Bourne (11:02):

Yeah. I think it was maybe a few reasons that I don't think or mean anything dire for the AI

industry or Nvidia. So there was a planned internal sell o� of shares by Jensen Huang and also

other employees that really had nothing to do with the performance. It was just something

that was prearranged.

Marcus Johnson (11:23):

Trying to make more available.

Jacob Bourne (11:24):

So I think that maybe signaled a more broader sell o�. But I think there's also definitely some

overvaluation going on here as well. I mean, there's just so much excitement over this one

company in this one subsector generative AI that it gets overblown at times. So I think there's

a natural correction that we see and we'll continue to see it, but I don't necessarily think that it

means that a bubble is about to burst necessarily.

Gadjo Sevilla (11:55):

https://www.rev.com/transcript-editor/shared/h6h3EjhDwhqvKpQdW5cbbGys1EZo8lZ8NG3bktCN-Epax46NeBYYi7XjVUUEXkd4War2hbURJtIRDOBZoq4uezPBjYU?loadFrom=DocumentDeeplink&ts=626.25
https://www.rev.com/transcript-editor/shared/vUffVD8QUu3mlKcBfORvrEsMfiJTuQYXwtUFkFG4ZZeEjfPQiXs2o0eGvxNzbBQQlCaq6YGwYOYnEOuQyV5tZl7_VYM?loadFrom=DocumentDeeplink&ts=646.35
https://www.rev.com/transcript-editor/shared/K8QgThhGkzNzJG6eUnJTuzWygC6Lqc0fsnre6EOkxBbzTRND0WfZY_kJuFyZ90VsQaB_dF44G_AJC8RJd77_z2b4abI?loadFrom=DocumentDeeplink&ts=649.5
https://www.rev.com/transcript-editor/shared/JODINS8-BDaTkYhw7fv2HjHlhs8zRl1_pRp6B3R7LQdjzkCDBkBNnmdOGTy2QrTZgQOjLU5PIKHeP8krIUNCdutZFQQ?loadFrom=DocumentDeeplink&ts=659.639999
https://www.rev.com/transcript-editor/shared/eefC-TNWuYZyC8bFXlRYN9mOivxhk6KUG9527274JWxS1DDi5tD6cgjtGoF0I151cjEqiY5rg95gQygeQWuDeEMFlJw?loadFrom=DocumentDeeplink&ts=662.699999
https://www.rev.com/transcript-editor/shared/5cwmq-ffkSMZXvvkGhQWqSOQUjwJ7vMSej3-sQnKz7W9LCh8lQbutdlaTcIZXLqcTYOabekjj-8yhGqd_XAjFFuaz_c?loadFrom=DocumentDeeplink&ts=683.129999
https://www.rev.com/transcript-editor/shared/HoA1LWyH5tF4kNJAAEJachEMTVolEn0qiNDn_2L2OBShj-mSBFRleyD0gvqWTo2deF7Hz46gA6tppmkuxrw0JCPIbfA?loadFrom=DocumentDeeplink&ts=684.36
https://www.rev.com/transcript-editor/shared/X6Q57shHapm4yfB6zdI4zodHU5CmTJBOf0SkwAgQibTdt3Nb81LMJs2vhBKcORPevooXDkfy3QyIAc3Tu3NhjECUZ2c?loadFrom=DocumentDeeplink&ts=715.95
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It reminds me a lot about Cisco. So you remember during the dot-com boom, Cisco became

the dominant networking company. Everything ran on Cisco, all the services, all the search

services. So they were similarly the only game in town. But as that market expanded as well,

so did the massive stock prices for Cisco. And then you had a bubble and it burst and took a

lot of value from Cisco with it. In the case of Cisco though, they're pretty much, they were a

one-trick pony at that time. They just did networking. So I think and they're just more

diversified, they could probably find new business opportunities. And I'm sure I've read that

they're already investing in various other areas.

Marcus Johnson (12:48):

Nvidia.

Gadjo Sevilla (12:48):

Yes.

Marcus Johnson (12:50):

Yeah. Building the new age data centers they call AI factories. So we're already focusing on

some other business lines.

Jacob Bourne (12:57):

Yeah. I mean, I think we're going to continue to see some strong quarters from Nvidia into

next year when it releases its Blackwell chips. And I think its biggest threat is its biggest

customers, big tech. How much are they going to still want to continue to buy these expensive

chips? I think it just depends on how well and how fast Nvidia can continue to innovate.

Marcus Johnson (13:21):

They're going to want to make their own chips to replace the expensive Nvidia ones. But also

we're trying to see if consumer demands is going to meet the industry excitement. Jacob, I

think something you were touching on, Dan Gallagher, The Wall Street Journal was thinking

that the big risk for Nvidia is if the GenAI services being propagated by folks like Microsoft,

Google, Amazon, Meta-platforms and Adobe see tepid demand from consumers and business

customers as well. Part of the problem here is what's the business model? Asa Fitch of The

Wall Street Journal pointing this out saying, "Despite the power and promise of AI, startups

are struggling to come up with a business model that can recoup the massive investment in

https://www.rev.com/transcript-editor/shared/F6KtovFml8qF6MKVJ30aMlXmjSDWnw-kJZxXO9J_naSHrodOno_NSMYBXPCALWKgrtZb22887fm4PY9HgKtzMpgOR-M?loadFrom=DocumentDeeplink&ts=768.03
https://www.rev.com/transcript-editor/shared/ieMtngHWqgs5bzZJ5upMSSKtCkNCKdoGLo1fNV6nXp7TupG4j0Umy39h5V2kptz4zOny5iZMIXxBoHMLrSRYmVco2Kw?loadFrom=DocumentDeeplink&ts=768.96
https://www.rev.com/transcript-editor/shared/-o8zKV5MRRtzjhZB-TSxNvqOtxNYoRQe1smOjAY3ck54iCFlUV_efyc5B-3ex9iKN6_M0MzMuWezO6pFsT-Thubqpsk?loadFrom=DocumentDeeplink&ts=770.429999
https://www.rev.com/transcript-editor/shared/640I8_3KNzV6_zp8uCJHaVYkNEjwsbk2noDHmwheGf3EEyufB2dtffBDO2JfxCiD7OepPB27waS5L-PJ6itXlY0HE74?loadFrom=DocumentDeeplink&ts=777.66
https://www.rev.com/transcript-editor/shared/l6Gz0mTeks7T4tc-CnNSEVIQk_2I4u9Cltac1BLh91TmraM2Ys8B4I5JRHJoEwRVEL1FHGpktHVHcTW0BkN2ASKz6Xk?loadFrom=DocumentDeeplink&ts=801.69
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hardware the technology requires." Sequoia Capital estimated in March that the industry put

$50 billion into Nvidia's chips to train large language models, but GenAI startups had only

made 3 billion in revenue. How big of a concern is that the industry hasn't figured out how to

make money yet despite all this investment?

Gadjo Sevilla (14:17):

Yeah. That and also the fact that all these companies are trying to go for on-device AI

functionality. So they're trying to rely less on the cloud and more on the devices that they

want to productize and sell around that AI halo.

Jacob Bourne (14:34):

I mean, I think that the AI demand is going to continue. The real question is how to make it

more cost-e�ective, and it does come back to the chip. Where e�cient chips that cost less in

the compute and electricity, the power standpoint will make generative AI cheaper to sell, to

make available to consumers. Remember so much of this is driven by enterprise demand, and I

think enterprise demand is only growing and eventually consumers are going to adopt it

whether they realize they're using generative AI or not.

Marcus Johnson (15:08):

Yeah. Mr. Fitchard, The Wall Street Journal also saying that companies might look for ways to

build and deploy smaller models that can be e�ective for specific tasks and don't require as

much computational firepower that depends on Nvidia's chips. So you might see that shift as

well. Gents, let's end by discussing the leader of this company. One of the folks who started

this company, Jensen Huang. So born in Taiwan, left when he was five. Age nine his family

moved to the West Coast in the US. He graduated as an electrical engineer from Oregon State

University. Got his masters from Stanford and then went on to work at US chip firm AMD

before co-founding Nvidia in '93. They started making chips, the process graphics particularly

for computer games now focusing on AI. Any thoughts on the leader of now one of the most

important and valuable companies in the world?

Gadjo Sevilla (15:59):

Yeah, I can start. I think he's a rare character that he stood with the company all this time. He

didn't acquire a company, he built this company. So it's almost similar to a Bill Gates, Steve

Jobs like relationship that he is the company in so many ways.
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Marcus Johnson (16:18):

Interesting.

Gadjo Sevilla (16:18):

So when you have that singular figure to steer you throughout the tougher times and into the

profitable times, it gives you that confidence that this is a company that's been built

thoughtfully. So I think he become the AI hardware icon of the age. So that's why a lot of

business leaders tend to listen to him and try to follow whatever roadmap he puts forth.

Jacob Bourne (16:51):

I think it's definitely in keeping with this trend we see of this archetype of a very visionary

Silicon Valley, CEO. And I think he's become somewhat of a hero among AI developers. And I

think it helps Nvidia in the long run because not only do you have AI companies that are loyally

purchase Nvidia's products, you have them locked in by the CUDA platform. But then you also

have this personality that they're drawn to that I think just helps keep the sector gold.

Marcus Johnson (17:26):

So I just want to end the lead by helping to quantify Nvidia for folks. We talked about them

where they came from, some of their competitors. But their meteoric rise despite being a

company that's been around for three decades is quite remarkable. One point here the speed

of the market cap growth. So for context, it took Apple and Microsoft about five to six years

each to go from 1 trillion to 3 trillion and took Nvidia a year. Nvidia is worth more combined in

terms of market cap, more combined than the eight other leading chip companies. So Taiwan

Semiconductor Manufacturing, ASML, Samsung Electronics, AMD, Qualcomm, Micron, Intel

and SK Hynix. And Tripp Mickle and Joe Rennison of The New York Times were noting just 12

companies have led the S&P 500 by market valuation since the index was created 100 years

ago. And some of those are AT&T, Apple, Cisco, who Gadjo mentioned, ExxonMobil, et cetera,

Walmart, and now Nvidia joins one of the 12 companies to have led the S&P 500.

(18:31):

Finally, the amount of money they're making is just extraordinary. Their revenue in the quarter,

last quarter ending in April was up 262% year-on-year. And net income was up over 600%. So

in Q1 of this year, Nvidia had a higher net income, $15 billion than Amazon, Bank JPMorgan

Chase or Warren Bu�ett's holding company giant Berkshire Hathaway. That 15 billion is 20
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times higher than the same period for them two years ago. Each of the last two years the

company's made just under 30 billion, expected to double that this year. So just extraordinary.

Hard to wrap your head around growth. But that is all we have time for the lead. We'll leave

Nvidia there.

(19:15):

Time now for the fourth quarter of the show today in other news. Just the one story, can Elon

Musk's, xAI take on OpenAI. Can Elon Musk's AI company, xAI take on OpenAI, the makers of

ChatGPT? This is a question in a recent article in The Economist. Well, the valuation and

dollars raise put xAI in the big leagues. If you're looking at those two metrics, valuation and

dollars raised as of May, 2024, xAI was the second-highest valued AI startup far behind

OpenAI, but still second and ahead of Anthropic. And it also had raised the third most capital

with over half as much as OpenAI, and three quarters that of Anthropic according to

PitchBook and company reports. But Jacob, can xAI compete with the AI superstars in your

opinion?

Jacob Bourne (20:10):

Yeah. I mean, yes and no. On the yes end of things I would say that Elon Musk certainly has the

means to track the necessary financial and human resources that you'd need to take on a

company like OpenAI that has a lot of experience and certainly a big head start on this front.

On the no end of things though, I'd say that Musk is very overextended with numerous other

business commitments, in addition to the fact that he has ongoing controversies, both

personal and professional. And I think all of that will ultimately detract from his e�orts here.

Marcus Johnson (20:46):

Yeah. I mean, Gadjo to hammer home Jacob's point in terms of him having a lot on his plate,

what being one reason why he can't. As well as xAI, his AI company, he's got to keep his eye on

Tesla, SpaceX, The Boring Company, Neuralink and X, formerly Twitter. So a lot going on.

What do you think? Do you think his company can play in the big leagues, xAI, that is?

Gadjo Sevilla (21:06):

I think they have the funding clearly, but they do not have the brain trust. OpenAI was started

by data scientists and they had a vision for how to get to responsible AGI. xAI was a knee-jerk
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reaction because he felt slighted and he wanted to have a competing product. It's as simple as

that. So you have the money, but do you have the time and the talent?

Jacob Bourne (21:37):

They were talking about a frontier technology, unexplored. And they're really working

towards this artificial general intelligence. It really takes a strong T, not just individual smart

people.

Gadjo Sevilla (21:47):

And part of AI development is you have to have a team that can say no to a lot of things. And

as we've seen from Elon Musk's company, they're his companies, there's not just enough of

that because either it isn't allowed, it isn't welcome. And I think that in the long run could be a

huge issue.

Marcus Johnson (22:09):

Yeah. And you've seen that in OpenAI with folks like Ilya Sutskever, one of the folks who

helped get that company o� the ground and was integral in making sure that AI was being

developed safely, he left and now starting his own company called Safe Superintelligence Inc.

And on whether he can compete side of things. He did co-found, Musk did co-found OpenAI

before having a disagreement with Sam Altman and leaving. But he's just one individual and to

a point, Gadjo takes a lot of folks particularly in the data science realm to compete in this

space. That's what we've got time for this episode. Thank you so much gents for a wonderful

conversation, and thank you to, Gadjo.

Gadjo Sevilla (22:46):

This was great. Thanks again.

Marcus Johnson (22:47):

Thank you to, Jacob.

Jacob Bourne (22:48):

Thanks, Marcus. Thanks, Gadjo. Thanks for having me.

Marcus Johnson (22:50):
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And thank you to Victoria who edits the show. Stuart who runs the team and Sophie does our

social media. Thanks to everyone for listening in. We hope to see you tomorrow for the Behind

the Numbers daily, an EMARKETER podcast.


