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Abstract
Over the course of the last decade, AI researchers have made groundbreaking progress in hard and longstanding problems
related to machine learning, computer vision, speech recognition, and autonomous systems. Despite the success of AI, its
adoption so far is mostly in low-risk applications, while the uptake in medium/high-risk applications, which might have a
deeper transformative impact on our society, such as in healthcare, public administration, safety-critical industries etc., is
still low compared to expectations. The reasons for such lagging are profound and range from technological limitations to
difficulties associated with the conformity assessment to policies and standards. This paper introduces and discusses the
perspectives and initiatives undertaken in these regards by the CINI AI-IS (the Italian National Consortium for Informatics,
Artificial Intelligence and Intelligent Systems) Lab at the University of Naples Federico II.
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1. Introduction
As artificial intelligence (AI) becomes increasingly inte-
grated into critical sectors such as healthcare, finance,
and transportation, the need for a more reliable and re-
sponsible deployment of AI technologies is becoming
central. This widespread application underscores the ne-
cessity for regulations and certifications to manage the
profound impact that AI systems are expected to, and
are already having, on society and individual lives, to
define the operational and developmental framework for
these technologies. The current landscape of regulations
governing AI is characterized by a diverse and evolving
framework that varies significantly across different re-
gions.In the European Union, the AI Act is a pioneering
legislative effort that aims to set a comprehensive regula-
tory framework for AI, focusing on risk assessment and
mitigation. It classifies AI systems according to their risk
levels and imposes stricter requirements on high-risk ap-
plications, particularly in critical areas such as biometric
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identification and healthcare. The United States, while
lacking a unified federal framework, sees regulatory ini-
tiatives that are more sector-specific and decentralized,
as suggested by the AI Bill of Rights1. Agencies like
the Federal Trade Commission (FTC) and the Food and
Drug Administration (FDA) have issued guidelines that
address AI’s use in consumer protection and medical de-
vices, respectively [1]. In Asia, countries like China and
Singapore have also made significant strides in establish-
ing AI guidelines, with the former working on a series of
ethics guidelines and governance principles [2], focusing
on controlling AI’s social impacts and promoting shared
norms. Singapore has been a front-runner with its Model
AI Governance Framework, which provides detailed and
actionable guidance to private-sector companies on re-
sponsible AI deployment [3].

Alongside governmental regulations, industry stan-
dards play a crucial role in shaping the AI regulatory
landscape. Organizations such as the Institute of Electri-
cal and Electronics Engineers (IEEE), the International
Organization for Standardization (ISO) and the Euro-
pean Committee for Standardization/European Commit-
tee for Electrotechnical Standardization (CEN/CENELEC)
have developed standards that provide frameworks for AI
ethics, performance, and safety. Moreover, certifications
are emerging as important tools for ensuring compli-
ance with ethical standards and regulatory requirements,
mainly with the aim of reassuring consumers, partners,
and regulators of an AI system’s adherence to accepted
norms and practices. These processes are supported by
governments across Europe, with different initiatives

1https://www.whitehouse.gov/ostp/ai-bill-of-rights/
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that are actively leveraging AI to foster innovation and
address societal challenges, implementing a variety of
policies and funding mechanisms to support AI research,
development, and integration into key sectors. Italy, in
particular, is advancing its AI initiatives through the Na-
tional Recovery and Resilience Plan (PNRR). This strate-
gic plan focuses on enhancing Italy’s digital infrastruc-
ture and capabilities in AI, aiming to improve public sec-
tor efficiency and drive economic growth. Investments
are directed towards integrating AI in public administra-
tion, healthcare, and environmental sustainability, show-
casing a robust commitment to digital transformation in
line with EU priorities.

In this paper, we will thus introduce and discuss the
perspectives and initiatives undertaken on responsible
and reliable AI by the CINI AI-IS (the Italian National
Consortium for Informatics, Artificial Intelligence and
Intelligent Systems) Lab at the University of Naples Fed-
erico II, specifically focusing on the activities involving
the members of the PICUS Lab2 as part of the AI-IS Node.
To this aim, Section 2 will describe the lab’s activities con-
cerning the AI certification and regulations, from both
a technical and an ethical perspective, while Section 3
will introduce the FAIR project, an initiative aiming to
guide frontier research for advanced AI methodologies
and techniques.

2. The role of certification and
regulations in AI

As highlighted in Section 1, the role of industrial stan-
dards as well as of independent certification procedures
is pivotal in shaping the landscape of a resilient and re-
liable AI deployment. These frameworks not only en-
sure that AI systems operate within ethical and technical
guidelines but also enhance trust and reliability in AI
applications across various sectors.

2.1. The current AI standardization
landscape

The current landscape of AI standardization is a dynamic
and complex field characterized by efforts from various
international bodies to develop and refine standards that
address the rapid advancements in AI technology [4, 5].
Key organizations like IEEE, ISO, and CEN/CENELEC
are at the forefront, each contributing to a global frame-
work that aims to ensure AI systems are developed and
deployed ethically and safely:

• IEEE: The Institute of Electrical and Electronics
Engineers is a prominent entity known for set-
ting industry standards, in various technology

2https://picuslab.dieti.unina.it/

fields. IEEE is also been working on initiatives
around ethical considerations and safety in AI
technologies. Among all, the IEEE P7000 series
[6] stands out in this regard, featuring standards
such as P7001 (which enhances transparency in
autonomous systems), P7003 (which addresses
concerns related to algorithmic bias) and P7006
(which focuses on the management of personal
data by AI agents);

• ISO: The International Organization for Stan-
dardization, in partnership with the International
Electrotechnical Commission (IEC), actively de-
velops standards that address a wide range of
issues concerning AI, such as terminology, data
quality, lifecycle processes, robustness, and bias.
These efforts aim to ensure the safety, reliability,
and interoperability of AI systems. Notable stan-
dards include ISO/IEC 23053:2022 (which focuses
on frameworks for machine learning systems),
ISO/IEC TR 24027:2021 (which focuses on bias in
AI systems and AI-aided decision-making) and
ISO/IEC TR 24028:2020 (which details the trust-
worthiness of AI, covering aspects such as robust-
ness, resilience, accuracy, and reproducibility);

• CEN/CENELEC: the European Committee for
Standardization and the European Committee for
Electrotechnical Standardization, harmonize stan-
dards across EU member states, enhancing AI
technology compliance with EU norms like the AI
Act. Currently, CEN/CENELEC has not published
specific standards that are solely dedicated to AI.
Instead, their work often integrates AI consider-
ations into broader technological and industrial
standards. They work closely with international
organizations like ISO to ensure that European
standards align with global efforts, particularly
in areas such as data quality, security, and ethical
use of technology.

2.2. Certifing AI-bases systems
Under the AI Act proposed by the European Union, na-
tional AI authorities will have significant responsibilities.
Their role will include monitoring and ensuring compli-
ance with the Act’s regulations within their jurisdictions.
These authorities will assess AI systems for adherence
to stipulated standards, particularly for high-risk appli-
cations, ensuring that these systems do not compromise
safety or public interests. Additionally, they will provide
guidance to organizations on implementing AI technolo-
gies in line with the AI Act’s requirements, enhancing the
overall governance of AI across the EU. To support this,
in the European Union several key certification authori-
ties are responsible for ensuring compliance of industry
applications with AI standards. Notably, the European



Commission itself plays a pivotal role by setting regula-
tory frameworks such as the AI Act. National bodies like
Germany’s TÜV and France’s AFNOR also contribute
significantly. In Italy, ACCREDIA is the central body
that certifies AI according to national and EU standards,
ensuring that AI systems are safe, reliable, and adhere
to the required ethical guidelines. These authorities col-
lectively uphold the integrity and trustworthiness of AI
applications across Europe.

2.3. The Naples node’s activities
Over the years, the Picus Lab has been active in the field
of responsible and reliable AI, with applications to dif-
ferent domains including cybersecurity [7, 8], genera-
tive and foundation models [9, 10], law and compliance
[11, 12], education [13, 14] and society [15, 16]. The
lab has also been active in promoting trustworthy and
human-centred AI, among which it is worth mentioning
chairing workshops series co-located with important in-
ternational conferences (e.g., HCAI-EP3, HCAI4U4) and
founding and implementing a Human-Centered AI Mas-
ter’s program (HCAIM5), a master program, co-financed
by the Connecting Europe Facility of the European Union,
developed by a consortium consisting of four European
universities, three Centres of Excellence (CoE), and three
SMEs, offering an integrated ethical, technical, and prac-
tical curriculum for understanding the construction of
AI models, their realization at an industrial scale, and the
evaluation of their long-term impact on society.

Beyond scholarly contributions, the lab is directly in-
volved in a variety of actions that underscore its commit-
ment to this vital area. These initiatives include collab-
orative participation with regulatory boards as well as
certification agencies that aim to support reliability and
responsible AI.

The lab is actively engaged with the activities of
CEN/CENELEC. Specifically, one of the lab members
(L.M.) has been appointed as one of the CINI AI-IS na-
tional experts for Uninfo6, the national standardization
body for Information Technologies and their applications
in Italy, representing and promoting the national strategy
in international standardization bodies such as CEN and
ISO, as well as UNINFO in the European Telecommuni-
cations Standards Institute (ETSI). The activities are part
of the working group JTC21, which focuses on the stan-
dardization of ethical and social implications of AI. Three
standards are currently under development in this group:
the AI Trustworthiness Framework, which will be used
for third-party conformity assessments for the AI Act;
Standards on Ethics, defining processes and competen-

3https://hcai-ep.sigcseire.acm.org/2024/
4https://sites.google.com/view/hcai4u2023
5https://humancentered-ai.eu/
6https://www.uninfo.it/

cies for AI ethicists, being advanced towards certification
in both France and Italy; and the fundamental rights
impact assessment.

Concerning the activities on AI certification procedure,
the lab is part of a project involving Accredia and the
CINI AI-IS on the study and definition of procedures
for the conformity adherence of AI-based systems to in-
ternational AI technical standards. This is crucial for
interoperability, safety, and ethical alignment across dif-
ferent industries and applications, providing a common
language and expectations for developers, users, and reg-
ulators. Given the lab expertise, the activities are focused
on adherence to the standard ISO/IEC TR 24027:2021,
focusing on bias in AI systems and AI-aided decision-
making, considering, as a case of study, the healthcare
domain. To this aim, we first conducted a thorough anal-
ysis of the standard, to better frame the concept of bias,
identifying its sources and potential mitigation actions
from a technical perspective according to the standard
itself. Subsequently, we examined the classical software
lifecycle of an AI system in the medical domain to deter-
mine the optimal insertion points for compliance checks.
Lastly, we proposed a procedure to check the adherence
to these standards, designed to assist developers in mak-
ing their products compliant, while also enabling the
certification body to quantitatively verify adherence to
the standards.

3. Resilient AI
The University of Naples Federico II (UNINA) leads the
Spoke 3, named Resilient AI, of the Future Artificial In-
telligence Research (FAIR) project, founded by Italian
PNRR. Resilient AI is encompassed within the broader
frameworks of responsible and reliable AI. In the con-
text of responsible AI, which involves considering the
ethical implications of AI technologies, resilient AI plays
a crucial role in addressing technical risks and vulnera-
bilities that may compromise ethical considerations. By
building AI systems that can withstand challenges and
adapt to changing conditions, developers enhance the
overall reliability and trustworthiness of AI technolo-
gies within an ethical framework. Similarly, within the
scope of reliable AI, which focuses on building systems
that consistently produce accurate, trustworthy results,
resilient AI complements this objective by addressing
technical challenges that may impact system reliability.
These challenges include adversarial attacks, data pertur-
bations, or system failures. By incorporating resilience
into AI design, developers can enhance the robustness
and dependability of AI technologies, thereby improving
their overall reliability.

Spoke 3 addresses the study of AI foundational method-
ologies that are aimed at processing data in-the-wild,



making the performance of AI resilient and robust in
challenging contexts. We study how learning algorithms
can cope with the problem of training with real-world
data and we devise novel theories, methods, and auto-
mated instruments to address the current limitations of
AI-intensive software system development, and also pay
attention to the ethical and legal issues that involve AI
applications in-the-wild. The research activities to be
carried out include: i) the definition of appropriate data
augmentation techniques, when data are incomplete or
not adequately representative, while analyzing, monitor-
ing, and improving the fairness of the machine learning
algorithms; ii) the definitions of algorithms that are both
resilient and robust with respect to possible external at-
tacks (also deriving from training with "malicious" data);
iii) the investigation of the implications related to the
design, validation & verification, evolution and operation
of the software that implements machine or deep learn-
ing algorithms, when they have to work in-the-wild; (iv)
the ethical and legal issues connected with the use of
real-world data.

Responsible AI endeavors to ensure that AI systems op-
erate ethically, fairly, and transparently, with due consid-
eration given to their societal impact [17]. In the pursuit
of Responsible AI, one crucial aspect lies in the metic-
ulous curation and semantic enrichment of datasets, a
process integral to the activity of dataset recognition
and semantification. Such activity delves into the cre-
ation and annotation of extensive datasets. This task is
propelled by a multifaceted approach, beginning with
a meticulous literature review aimed at identifying per-
tinent datasets across diverse domains. The distinction
between general-purpose and domain-specific datasets
lays the groundwork, with renowned repositories such as
WordNet [18] and ImageNet [19] serving as pivotal refer-
ence points. Leveraging these gold standard datasets not
only facilitates knowledge representation but also aug-
ments the semantic integration and labelling processes
in several domain, such as biology, autonomous driving,
and speech Processing. The guiding principles under-
lying this endeavor are encapsulated within the FAIR
project. Drawing inspiration from these principles, the
adoption of semantic artifacts and semantics-based tech-
niques emerges as a cornerstone strategy [20, 21]. Se-
mantification, the subsequent phase, emerges as a pivotal
process aimed at imbuing data with contextual meaning
through the incorporation of semantic artifacts such as
ontologies and knowledge graphs. The pursuit of seman-
tification yields manifold benefits, fostering a standard-
ized framework for data representation, facilitating the
harmonization of heterogeneous datasets, and furnishing
a flexible structure for entity linkage across disparate
datasets. Notably, initiatives such as the development of
ImageNet++ underscore the commitment to enriching
existing repositories, thereby fortifying the foundation

for subsequent AI endeavors. For specific domains, the
semantic integration of standard datasets, such as for
example cBioPortal[22], UniProt[23], GenBank [24] in
biology, could potentially allow to discover novel insights
and to make implicit knowledge explicit. Through strate-
gic alignments with domain ontologies and meticulous
mapping endeavors, the semantic labeling of datasets is
poised to usher in a new era of data-centric AI. Looking
ahead, the trajectory of Dataset Recognition and Seman-
tification converges with the emergent paradigm of Re-
sponsible AI, wherein data assumes a pivotal role. By
prioritizing data-centric methodologies, characterized by
outlier detection, error correction, and consensus estab-
lishment, the endeavor endeavors to foster AI systems
that are not only technically robust but also socially re-
sponsible and ethically sound.

The research activities of Spoke 3 also aim at address-
ing AI resiliency in adversarial scenarios from different
points of view, towards the design of approaches and
methodologies intended to i) detect and recover from
attacks, ii) increase the robustness of federated learn-
ing, iii) enforce privacy, iv) enforcing fairness. More-
over, in the knowledge representation area, we will de-
velop inference-proof countermeasures against attacks
to knowledge confidentiality, based on various kinds of
background knowledge and meta-knowledge.

Scenarios involving multi-task learning with missing
and/or noisy labels are included with the the aim of defin-
ing effective learning procedures. In particular, in case
of missing labels, the research activity will concern joint
training techniques exploiting the concept of label mask-
ing or other similar approaches, while in case of noisy
labels, the goal is the design of novel learning procedures
optimized for soft labels, in order to take into account
the uncertainty of the noisy annotations.

The need of handling missing or noisy data is also
present in multimodal scenarios, where multiple data
modalities should be merged to have a complete under-
standing of the phenomenon to be analyzed. Indeed, in
several domains, such as healthcare, it is not easy to have
a well-annotated dataset with paired acquisitions, con-
sisting of samples including all the modalities. As a con-
sequence, strategies to deal with incomplete data should
be introduced, making the model robust against noisy or
missing modalities. To this aim, in our research activities,
we will focus on multi-input multi-output neural net-
work, able to be flexible to the heterogeneous characteris-
tics of the input. Moreover, in the context of multimodal
learning, we will also evaluate different fusion strategies
aiming to improve the integration of multiple sources.

Dealing with Resiliet AI, the Spoke 3 will provide a
transformation in various aspects of our society by en-
abling systems and technologies to adapt, recover, and
face different challenges. Indeed, Resilient AI has the
potential to drive innovation, improve resilience, and



enhance societal well-being across various domains.
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