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Executive Summary

A good backup and recovery plan is essential for protecting your valuable data from unexpected events. This could be
anything from a hardware failure to a cyberattack or even an accidental deletion. Having a plan in place ensures you
have copies of your data stored securely and can restore them quickly if needed. This minimizes downtime, prevents
potential financial losses, and reduces the stress of data loss. In short, a good backup and recovery plan gives you
peace of mind knowing your data is safe.

This guide equips you with the best practices to build a robust backup environment based on Quantum ActiveScale®
with Veeam Backup and Replication 12.1 (VBR). We’ll walk you through the setup of a typical deployment and address
tuning parameters to ensure you get the best performance from both ActiveScale and VBR.

The Need for Backup

The digital world is full of unforeseen storms that can threaten your data, and a backup and recovery plan acts as your
umbrella and raincoat. Here’s why it’s crucial:

e Safeguards Against Data Loss: Hard drive crashes, accidental deletions, power surges—these events can wipe
out your data in an instant. Backups create copies of your data, stored securely away from the original, so you
can retrieve it if disaster strikes.

e  Combats Security Threats: Cyberattacks like ransomware can lock you out of your data, demanding a ransom
for its return. Backups ensure you have a clean, uninfected copy to restore from, minimizing damage
and downtime.

e  Protects from Human Error: We’ve all accidentally hit “delete.” Backups provide a safety net, allowing you to
recover files you’ve unintentionally erased.

e  Ensures Business Continuity: Data loss can cripple a business. A robust recovery plan minimizes downtime,
allowing you to get back up and running quickly, avoiding lost productivity and potential revenue.

e Maintains Peace of Mind: Knowing your data is safeguarded provides a sense of security. Backups eliminate
the constant worry about losing critical information.

In essence, backups are your insurance policy against the unexpected. They offer a safety net, ensuring your valuable
data is always protected and readily available, allowing you to focus on what matters most.

Solution Overview

Data centers are increasingly becoming a collection of virtualized servers. Veeam’s flagship product, Veeam Backup &
Replication (VBR), seamlessly integrates with hypervisors to back up these virtual servers without the need to deploy
backup client software on those servers. It does this by using the hypervisor API to create snapshots of the virtual
server’s disks, and then create the backup files from the snapshot. The primary advantage of this approach is that the
backup is transparent to the virtualized servers; therefore, they do not experience backup process overhead.

Quantum understands the importance of having a robust backup infrastructure for the data center. The Quantum
Solutions Team has created, deployed, and tested this reference architecture and best practices to ensure overall
reliability and integrity.

Quantum. ;
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Technology Summary

The table below lists the technology components that make up the ActiveScale/VBR solution stack outlined
in this document. The paragraphs that follow the table provide more detail on the function of these components
in the solution.

Technology Version

Quantum ActiveScale 6.3 or higher

Any ActiveScale appliance or supported

software deployments

VMware ESXi Although ESXi 7.0 was used in the deployment of
this reference architecture, any hypervisor
supported by Veeam is suitable.

Veeam Backup and Replication 12.1

Quantum ActiveScale Deployment Model

About Quantum ActiveScale

ActiveScale object storage provides a new, innovative approach to creating a simple, ‘always-on’ data repository that
scales when and how you need it to—with the extreme data durability, accessibility, and security required of petabyte-
scale growth. And ActiveScale Cold Storage reduces the cost of storing your cold data sets by up to 80% via an on-prem
S3 Glacier tier.

About Veeam Backup & Replication

VBR delivers availability for ALL workloads—uvirtual, physical, and cloud—from a single management console, extending
Veeam’s leadership position from being the best for VMware vSphere and Microsoft Hyper-V to #1 Availability for any
app, any data on any cloud. It allows customers to completely get rid of legacy backup forever and brings backup and
replication together into a single software solution.

About Storage Classes and Tiers

Both ActiveScale and VBR have the concept of storage classes or storage tiers. These classes and tiers are just a way to
indicate the type of storage being used for backup jobs. With regards to how VBR interacts with object storage, classes
and tiers can be mapped directly to an S3 storage class. The below table maps the ActiveScale Storage Classes and VBR
Tiers referenced in this document to the appropriate S3 Storage Class.

ActiveScale Storage Class VBR Tier S3 Storage Class
Active Storage Class Performance Tier S3 Standard Class

Active Storage Class Capacity Tier S3 Standard Class

Cold Storage Class Archive Tier S3 Deep Glacier Class

Note: You can assign block, NAS, or object storage to a VBR Performance Tier. However, when ActiveScale is used for
the Performance Tier, backup data will be PUT to ActiveScale’s Active Storage Class (S3 Standard Class).
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VBR Limitations

VBR has different features to protect different types of data. It also supports many types of storage to be used as
backup repositories. But not all data can be protected in any repository. It is important to understand how VBR
interacts with object storage, specifically ActiveScale, and be clear on certain VBR limitations with object-storage-based
repositories. More information on object-storage-based repositories can be found here: Object Storage Repositories

ActiveScale as a Backup Repository

ActiveScale is a storage target for VBR. When using ActiveScale as a storage target—either Active Storage Class or Cold
Storage Class—VBR will use a base object inside a bucket as a root for the backup repository. Although technically
incorrect, the VBR wizard refers to and displays that object as if it were a “folder”. It is the unique combination of
bucket/base object (folder) that VBR considers a repository. Therefore, there are no restrictions on having multiple
repositories in a single bucket. Similarly, if you choose, you could create multiple buckets—each with a single VBR
repository—if that is more appropriate for your use case. From an ActiveScale perspective, the ActiveScale architecture
is such that there is no performance benefit or penalty with either approach. Note, however, that the VBR repository
setup wizard will create the repository inside the bucket but will not create the bucket itself. The bucket must be
created in advance. The below images show the VBR repository wizard using both approaches.

Select Folder X Select Folder x

Folders: Folders:

4[5 veeam-bucket

3 veeam-bucket-1
&7 Repositery]
= veeam-bucket-2

&1 Repository
&1 Repository?
&1 Repository3 & Repository2
= veeam-bucket-3

& Repositery3

Cancel Cancel

ActiveScale as a Primary Repository

The simplest type of repository in VBR is a single storage location used as a standalone repository for a backup job. It is
referred to as a primary repository. Previous versions of VBR had more restrictions on storage types that could be used
for a primary repository. Starting with version 12, VBR allows ActiveScale to be used as a primary backup repository.

ActiveScale as a Scale-Out Backup Repository

VBR has a special repository called a Scale-Out Backup Repository (SOBR). This is a logical construct that combines
multiple backup repositories into a single repository with multiple extents. This allows for scalability, data storage
efficiency, and performance optimization. VBR allows you to define how data is moved or copied to the various
extents. The SOBR has a minimum of 2 extents but is capable of more. An SOBR will consist of 1 mandatory
Performance Tier, 1 optional Capacity Tier, and 1 optional Archive Tier. Backup data will always be written to the
Performance Tier. From there, the data will be copied, moved, and expired from the remaining extents based on VBR
rules for that SOBR.

Quantum. 5
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IMPORTANT: You may have the ability to move or copy data from one extent to another outside of VBR, for example
using ActiveScale lifecycle policies or replication. Although this may seem tempting and may be even more efficient, it
is unsupported. This will cause VBR to lose track of the data and you will have destroyed the integrity of the SOBR with
no recovery path. All data movement must be done by VBR.

SOBR Options

When creating your SOBR to leverage the VBR Archive Tier, you can choose to use 2 or 3 storage extents. The first
option pictured here is an SOBR with 3 storage extents: a Performance Tier using any suitable storage such as direct
attached storage or a NAS share, and the Capacity and Archive Tiers use a bucket in ActiveScale.

T8

Performance Tier Activescale Activescale Cold
Capacity Tier Storage Archive Tier

(10

Scale-Out Backup Repository

Another option is to use a 2-extent approach. Given the inherent durability and performance ActiveScale provides, this
is a perfectly sound approach. The below image depicts an SOBR with 2 storage extents. Because VBR allows you to use
ActiveScale’s Active Storage Class as the VBR Performance Tier, with this arrangement, backup data sets can be copied

from the Performance Tier directly to the Archive Tier without the need for a Capacity Tier.

—~ .
7

ActiveScale ActiveScale Cold
Performance Tier Storage Archive Tier

Scale-Out Backup Repository

Reference Architecture

The reference architecture and setup described in this document are based on a typical environment with a primary

location and remote site for disaster recovery. A combination of high-performance block storage (Quantum QXS™ or
Quantum Myriad®) along with ActiveScale’s Active and Cold Storage Classes are used to ensure data is protected and
rapidly available for the short to medium term and secured on low-cost Cold Storage for the long term.

At the primary location, for rapid backup and recovery, backup jobs should use an SOBR that uses high-performance
block storage for the short-term Performance Tier to allow for rapid recovery of the most recent backup. The SOBR

Quantum. 6
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should use ActiveScale’s Active Storage Class as the Capacity Tier for medium-term storage, and finally ActiveScale’s
Cold Storage Class as the Archive Tier for long-term storage.

Because the remote site is intended for disaster recovery, high-performance block storage is not used. Rather,
a 2-extent SOBR is used with ActiveScale’s Active Storage Class as the Performance Tier and its Cold Storage Class as
the Archive Tier.

Based on user-defined parameters, Active Class and Cold Storage Class become the permanent storage repository for
all but the most recent backups. In the event a restore is needed from these archived backups—whether it be an
individual file or an entire data center—VBR will restore directly from ActiveScale, eliminating the need to rehydrate
the backups to the primary storage.

Quantum
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Veeam Backup Copy
to Remote Site

Basic ActiveScale/VBR Workflow Configuration

To create the VBR workflow described above, we will define an SOBR in the primary site that contains 3 storage extents
or tiers: high-performance block for the Performance Tier, Active Storage Class for the Capacity Tier, and Cold Storage
Class for the Archive Tier. At the remote site, an SOBR with 2 extents will be defined. This site will use Active Storage
Class as the Performance Tier and Cold Storage Class as the Archive Tier. The remote SOBR, being used for disaster
recovery only, will not use high-performance block storage.

The following steps will walk you through creating ActiveScale buckets, the SOBRs, and the VBR jobs required for the
above workflow.

Quantum. ;
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This document assumes the reader is familiar with VBR and knows how to create backup repositories and an SOBR. For
more detailed instruction on how to create repositories and SOBRs, refer to the following How-To Guide:
ActiveScale Cold Storage as a VBR Archive Tier

Note: The above is hosted internally at Quantum. If required, your Quantum contact can provide you with
the document.

Considerations

There are no special ActiveScale configuration considerations. Veeam, however, will not create a bucket. The bucket(s)
to be used by Veeam must be created in advance using the ActiveScale GUI or any S3 tool that can create buckets.

There are important VBR considerations when using ActiveScale as a VBR backup repository. VBR supports
ActiveScale’s Active Storage Class as a backup target. VBR also supports ActiveScale’s Cold Storage Class as an Archive
Tier repository. However, the Archive Tier has limitations; for example, the Archive Tier is not a standalone
repository—it must be an extent of an SOBR. Also, not all VBR features support the Archive Tier; for example, VBR has
a feature called Unstructured Data Backup designed to protect NAS storage. Because this feature has an instant
recovery option, high-latency storage such as the VBR Archive Tier is not supported. More on unstructured data and
the Archive Tier later.

VBR does support ActiveScale versioning and object-lock features, but it does not support ActiveScale lifecycle policies.
To keep the VBR database in a consistent state, it must assign retention periods and be the entity that deletes expired
objects. Therefore, VBR supports versioning on a bucket only when Object Lock is enabled as well.

VBR does not support ActiveScale replication.

Creating Buckets in ActiveScale

1. Atthe primary location, log into ASView and select Create Bucket.

* Quantum. rstvescse View

2. Enter the desired bucket name.

Create New Bucket

Bucket Name @

veeam
Version ing&
() Keep multiple versions of an object in the same bucket

Object Lock @
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3. Ifthe bucket is to be used with the VBR immutability feature:
a. Enable Versioning
b. Enable Object Lock
c. Ensure a default retention period is not specified
d. Click Create to complete the Bucket Creation Wizard

Create New Bucket

Bucket Name @
veeam

Versioning ©

Keep multiple versions of an object in the same bucket
Object (7
ow objects in this bucket to be locked

Dei tention period: @

Year(s) Day(s)

\

e |

Note: VBR has an internal retention feature that leverages ActiveScale Object Lock. However, ActiveScale
lifecycle policies are not supported. To keep the VBR database in a consistent state, it must assign retention
periods and be the entity that deletes expired objects. Therefore, when enabling Object Lock, do not assign a
default retention period. Also, keep in mind that VBR does not support the use of retention on a bucket that
does not have Object Lock enabled.

4. Confirm bucket properties by selecting the newly created bucket in ASView.

Jsar Permissions

Versioning 2-5ite Replication
Kiesir) rwitiple versions of an ctiect in the Auromane corying of obiects o second
T buckst site
bled
Object Lifecycle Object Lock

Alow oigects in this bucksl 1o ba incked

Marage Mecycls ol abjects in tha bucket

5. Repeat this procedure on the ActiveScale system at the remote location.
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Create the SOBR - Local

Provisioning Veeam entails creating the 3 backup repositories to be used as the 3 extents of your SOBR and creating
the SOBR itself. There are a few things to watch for when creating the SOBR, so go through the following operations to
correctly provision Veeam.

Note: When creating the ActiveScale repositories, you can use the same bucket or different buckets. There is no
performance impact either way.

Create the 3 Repositories to be Used in the SOBR
1. Create arepository to be used for the Performance Tier of the SOBR. Feel free to create a block based
repository for the Performance Tier that is convenient for you.

2. Create a repository to be used as the Capacity Tier in the SOBR. This repository should be of type S3
Compatible (not S3 Compatible with Data Archiving). The repository creation wizard default options are OK
for this repository.

S3 Compatible

Select the type of 53 compatible storage you want to use as a backup repasitory.

l!_% 53 Compatible ’

Adds an 53-compatible object storage. We will autematically detect if the object storage system implements
Smart Object Storage API.

F 53 Compatible with Data Archiving
¢ Adds an S3-compatible abject storage system that implements the archiving extension of the Smart Object
Storage API.

3. Create a repository to be used as the Archive Tier in the SOBR. This repository should be of type S3
Compatible with Data Archiving. The repository creation wizard default options are OK for this repository.

S3 Compatible

Select the type of 53 compatible storage you want to use as a backup repository.

iu 53 Compatible

W' Adds en 53-compatibli object storage. We wil automatically detect if the object storage system implements
Smart Object Storage AP.

F 53 Compatible with Data Archiving ’
¥ Adds an 53-compatible object storage system that implements the archiving extension of the Smart Object
Storage API.

Create the SOBR for the Local Site
1. Create the SOBR using the Add Scale-Out Backup Repository wizard.

2. Assign the Performance Tier using the Performance Tier repository created earlier, accepting the
wizard defaults.

3. Inthe Capacity Tier section, you must indicate that you want to scale out to object storage by checking the
Extend scale-out backup repository capacity with object storage checkbox.

Quantum. 10
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New Scale-out Backup Repository X
Capacity Tier

Specify object storage to copy backups to for redundancy and DR purposes. Older backups can be moved to object storage

- Ij_E_t! completols Jo wedice Song:berm vebintion casts whike peesenving the ability 1o restors diecily o lfloaded backups.

Name Extend scale-out backup repository capacity with object storage: \

Performance Tier |CEPECiﬁ]’ ‘ Choose...

[] Copy backups to object storage as soon as they are created

Create additional copy of your backups for added redundancy by having all backups copied to
m the capacity tier as soon as they are created on the performance tier.
Move backups to object storage as they age out of the operational restore window

Reduce your long-term retention costs by moving older backups to object storage completely
while preserving the ability to restore directly from offloaded backups.

Placement Policy

Archive Tier

SminaTy Move backup files older than 14 |- days (your operational restore window) Override...

[] Encrypt data uploaded to object storage

Manage passwords

Health check: Monthly

< Previous Next > Finish Cancel

4. You can choose when backups should get copied to the Capacity Tier (ActiveScale’s Active Storage Class).
You can choose to age them out of the Performance Tier after some period of time or copy them to the
Capacity Tier immediately. To get backups safely stored on ActiveScale as soon as possible, it is

recommended you check the box indicating you want to Copy the backups to Capacity Tier as soon as they
are created.

The following Capacity Tier section tells VBR to make a safe copy of backups to ActiveScale immediately, but
not to purge them from the Performance Tier for 14 days. You can choose to leave a copy of backups in the
Performance Tier for the number of days that is appropriate for your use case.

New Scale-out Backup Repository X

Capacity i
Specify object storage to copy backups to for redundancy and DR purpeses. Older backups can be moved to object storage
m‘E‘r:‘ completely it reuce R Lorn ebbntion costs while preserving e akiliy 16 iesbore divectly frosm oitloaded bacKims.

&
[

Name Extend scale-out backup repository capacity with object storage:

Performance Tier |Capa:rty Choose...

Copy backups to object storage as soon as they are created

Create additional copy of your backups for added redundancy by having all backups copied to
m the capacity tier as soon as they are created on the performance tier.
[l Move backups to object storage as they age out of the operational restore window

Reduce your long-term retention costs by maving older backups to object storage completely
while preserving the ability to restore directly from offloaded backups.

Placement Policy

Archive Tier

Summary Move backup files older than (14 |2 days (your operational restore window) Override...

[] Encrypt data up\oad:d}d storage

Manage passwords

Offload window: Any time Health check: Monthly

< Previous Next > Finish Cancel

5. Inthe Archive Tier section, you enable offloading to ActiveScale Cold Storage by selecting the checkbox next
to Archive GFS full backups to object storage. You then add a repository that was created with the type
S$3 Compatible with Data Archiving.

Quantum. "
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VBR does not simply copy objects from the Capacity Tier to the Archive Tier. Rather, it identifies backups
that are eligible for archiving. From those backups, it creates Grandfather Father Son (GFS) restore points.
It’s the GFS restore points that get PUT to the Archive Tier. Eligible backups are closed backup chains that
are older than the value assigned in the Archive Tier section of the wizard.

For more information on VBR GFS policies, refer to the following link: VBR GFS Policies

Mew Scale-cut Backup Repository x

Archive Tier

Specify object storage to archive your backup files to. This reduces your lang-term retention costs, while increasing the restore
C trﬂ—m ime \
Name Archive GFS full backups to object storage:

Performance Tier Archie v | Add.

Placement Palicy Archive GFS backups olderthan 7 |2 days Storage...

Capacity Tier ,

Summary

< Previous Apply - Cancel

6. Before proceeding, there are options that can provide cost benefits when archiving to a public cloud
provider. These options don’t make sense when archiving to ActiveScale Cold Storage. While still in the
Archive Tier section, click on the storage button. You will be presented with 2 storage setting options.
Uncheck both options and click OK.

Archive Tier
Specify object storage to archive your backup files to. This reduces your long-term retention costs, while increasing the restore

lj—h time.

Name Archive GFS full backups to object storage:

Archive v Add...

Performance Tier

Placement Palicy Archive GFS backups olderthan |7 - days ’

Capacity Tier

Storage Settings X

[[] Store archived backups as standalone fulls

Summary To reduce storage costs, we store each backup as a delta from the previous one. For the
long-term archive relizbility considerations, you may instead choose to store each backup as a
standalone full, without any dependencies on previous backups.

[] Archive backups only if the remaining retention time is abave minimal storage period
Avoid processing costs and penalties associated with early data deletion by not archiving
backups which will have to be deleted before the minimum storage period expires.

Minimum storage duration for the selected repository: 90 days

A

< Previous Apply Finist Cancel

7. At this point you can complete the wizard, accepting the defaults.

Quantum. "
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Create the SOBR — Remote
Create 2 Repositories to be Used in the SOBR for the Remote Site

1. Create 2 repositories using bucket(s) on the ActiveScale system at the remote site: 1 repository of type
$3 Compatible which will be used as the Performance Tier, and 1 repository of type $3 Compatible with
Data Archiving to be used as the Archive Tier.

Create the SOBR for the Remote Site
1. Create the SOBR using the Add Scale-out Backup Repository wizard.

2. Assign the Performance Tier using the Performance Tier repository created for the remote site.

3. Inthe Capacity Tier section, leave the Extend scale-out backup repository capacity with object storage
checkbox unchecked. Click Next to move to the Archive Tier section.

Edit Scale-out Backup Repository x

Capacity Tier

Specify object storage to copy backups to for redundancy and DR purposes. Older backups can be moved to object storage
G_E_E completgly to reduce long-term retention costs while preserving the ability to restore directly from offloaded backups.

Name N [[] Extend scale-out backup repository capacity with object storage:

<Click Chooseto pick object storage>

Performance Tier

Archive Tier

Summary

114 | 2]l day= tvour operational sestors win Overide,

Manage passwords

Offload window: Any time \ Health check: Monthi

< Previous Next > Finish Cancel

4. Inthe Archive Tier section, assign the repository you created for the remote site Archive Tier, and set the
GFS policy the same as was created for the local site.

Archive Tier

Specify object storage to archive your backup files to. This reduces your long-term retention costs, W}Qng the restore
i e
Name Archive GFS full backups to object storage:
Performance Tir RemoteArchive ~ Add.
CopaciiyTics Archive GFS backups olderthan [0 |2 days
Storage Settings X
Summary

[] Store archived backups as standalone fulls
To reduce storage costs, we store each backup as a delta from the previous one. For the
long-term archive reliability considerations, you may instead choose to store each backup as a
standalone full, without any dependencies on previous backups.

[ Archive backups only if the remaining retention time is above minimal storage period
Avoid processing costs and penalties associated with early data deletion by not archiving
backups which will have to be deleted before the minimum storage period expires.

Minimum storage duration for the selected repesitory: 90 days

o

< Previous Apply Finish Cancel

5. At this point you can complete the wizard, accepting the defaults.

Quantum. .
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Create the Backup Job

Creating a Backup Job that uses ActiveScale with the above SOBR is mostly straightforward. During the Backup Job
creation, you can achieve significant performance benefits by increasing the block size Veeam uses when writing data
to ActiveScale.

1. Start the Backup Job wizard by creating a new Backup Job.

2.  Work through the wizard until you reach the Storage section. Select the SOBR that was created for the local
site. At this point, click on Advanced.

New Backup Job X

= I j  Storage
- Specify processing proxy server to be used for source data retrieval, backup repository to store the backup files produced by
m this job and customize advanced job settings if required.

e Bk
[ Automatic selection Choose...
Virtual Machines
e
— [ SOBR (Created by WIN-TIQQRFV1050\Administrator at 3/25/2024 207 PM,) v
et Py S 248TBfreccf240T8 Bl Bk

[] Keep certain full backups longer for archival purposes Configure..
Summary ) .

[] Configure secondary destinations for this job
Copy backups produced by this job to another backup repository, or tape. We recommend to make
at least one copy of your backups to a different storage device that is located off-site.

Advanced job settings include backup mode, compression and deduplication, block
size, notification settings, automated post-job activity and other settings.

<Previous || Next> Finish Cancel

3. You will be presented with an Advanced Settings window. On the Advanced Settings window, select the

Storage tab.
New Backup Job b4
Starage
- Specify processing proxy server to be used for source data retrieval backup ri fi to store the backup files produced by
m this job and customize advanced job settings if require{ Advanced Settings x
o Eaeoy povicy: Backup | Maintenance | Storage | Notifications | vSphere | Integration | Scripts
Automatic selection Backup mode
Virtual Machines (O Reverse incremental (: )
Backup repository: Increments are injected in full backup file, so that the latest backup

I [coon ouciny || e anors o oW ot s

@® Incremental (recommended)

Guest Processing = 248TBfreeof 249TB Increments are saved into new files dependent on previous files in the
. = chain. Best for backup targets with poor random I/O performance.
S rechise Retention policy: [ Create synthetic full backups periodically on:

Saturday Configure..

Keep certain full backups lor)
O ) P P Active full backup

[] Create active full backups periodically on:

Summary

[ Configure secondary desting|
Copy backups produced by
at least one copy of your ba:

Advanced job settings include bj
size, notification settings, autom|

Save As Default oK Cancel
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4. Onthe Storage tab, change the storage optimization block size from the default 1MB to 4MB. Click OK to
save the block size setting.

New Backup Job *

Storage
- Specify processing proxy server to be used for source data retrieval backup repository to store the backup files produced by
m this job and customize advanced job settings if required Advanced Settings X

Backup proxy: | Backup | Maintenance | Storage | Notifications | vSphere | Integration | Scripts

Automatic selection Data reduction

Enable inline data deduplication (recommended)

Name

Virtual Machines

Back itory:
_ e Exclude swap file blocks (recommended)
SOBR (Created by WIN-T7QOR] Exclude deleted file blocks (recommended)
Guest Processing = 24878 free of 24978 Compression level:

) ! Ophimial {recommended) v
Retention polic - |: ‘
e policr 7 T |

Provides for the best compression to performance ratio, lowest backup proxy
CPU usage and fastest restore.

[] Keep certain full backups lor)

Summary Storage optimization:

) [e <]
L] Configure secondary destina| Required for processing machines with disks larger than 100TB. Reduces
Copy backups produced by dedupe ratio and increases the size of incremental backups.
at least one copy of your bal

Encryption
[ Enable backup file encryption

Add...
Advanced job settings include bj
size, notification settings, autom

Save As Default| oK Cancel

5.  When using the Archive Tier, VBR creates GFS restore points and writes those restore points to ActiveScale’s
Cold Storage Class. To enable this feature, check the box next to Keep certain full backups longer for archival
purposes. Then click Configure to define the GFS policy.

New Backup Job X

Storage

- Specify processing proxy server to be used for source data retrieval, backup repository to store the backup files produced by
m this job and customize advanced job settings if required.

Mamis Backup proxy: )
| Automatic selection Choose..,
Virtual Machines i
Backup repository:
_ | SOBR (Created by WIN-T7QQRFV1059\Administrator at 3/25/2024 2:07 PM.) ~ |
Guest Processing = 248TBfreeof 249TB Map backup
Retention po!iq,l:| 7 : | | days o | o
Schedule
Keep certain full backups longer for archival purposes
Summary

GFS retention policy is not configured

[] Configure secondary destinations for this job
Copy backups produced by this job to another backup repository, or tape. We recommend to make
at least one copy of your backups to a different storage device that is located off-site.

Advanced job settings include backup mode, compression and deduplication, block

size, notification settings, automated post-job activity and other settings. L ponce |

<Previous || Next> Finish Cancel
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6. You are presented with a Configure GFS dialog. In this example, once a week on Sunday, VBR will look for
eligible backups, create a GFS restore point from those backups, and write them to ActiveScale Cold Storage.

Storage
Specify processing proxy server to be used for source data retrieval, backup repository to store the backup files produced by

m this job and customize advanced job settings if required.

Mame Backup proxy:
5 Choose...

Virtual Machines Coniire GFS
_ Keep weekly full backups for: weeks -
iy o Map backup

If multiple full backups exist, use the one from:

Guest Processing
[[] Keep monthly full backups for: months
Schedule v
Use weekly full backup from the following week of a month:
Configure...
years

Summay [] Keep yearly full backups for:
Use monthly full backup from th ing month: a
We recommend to make
Gl Lot

Save as default|

Advanced job settings include backup mode, compression and deduplication, block Aanceil

size, notification settings, automated post-job activity and other settings.

Finish Cancel

< Previous Next =

7. Continue with the wizard, accepting the defaults.

Create the Backup Copy Job

1. From the VBR console, start the Backup Copy Wizard.

Import Export Security &

Tk AR LS ©

=1 -
Backup Replication CDP Backup Copy SureBackup Restore Failover
Job ~ Job~ Policy~ | Copy Job~ Job b4 Plan~  Backup Backup Compliance
Primary Jobs Secondary Jobs Restore Actions
Home
a Jobs Name T Type
'3.FIE Backup -@5 RemoteCopy Backup Co
{E Backup Copy
4 E‘E_' Backups
¥ Disk

% Object Storage
i Object Storage (Copy)
Eﬂa; Capacity Tier
2= Archive Tier
4 [ Last 24 Hours
@ Success
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2. Give the Job a name and select the copy mode that is appropriate for your use case. In this case, mirroring
was selected. This will cause a copy to take place immediately after the original Backup Job completes.

Edit Backup Copy Job RemoteCopy *

_w_ Job

Backup copy job efficiently creates local and remote copies of your backups, making it easy to maintain multiple copies of your
data. Type in a name and description for the job, and specify backup copy interval.

:

RemoteC
Objects

Description:
Target Created by WIN-TTQORFV105%\Administrator at 4/3/2024 4:22 PM.
Data Transfer
Schedule

Summary \ Copy mode:
®) Immediate copy (mirroring)

Copies every restore point as soon as it appears in the primary backup repository. This mode will
copy all backups created by selected backup jobs, including transaction log backups.

(O Periodic copy (pruning)

Periodically copies the latest available restore point only. This mode also allows for selecting
which backups to process, enabling you to further reduce bandwidth usage.

< Previous Next > Finish Cancel

3. Select Add, then From jobs..., and then select the Backup Job used for the local site.

Edit Backup Copy Job RemoteCopy X
_w_ Objects
= Add cbjects which backups should be mirrored to the target repository. Immediate backup copy job will process image-level
= and transacticn log backups.
Job Objects to process:
Name Type Size | Add... |
p
Q LocalCopy VMware Backup Job 415 GB Remoyve
Target
Data Transfer From jobs F
Schedule From repositories..
Summary
I Recalculate |
Total size:
415 GB
[] Include database transaction log backups (increases bandwidth usage)
< Previous ([ Next > | Finish | I Cancel
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4. Inthe Target section, select the SOBR that was created for the remote site. Define the retention and GFS
policies as you did with the local site SOBR. Finally, check the box next to Read the entire restore point from
source backup instead of synthesizing it from increments.

Edit Backup Copy Job RemoteCopy *

w Target
=V Specify the target backup repasitory, number of recent restore paints ta keep, and the retention policy for full backups. You
«can use map backup functionality to seed backup files.

s Backup repository:
~ | Remote (Created by WIN-T7TQQRFV1059\Administrator at 4/3/2024 4:18 PM.) ~
e S 135TBfrecof 15718 Map bachup
Data Transfer Keep certain full backups longer for archival purposes Configure...
1 weekly
Schedule

‘ Read the entire restore point from source backup instead of synthesizing it from increments.

Summary

Advanced settings include health check and compact schedule, notifications settings,
and automated post-job activity options.

T [ Cone

Advanced...

5. Inthe Schedule section, define scheduling that makes sense for your use case.

Edit Backup Copy Job RemoteCopy X

_* Schedule
=

Specify the backup copy job schedule.

Job This job can transfer data:
[0} Any time (continuously}

Objects
O During the following time periods anly:
Target « .
Dista Traneher 12z 2 4 6 g 10 ;2 2 4 6 & 10 12
1 3 s 7 9 | n 1 3 5 el [ ] [
| schesse
Summary Monday
Tuesday
‘Wednesday
Thursday
Friday
Saturday

B Enabled Disabled

<previous | [ Apply || Finish Cancel

6. Complete the wizard.
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Verify the Workflow

After setting up the Repositories, Backup Job, and Backup Copy Job, you can run the Backup Job and expect a workflow
as described here:

1. VBRcreates a backup data set and writes it to the Performance Tier at the local site.

1. Backup to Local
Perfarmance Tier.

Vessm Backup Capy
termate Site

2. The Primary Site SOBR was created such that it will immediately make a copy of the backup data to the local
Capacity Tier. At the same time, the Backup Copy Job was set to Immediate Copy (mirroring), so the backup
data in the local Performance Tier will get copied to the remote Performance Tier.

Activescale Cold Storaga

| ¢
il

[

L)

Primary Site

1. Backup to Local
Performance Tier.

2. Offload to Lacal
Capacity Tier.
Copy to Remote
Performance Tier.

Veeam Backup Capy
to Remote She

3. GFS policies will create restore points for eligible backups once weekly on Sunday. These restore points will
be written to ActiveScale Cold Storage at both sites.

ActiveScale €0l Storage
Arehive Thor

Quantum
axs/ox/tyriad
Performance Tier

T

Brimary Site

B
ey

i
i

o
.
Activescals
apcity Tior

il

1. Backup to Lacal
Performance Tier.

2. Offload to Local
Capacity Tier.
Copy to Remote
Performance Tier.

3. GFS policies write
restare points to
Archive Tiers. Vasam Backun Copy

s

Quantum. 19
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4. Retention policies will age backups out of the Performance Tier after 14 days.

1. Backup to Local
Performance Tier.
Offload to Local
Capacity Tier.
Copy to Remote
Performance Tier.
GFS policies write
restore points 1
Archive Tiers.

. Backups age out of
Performance Tier.

o

w

=

The above workflow is a result of how the example Repositories, Backup Job, and Backup Copy Job were created. Your
retention and GFS policies should be adjusted for your use case.

Unstructured Data

There is some confusion around how VBR works with unstructured data. Veeam defines unstructured data as: contents
of SMB (CIFS) and NFS file shares, Windows and Linux-based file servers, NAS filers, and object storage systems. In
other words, they are the individual files and/or objects that reside in a file or object storage system. Backing up
unstructured data is different than backing up entire servers or virtual machines as was done in the examples above.

VBR has a feature called Unstructured Data Backup, described here:

Unstructured Data Backup

This feature is designed around file-level backup and the ability to quickly restore files. Therefore, high-latency storage
repositories, such as tape and the Archive Tier (ActiveScale’s Cold Storage Class), are not supported. However, the
Unstructured Data Backup feature does support object storage when used as a Performance Tier or Capacity Tier.

There is another feature of VBR called Unstructured Data Backup to Tape, described here:

Unstructured Data Backup to Tape

Despite similar naming, this is completely different than Unstructured Data Backup. This feature does allow the backup
of files to tape but does not support the Archive Tier.

The reason for this is that VBR does not write individual files or objects to the Archive Tier. It writes GFS restore points.
So, as of Version 12.1, unstructured data sources cannot take advantage of ActiveScale Cold Storage in a way that is
supported by Veeam.

More information on working with unstructured data can be found here:

Working with Unstructured Data

Quantum. 2
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Performance Tweaks

You can achieve a significant increase in both backup and restore performance by making a few changes from the
default environment. In a nutshell, you want Backup Jobs to use VBRs largest block size and you want to spread VBR
tasks over all available ActiveScale public interfaces. To take advantage of multiple ActiveScale interfaces, you can
either create many different Backup Jobs or do some type of load balancing like DNS round robin.

Note: The graphs in the below sections should not be considered performance benchmarks. Rather, the intent is to
demonstrate the performance benefits when following the below recommendations.

Increase VBR Block Size

Increasing the block size VBR uses is done during the Backup Job creation. The maximum block size VBR supports is
4 MB. This is explained in step 4 of the Create the Backup Job section of this document here: Create the Backup Job

The Backup Copy Job will use the same block size as the Backup Job.

The below graphs demonstrate the benefit of increasing the VBR block size.

Effects of VBR Block Size

VBR Block Size: 1 MB

Throughput Write
250 MBs
200 MBS
150 MBs
100 MBs
50 MBs.

08s
1420 1430 14:40 14:50 1500 15:10

min max avg cumrent
Site : RO1 : Site’-R01-CO1-CMBO1 08Bs  2269MBs  183.9MBs  0Bs

Site : RO1 : Site1-RO1-CO1-CMB02 08s 74188 46Bs  48Bs

Throughput Read
500 MBs
600 MBs
400 MBs
200 MBs

. 1518 1520 1522 1524 1526 1528 1530 1532 1534 1536 1538
min max avg cumrent
Site1: RO1 : Site’-R01-CO1-CMBO1 0Bs  641MBs  457MBs  OBs
Site: RO : Site-R01-CO1-CMB02 08s 4kBs 878s  0Bs

nnnnn

VBR Block Size: 4 MB

Throughput Write
400 MBs
300 MBs
200 MBs
100 MBs

08s
1025 10:30 1035 10:40 10:45 10:50 1055

min max avg  cumenmt

Sitel < RO1 : Site1-RO1-COT-CMBOT 0Bs  364MBs  207MBs  216KkBs

Site : ROT : Site1-R01-COT-CMBOZ 0Bs 65285 418s 0Bs

Throughput Read ~
1.00 GBs
750 MBs
500 MBs
250 MBs

08s
16:06 16:08 16110 1612 1614 1616 1618 16:20 1622 1624

min max avg cumeat

Site1 : RO : Site1-RO1-CO1-CMBO1 0Bs  695MBs  S563MBs  OBs

Site1 : RO : Site1-RO1-CO1-CMBO2 0Bs TkBs 1458s 0B

Load Balancing

ActiveScale does and always has supported strong consistency. Therefore, load balancing is a viable option to spread

workload across ActiveScale’s public interfaces. If a production-worthy load balancer is available, it is the

recommended way to maximize I/0 bandwidth between VBR and ActiveScale. If a load balancer is not available, DNS

round robin is an alternative.
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DNS Round Robin

VBR performs hostname resolution at the beginning of each task. So, when using DNS round robin, each task will
resolve the DNS name for ActiveScale and use the address returned. That address will then be used for the entire task.

For example: A backup is a task. A Backup Job that backs up a single VM will resolve the hostname, get the address,
and write the backup data to ActiveScale using that address and that address alone. A Backup Job that backs up 6 VMs,
depending on how addresses are returned from the name resolution, may use up to 6 different addresses, resulting in
a much better distribution across the ActiveScale interfaces.

Another consideration when using DNS round robin is Time to Live (TTL). This setting tells the local DNS cache how long
a hostname address is valid. If the local cache has a valid IP for the hostname, it will not go back to the DNS server for
name resolution, which has a negative impact on DNS round robin. Therefore, when using DNS round robin, it is
recommended to disable DNS cache on the local VBR proxy.

The below graphs demonstrate task distribution across ActiveScale nodes with various DNS settings.

Round Robin Distribution Effect of TTL and DNS Cache
VBR Block Size: 4 MB
DNS TTL: Default
Local DNS Cache: Default
Throughput Write Throughput Read ~
400 MBS 1.00GBs
300 MBs 750 MBs
200 MBs 500 MBs
100 MBs 250 MBs
08s Bs
1025 1030 1035 10:40 10:45 1050 1055 1606 1608 1610 1612 1614 1616 1618 16:20 1622 1624
min max avg  eumem min max avg current
Sitel  RO1 : Site1-RO1-CO1-CMBOT 0Bs  364MBs  297MBs  216kBs Site: RO1 : Site1-R01-CO1-CMBO1 0Bs  B96MBs  S63MBs  OBs
Sitel :RO1 : Site1-R01-CO1-CMB02 0Bs  652Bs £18s 08s Site: RO : Site1-R01-COT-CMB02 08s TkBs 14585 0Bs
it 1D+ Qa1 DATANOLRNT noe fume aanne nne i DM+ Gita1.DMTNAMAN e Avme 47Re  nne
VBR Block Size: 4 MB
DNS TTL: 1 Second
Local DNS Cache: Default
Throughput Write Throughput Read
600 MBs 15GBs
400 MBs 1.0 GBs
200mBs 500 MBs
08s 08s
11:20 1125 1130 135 11:40 11:50 1152 158 1156 11:58 1200
min max avg cument min max avg curent
Site : RO1 : Site1-RO1-COT-CMBO1 0Bs  207MBs  133MBs  68Bs Site1 : ROT : Site1-R01-C01-CMBO1 08s 8kBs  267Bs  0Bs
Site: RO1 : Site1-RO1-CO1-CMB02 1008s  354MBs  266MBs  7kKBs Site1 : ROT : Site-R01-CO1-CMB02 0Bs  870MBs  617MBs  67Bs
et BAT et BATAATAMABAS aB. ancuan PSP Sia BN+ QHatBTANT.AMRN ARe  miamme  enomme  nRe
VBR Block Size: 4 MB
DNS TTL: Default
Local DNS Cache: Disabled
Throughput Write Throughput Read
800 MBs 1568s
600 MBs
10G8s
400 MBs
200MBs IS
08s
1024, 626 1028 g2 10:42 049 048, 10:48 e 10:56 10:57 10:58 10:59 11:00 1:01 11:02 11:03 11:04 11:05 11:06
e max Smy emmens min max avg current
Site : RO : Site1-RO1-COT-CMBO1 0Bs  332MBs  201MBs  7kBs Site1 - ROT : Site1-RO1-COT-CMBO1 0Bs  $14MBs  330MBs  OBs
Site - RO1 : Site1-R01-CO1-CMBO2 0Bs  325MBs  201MBs  48Bs Site1 : RO : Site1-R01-CO1-CMB02 0Bs 646MBs  330MBs  67Bs
et BAT L ShatBATANAMENS ARe  seaMRe  snAMEe  ARe a1 DN © QiatDNTAATAAAGN Ame  cA7MBe  fanume  noe
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Summary

By implementing the best practices outlined in this guide, you can harness the combined strengths of Quantum
ActiveScale and Veeam Backup & Replication to create a robust and efficient data protection solution. This will ensure
your critical data is always protected, minimize downtime in disaster scenarios, and provide peace of mind for your
organization. Remember, these best practices are starting points, and you can adapt them to your specific needs and
environment. Regularly review and update your backup strategy to ensure it continues to meet your evolving data
protection requirements.

References

The documents below were referenced to configure the software and systems for validation of this
reference architecture.

' DocumentTite Download URL \
ActiveScale S3 API Reference Guide Link to Document
ActiveScale OS Admin Guide Link to Document
Veeam User Guide for VMware vSphere Link to Document
Working with Unstructured Data Link to Document
Limitations for Scale-Out Backup Repositories Link to Document
Archive Tier Support Link to Document
Archive Tier Limitations Link To Document

Quantum delivers end-to-end data management solutions designed for the Al era. With over four decades of
experience, our data platform has allowed customers to extract the maximum value from their unique,
unstructured data. From high-performance ingest that powers Al applications and demanding data-intensive
workloads, to massive, durable data lakes to fuel Al models, Quantum delivers the most comprehensive and cost-
efficient solutions. Leading organizations in life sciences, government, media and entertainment, research, and
industrial technology trust Quantum with their most valuable asset — their data. Quantum is listed on Nasdaq
(QMCO). For more information visit www.quantum.com.
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