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Abstract

We show that circumscription can be used to extend descrip-
tion logics (DLs) with non-monotonic features in a straight-
forward and transparent way. In particular, we consider ex-
tensions with circumscription of the expressive DLsALCIO
andALCQO and prove that reasoning in these logics is de-
cidable under a simple restriction: only concept names can
be circumscribed, and role names vary freely during circum-
scription. We pinpoint the exact computational complexity of
reasoning as complete for NPNEXP and NEXPNP, depending
on whether or not the number of minimized and fixed predi-
cates is assumed to be bounded by a constant. We also show
that we cannot allow role names to be fixed during minimiza-
tion rather than having them vary: this modification renders
reasoning undecidable already in the basic DLALC. Finally,
we argue that non-monotonic DLs based on circumscription
are an appropriate tool for modelling defeasible inheritance.
In particular, we can avoid the restriction of non-monotonic
reasoning to domain elements that are named by an individual
constant, as adopted by other non-monotonic DLs.

Introduction
Description Logics (DLs) are descendents of frame based
systems and semantic networks (Minsky 1975; Quillian
1968). Their main improvement upon these early ances-
tors is that DLs are equipped with a formal semantics and
with well-defined reasoning services that are decidable. To
achieve decidability, the expressive means included in a DL
have to be chosen carefully: whereas frame based systems
and semantic networks followed an all-embracing approach
and tried to include all expressive means that appear use-
ful for knowledge representation, DLs establish a careful
balance between expressive power and computational com-
plexity of reasoning. For this reason, there are several ex-
pressive means that have usually been included in frame
based systems, but are not available in standard DLs. One
of the most important such omissions is that standard DLs
such asSHIQ (Horrocks, Sattler, & Tobies 2000) do not
include any non-monotonic features and, in particular, do
not allow to model defeasible inheritance. This has of-
ten been conceived as a serious shortcoming. For exam-
ple, DLs are nowadays a popular tool for the formaliza-
tion of biomedical ontologies such as GALEN (Rector &
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Horrocks 1997) and SNOMED (Coteet al. 1993), and it
has recently been argued by Rector et al. in (Rector 2004;
Stevenset al. 2005) that such ontologies have to support
defeasible inheritance to represent knowledge such as “in
humans, the heart is usually located on the left-hand side of
the body; in humans with situs inversus, the heart is located
on the right-hand side of the body”.

There have been many proposals to extend DLs with
non-monotonic features, based e.g. on Reiter’s default logic
and on epistemic operators (Baader & Hollunder 1995a;
1995b; Straccia 1993; Donini, Nardi, & Rosati 1997; 2002;
Donini et al. 1998; Padgham & Zhang 1993; Lambrix,
Shahmehri, & Wahlloef 1998; Eiteret al. 2004; Rosati
2005). However, identifying a non-monotonic DL that is
of sufficient expressivity and computationally well-behaved
is a non-trivial task. In particular, the resulting formalisms
often suffer from one or more of the following problems: (i)
they have limitations in expressivity such as treating objects
that are named by an individual constant different from un-
named ones; (ii) they are computationally very hard and eas-
ily become undecidable; and (iii) they are often conceived as
being difficult to understand.

It is surprising that, although circumscription is one of the
main approaches to non-monotonic reasoning, DLs based on
circumscription have hardly received any attention. After
the early (Brewka 1987; Cadoli, Donini, & Schaerf 1990)
there appears to be no publication devoted to the subject.
In this paper, we propose non-monotonic description log-
ics based on circumscription and investigate their computa-
tional complexity. We show that circumscription allows to
define non-monotonic DLs in a straightforward and trans-
parent way, and that the restrictions that have to be imposed
for attaining decidability are quite simple and do not appear
to be prohibitive for modelling defeasible inheritance. We
also pinpoint the exact computational complexity of our log-
ics, thus innervating the sparse landscape of complexity re-
sults for non-monotonic DLs.

The central tool for knowledge representation in our fam-
ily of non-monotonic DLs arecircumscribed knowledge
bases (cKBs). Like standard DL knowledge bases, a cKB
comprises a TBox for representing terminological knowl-
edge and an ABox for representing knowledge about indi-
viduals. Additionally, a cKB is equipped with acircum-
scription patternthat lists predicates (i.e., concept and role
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names) to be minimized: in models of the cKB, the exten-
sion of these predicates is required to be minimal w.r.t. set
inclusion. Following McCarthy (McCarthy 1986), the min-
imized predicates will usually be “abnormality predicates”
identifying instances that are not typical for their class.
When minimizing predicates, circumscription patterns can
require other predicates to be fixed or allow them to vary
freely. Circumscription patterns also allow to express pref-
erences between minimized predicates in terms of a partial
ordering. As argued in (Baader & Hollunder 1995b), this is
important to ensure a smooth interplay between defeasible
inheritance and DL subsumption.

Concerning the computational properties of DLs based
on circumscription, we show that, in the expressive DLs
ALCIO andALCQO, satisfiability and subsumption w.r.t.
circumscribed knowledge bases are decidable if only con-
cept names are minimized and fixed, while all role names
vary freely. More precisely, we prove that satisfiability
in both DLs w.r.t. suchconcept-circumscribedknowledge
bases is NEXPNP-complete. In contrast, reasoning becomes
undecidable if role names are allowed to be fixed during
minimization. The undecidability result already applies
to the basic propositionally-closed DLALC, and even if
TBoxes are empty. We also give a finer-grained analysis
of the complexity of reasoning w.r.t. concept-circumscribed
KBs: when imposing a constant bound on the number of
minimized and fixed concept names, the complexity of sat-
isfiability drops to NPNEXP-completeness. All lower com-
plexity bounds apply to the description logicALC.

It is interesting to note that our results are somewhat un-
usual from the perspective of non-monotonic logics. First,
thearity of predicates has an impact on decidability: allow-
ing concept names (unary predicates) does not impair de-
cidability, whereas fixing a single role name (binary pred-
icate) leads to a strong undecidability result. Second, the
numberof predicates that are minimized or fixed (bounded
vs. unbounded) affects the computational complexity of rea-
soning. Although (as we briefly argue) a similar effect can
be observed in propositional logic with circumscription, this
has, to the best of our knowledge, never been explicitly
noted.

We also indicate how defeasible inheritance can be mod-
elled using concept-circumscribed knowledge bases. Our
approach avoids a restriction that is common to many non-
monotonic DLs: we do not require that default rules can be
applied to an individual only if it has aname, that is, it is de-
noted by an individual constant occurring in the knowledge
base. Such a restriction is adopted by non-monotonic DLs
based on default logic as introduced, e.g., in (Baader & Hol-
lunder 1995a; 1995b; Straccia 1993; Lambrix, Shahmehri,
& Wahlloef 1998). Since the models of DL knowledge bases
usually include a large number of implicit (nameless) indi-
viduals enforced via existential restrictions, the limitation of
default rule application to named individuals is quite signif-
icant.

Due to space limitations, we refer to the accompany-
ing technical report (Bonatti, Lutz, & Wolter 2005) for full
proofs.

Name Syntax Semantics

inverse role r− (rI)` = {(d, e) | (e, d) ∈ rI}
nominal {a} {aI}
negation ¬C ∆I \ CI

conjunction C uD CI ∩DI

disjunction C tD CI ∪DI

at-least
restriction (> n r C) {d | #{e ∈ CI | (d, e) ∈ rI} ≥ n}
at-most
restriction (6 n r C) {d | #{e ∈ CI | (d, e) ∈ rI} ≤ n}

Figure 1: Syntax and semantics ofALCQIO.

Description Logics
In DLs, conceptsare inductively defined with the help of a
set ofconstructors, starting with a setNC of concept names,
a setNR of role names, and (possibly) a setNI of individ-
ual names(all countably infinite). We use the termpredi-
catesto refer to elements ofNC ∪ NR. The concepts and
roles of the expressive DLALCQIO are formed using the
constructors shown in Figure 1. There, the inverse role con-
structor is the only role constructor, whereas the remaining
six constructors are concept constructors. For simplicity, we
assume that the inverse role constructor is only applied to
role names. Thus, a role is either a role name or the in-
verse of a role name. In Figure 1 and throughout this paper,
we use#S to denote the cardinality of a setS, a andb to
denote individual names,r ands to denote roles,A,B to de-
note concept names, andC,D to denote (possibly complex)
concepts. As usual, we use> as abbreviation for an arbi-
trary (but fixed) propositional tautology,⊥ for ¬>, → and
↔ for the usual Boolean abbreviations,∃r.C (existential re-
striction) for (> 1 r C), and∀r.C (universal restriction)
for (6 0 r ¬C). An example for anALCQIO concept de-
scription is the following on, describing mammals that are
grey and do not live on land:

Mammal u Grey u ¬∃habitat.Land.
In this paper, we will not be concerned withALCQIO

itself, but with several of its fragments. The basic such frag-
ment allows only for negation, conjunction, disjunction, and
universal and existential restrictions, and is calledALC. The
availability of additional constructors is indicated by con-
catenation of a corresponding letter:Q stands for number
restrictions,I stands for inverse roles, andO for nominals.
This explains the nameALCQIO, and also allows us to re-
fer to fragments such asALCIO,ALCQO, andALCQI.

The semantics ofALCQIO-concepts is defined in terms
of aninterpretationI = (∆I , ·I). Thedomain∆I is a non-
empty set of individuals and theinterpretation function·I
maps each concept nameA ∈ NC to a subsetAI of ∆I ,
each role namer ∈ NR to a binary relationrI on ∆I , and
each individual namea ∈ NI to an individualaI ∈ ∆I .
The extension of·I to inverse roles and arbitrary concepts is
inductively defined as shown in the third column of Figure 1.
An interpretationI is called amodelof a conceptC if CI 6=
∅. If I is a model ofC, we also say thatC is satisfiedby I.
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A TBox is a finite set ofgeneral concept implications
(GCIs) C v D whereC and D are concepts. As usual,
we useC

.= D as an abbreviation forC v D andD v C.
An ABox is a finite set ofconcept assertionsC(a) androle
assertionsr(a, b), wherea, b are individual names,r is a
role name, andC is a concept. Aknowledge base (KB)is a
pair (T ,A) consisting of a TBox and an ABox.

An interpretationI satisfies(i) a GCI C v D if CI ⊆
DI , (ii) an assertionC(a) if aI ∈ CI , and (iii) an assertion
r(a, b) if (aI , bI) ∈ rI . Then,I is amodelof a TBoxT if
it satisfies all implications inT , amodelof an ABoxA if it
satisfies all assertions inA, and a model of the knowledge
base(T ,A) if it is a model ofT andA. One of the most
important reasoning tasks in DLs is subsumption: a concept
C is subsumed bya conceptD w.r.t. a knowledge baseK =
(T ,A) if CI ⊆ DI in all modelsI of K.

Circumscription
The basic idea of circumscription is to introduce a special
sort of predicate that is minimized during reasoning (Mc-
Carthy 1986; Lifschitz 1993): instead of admitting all mod-
els as in classical logic, we consider only those models
where the extension of these predicates is minimal w.r.t. set
inclusion. Since circumscription has originally been used in
first-order logic and description logics are fragments of first-
order logic, circumscription can be readily applied to DLs:
let M ⊆ NC ∪ NR be a finite set ofminimized predicates.
We obtain a preference relation<M on interpretations by
settingI <M J if

1. ∆I = ∆J and, for alla ∈ NI, aI = aJ ;

2. for all p ∈ M , pI ⊆ pJ ;

3. there is ap ∈ W with pI ⊂ pJ ;

4. for all p ∈ (NC ∪ NR) \M , pI = pJ .

ThenC is subsumed by a conceptD w.r.t. a KB (T ,A) if
CI ⊆ DI in all modelsI of K that are minimal w.r.t.<M .

Circumscription is well-suited for modelling whatnor-
mally or typically holds, and thus admits the representation
of defeasible inheritance. The idea is to introduce so-called
abnormality predicatesthat describe what does not fit the
normality criteria of the application domain. To capture the
intuition that abnormality is exceptional, abnormality predi-
cates are circumscribed. Intuitively, this means that reason-
ing is done only on models that are “as normal as possible”.
For example, we can useALC syntax to assert that mam-
mals normally inhabitate land, and that whales do not live
on land:

Mammal v ∃habitat.Land t AbMammal
Whale v Mammal u ¬∃habitat.Land

The upper inclusion states that any mammal not inhabitating
land is an abnormal mammal, thus satisfying the abnormal-
ity predicateAbMammal. When minimizing this predicate, we
obtain the subsumptions

Whale v AbMammal
AbMammal

.= Mammal u ¬∃habitat.Land. (†)

However, this approach to modelling abnormality turned out
to be too strong for many applications: it is often more nat-
ural to allow non-minimized predicates to vary during cir-
cumscription, instead of fixing their extension as in Point 4
of the definition of<M above. Not surprisingly, this deci-
sion may have a strong impact on the result of reasoning. In
general, varying more predicates means that more subsump-
tions become derivable. For example, consider the above
KB. If it is considered very unlikely for a mammal not to
live on land, then one would expect that only those mam-
mals do not live on land for which this was explicitly stated:
whales. Consequently, the following subsumption should be
derivable:

Whale
.= AbMammal. (‡)

The way to achieve this is to let the rolehabitat and the
concept nameLand vary freely, and to fix onlyMammal and
Whale during minimization. The result is that both (†) and
(‡) are derivable.

We can go even further and consider whales abnormal to
such a degree that we do not believe they exist unless there
is evidence that they do. Then we should, additionally, let
Whale vary freely. The result is that (†) and (‡) can still be
derived, and additionally we haveWhale

.= AbMammal
.= ⊥.

We can then use an ABox to add evidence that whales exist,
e.g. through the assertion

Whale(mobydick).

As expected, the result of this change is thatWhale
.=

AbMammal
.= {mobydick}. In general, it depends on the ap-

plication which combination of fixed and varying predicates
is appropriate. Therefore, the formalisms proposed in this
paper leave the freedom to the user to choose the predicates
that are minimized, fixed, and varying.

It has been convincingly argued in the literature that there
is an interplay between subsumption and abnormality pred-
icates (for a discussion in the context of DLs, see (Baader
& Hollunder 1995b)). Consider, for example, the TBox
in Figure 2. To get models that are “as normal as possi-
ble”, as a first attempt we could minimize the two abnor-
mality predicatesAbUser and AbStaff in parallel. Assume
that hasAccessTo and ConfidentialFile are varying,
andUser, Staff, andBlacklistedStaff are fixed. Then,
the result of parallel minimization is that staff members may
or may not have access to confidential files with equal pref-
erence. In the first case, they are abnormal users, and in
the second case, they are abnormal staff. However, one
may argue that the first option should be preferred: since
Staff v User (but not the other way round), the normal-
ity information for staff is morespecificthan the normality
information for users and should have higher priority.

In the version of circumscription used in this paper, the
user can specify priorities between minimized predicates.
Normally, these priorities will reflect the subsumption hi-
erarchy (as computed w.r.t. the class ofall models). Since
the subsumption hierarchy is a partial order, the priorities
between minimized predicates are assumed to form a partial
order, too. This is similar to partially ordered priorities on
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User v ¬∃hasAccessTo.ConfidentialFile t AbUser
Staff v User
Staff v ∃hasAccessTo.ConfidentialFile t AbStaff

BlacklistedStaff v Staff u ¬∃hasAccessTo.ConfidentialFile

Figure 2: Multiple exceptions and specificity

default rules as proposed by Brewka (Brewka 1994), but dif-
ferent from standard prioritized circumscription which as-
sumes a total ordering (McCarthy 1986; Lifschitz 1985).
More information can be found in (Baader & Hollunder
1995b).

We now introduce circumscription patters, which describe
how individual predicates are treated during minimization.

Definition 1 (Circumscription pattern, <CP) A circum-
scription patternis a tupleCP = (≺,M, F, V ) where≺
is a strict partial order overM , and M , F , and V are
mutually disjoint subsets ofNC ∪ NR, theminimized, fixed,
and varying predicates, respectively. By�, we denote the
reflexive closure of≺. Define a preference relation<CP

on interpretations by settingI <CP J iff the following
conditions hold:

1. ∆I = ∆J and, for alla ∈ NI, aI = aJ ,
2. for all p ∈ F , pI = pJ ,
3. for all p ∈ M , if pI 6⊆ pJ then there is aq ∈ M , q ≺ p,

s.t.qI ⊂ qJ ,
4. there is ap ∈ M s.t. pI ⊂ pJ and for all q ∈ M with

q ≺ p, qI = qJ .

WhenM ∪F ⊆ NC (i.e., the minimized and fixed predicates
are all concepts) we call(≺,M, F, V ) a concept circum-
scription pattern.

We use the termconcept circumscriptionif only concept cir-
cumscription patterns are admitted. Based on circumscrip-
tion patterns, we can define circumscribed DL knowledge
bases and their models.

Definition 2 (Circumscribed KB) A circumscribed knowl-
edge base (cKB)is an expressionCircCP(T ,A), whereT is
a TBox,A an ABox, andCP = (≺,M, F, V ) a circumscrip-
tion pattern such thatM,F, V partition the predicates used
in T andA. An interpretationI is amodelof CircCP(T ,A)
if it is a model ofT andA and there exists no modelI ′ of T
andA such thatI ′ <CP I.

A cKB CircCP(T ,A) is called a concept-circumscribed
knowledge base (KB)if CP is a concept circumscription pat-
tern. The main reasoning tasks are defined with respect to
circumscribed knowledge bases in the expected way.

Definition 3 (Reasoning problems)
• A conceptC is satisfiablew.r.t. a cKBCircCP(T ,A) if

some modelI of CircCP(T ,A) satisfiesCI 6= ∅.
• A conceptC is subsumed bya conceptD w.r.t. a cKB

CircCP(T ,A) (writtenCircCP(T ,A) |= C v D) if CI ⊆
DI for all modelsI of CircCP(T ,A).

• An individual namea is an instance ofa conceptC w.r.t.
a cKB CircCP(T ,A) (written CircCP(T ,A) |= C(a)) if
aI ∈ CI for all modelsI of CircCP(T ,A).

These reasoning problems can be polynomially reduced to
one another: first,C is satisfiable w.r.t.CircCP(T ,A) iff
CircCP(T ,A) 6|= C v ⊥, andCircCP(T ,A) |= C v D iff
C u¬D is unsatisfiable w.r.t.CircCP(T ,A). And second,C
is satisfiable w.r.t.CircCP(T ,A) iff CircCP(T ,A) 6|= ¬C(a),
wherea is an individual name not appearing inT andA;
conversely, we haveCircCP(T ,A) |= C(a) iff A u ¬C is
unsatisfiable w.r.t.CircCP′(T ,A ∪ {A(a)}), whereA is a
concept name not occurring inT andA, andCP′ is obtained
from CP by addingA to M (and leaving≺ as it is). In this
paper, we use satisfiability w.r.t. cKBs as the basic reasoning
problem.

Note that partially ordered circumscription becomes stan-
dard parallel circumscription if the empty relation is used
for ≺. Technically, partially ordered circumscription lies
in between prioritized circumscription (McCarthy 1986;
Lifschitz 1985) andnested circumscription(Lifschitz 1995).
It extends prioritized circumscription by admittingpartial
orders and, compared to nested circumscription, has the ad-
vantage of being technically simpler while still offering suf-
ficient expressive power to address the interaction between
subsumption and circumscription in DLs. It is well-known
that minimized concepts and fixed concepts are closely con-
nected (de Kleer & Konolige 1989): using TBoxes, the latter
can be simulated by the former. The proof of the following
lemma is based on this simulation.

Lemma 4 Satisfiability w.r.t. concept-circumscribed KBs
can be polynomially reduced to satisfiability w.r.t. concept-
circumscribed KBs that have no fixed predicates.

Also in the case of general cKBs, fixed concept names can
be simulated by minimized concept names. However, such
a simulation cannot be done for role names since Boolean
operators on roles are not avaliable in standard DLs such as
ALCQIO.

Upper Bounds
The main contribution of this paper is to show that there
are many description logics with circumscription that are
decidable, and to perform a detailed analysis of the com-
putational complexity of such logics. In particular, we will
show thatALCIO andALCQO with concept circumscrip-
tion are decidable. We prepare the decidability proof for
these logics by showing that if a concept is satisfiable w.r.t.
a concept-circumscribed KB, then it is satisfiable in a model
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of bounded size. We use|C| to denote the length of the con-
ceptC, and|T | and |A| to denote the size of the TBoxT
and ABoxA.

Lemma 5 Let C0 be a concept,CircCP(T ,A) a concept-
circumscribed KB, andn := |C0| + |T | + |A|. If C0 is
satisfiable w.r.t.CircCP(T ,A), then the following holds:

(i) If T , A and C0 are formulated inALCIO, thenC0 is
satisfied in a modelI of CircCP(T ,A) with #∆I ≤ 22n.

(ii) If T ,A andC0 are formulated inALCQO andm is the
maximal parameter occuring in a number restriction inT ,
A, or C0, thenC0 is satisfied in a modelI of CircCP(T ,A)
with #∆I ≤ 22n × (m + 1)× n.

Proof. We only prove Point (i) since Point (ii) is similar.
Details can be found in (Bonatti, Lutz, & Wolter 2005). Let
CP, T , A, andC0 be as in the lemma. We may assume
thatA = ∅ as every assertionC(a) can be expressed as an
implication{a} v C, and every assertionr(a, b) can be ex-
pressed as{a} v ∃r.{b}. Denote bycl(C, T ) the smallest
set of concepts that contains all subconcepts ofC, all sub-
concepts of concepts appearing inT , and is closed under
single negations.

Let I be a common model ofC0 andCircCP(T ,A), and
let d0 ∈ CI

0 . Define an equivalence relation “∼” on ∆I by
settingd ∼ d′ iff

{C ∈ cl(C0, T ) | d ∈ CI} = {C ∈ cl(C0, T ) | d′ ∈ CI}.

We use[d] to denote the equivalence class ofd ∈ ∆I w.r.t.
the “∼” relation. Choose one member from each equiva-
lence class[d] and denote the resulting subset of∆I by ∆′.
We define a new interpretationJ as follows:

∆J := ∆′

AJ := {d ∈ ∆′ | d ∈ AI}
rJ := {(d1, d2) ∈ ∆′ ×∆′ | ∃d′1 ∈ [d1], d′2 ∈ [d2] :

(d′1, d
′
2) ∈ rI}

aJ := d ∈ ∆′ if aI ∈ [d].

The following claim is easily proved using induction on the
structure ofC.

Claim: For all C ∈ cl(C0, T ) and alld ∈ ∆I , we have
d ∈ CI iff d′ ∈ CJ for thed′ ∈ [d] of ∆J .

Thus,J is a model ofT satisfyingC0. To show thatJ is a
model ofCircCP(T ,A), it thus remains to show that there is
no modelJ ′ of T with J ′ <CP J . Assume to the contrary
that there is such aJ ′. We define an interpretationI ′ as
follows:

∆I′ := ∆I

AI′ :=
⋃

d∈AJ′

[d]

rI
′

:=
⋃

(d1,d2)∈rJ′

[d1]× [d2]

aI
′

:= aI .

It is a matter of routine to show the following:

Claim: For all conceptsC ∈ cl(C0, T ) and alld ∈ ∆I , we
haved ∈ CI′ iff d′ ∈ CJ ′

for thed′ ∈ [d] from ∆J .

It follows thatI ′ is a model ofT . Observe thatAI ◦ AI′

iff AJ ◦ AJ ′
for each concept nameA and◦ ∈ {⊇,⊆}.

Therefore and sinceCP is a concept circumscription pattern,
I ′ <CP I follows fromJ ′ <CP J . We have derived a con-
tradiction and conclude thatJ is a model ofCircCP(T ,A).
Thus we are done since the size ofJ is bounded by22n.

❏

It is interesting to note that the proof of Lemma 5 does not
go through if role names are minimized or fixed. Using
the bounded model property just established, we can now
prove decidability of reasoning inALCIO andALCQO
with concept circumscription: a non-deterministic decision
procedure for satisfiability w.r.t. concept-circumscribed KBs
may simply guess an interpretation of bounded size and then
check whether it is a model. It turns out that this pro-
cedure shows containment of satisfiability in the complex-
ity class NEXPNP, which contains all problems that can be
solved by a non-deterministic, exponentially time-bounded
Turing machine that has access to an NP oracle. The follow-
ing inclusions between time-complexity classes are known:
NEXP ⊆ NEXPNP ⊆ 2-EXPTIME.

Theorem 6 In ALCIO and ALCQO, it is in NEXPNP

to decide whether a concept is satisfiable w.r.t. a concept-
circumscribed KBCircCP(T ,A).

Proof. It is not hard to see that there exists an NP algorithm
that takes as input a cKBCircCP(T ,A) and an interpretation
I, and checks whetherI is not a model ofCircCP(T ,A):
the algorithm first verifies in polynomial time whetherI is
a model ofT andA, answering “yes” if this is not the case.
Otherwise, the algorithm guesses an interpretationJ that
has the same domain asI and interpretes all object names
in the same way, and then checks whether (i)J is a model
of T andA, and (ii)J <CP I. It answers “yes” if both of
the checks succeed, and “no” otherwise. Clearly, checking
whetherJ <CP I can be done in time polynomial w.r.t. the
size ofJ andI.

This NP algorithm may now be used as an oracle in a
NEXP-algorithm for deciding satisfiability of a conceptC0

w.r.t. a cKBCircCP(T ,A): by Lemma 5, it suffices to guess
an interpretation of size24k with k = |C0|+ |T |+ |A|, 1 and
then use the NP algorithm to check whetherI is a model of
CircCP(T ,A). This proves that concept satisfiability is in
NEXPNP. ❏

Due to the mutual reductions between satisfiability, sub-
sumption, and the instance problem, Theorem 6 yields co-
NEXPNP upper bounds for subsumption and the instance
problem. We will show in the next section that these up-
per bounds are tight. However, since NEXPNP is a rela-
tively large complexity class, it is a natural question whether

1The bound24k clearly dominates the two bounds given in
Parts (i) and (ii) of Lemma 5.
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we can impose restrictions on concept circumscription such
that reasoning becomes simpler. In the following, we iden-
tify such a case by considering cKBs in which the num-
ber of minimized and fixed concept names is bounded by
some constant. In this case, the complexity of satisfiabil-
ity w.r.t. concept-circumscribed KBs drops to NPNEXP. For
readers uninitiated to oracle complexity classes, we remind
that NEXP ⊆ NPNEXP ⊆ NEXPNP ⊆ 2-EXPTIME, and that
NPNEXP is believed to be much less powerful than NEXPNP,
see e.g. (Eiteret al. 2004).

To prove the NPNEXP upper bound, we first introduce
counting formulas as a common generalization of TBoxes
and ABoxes.

Definition 7 (Counting Formula) A counting formulaφ is
a Boolean combination of GCIs, ABox assertionsC(a), and
cardinality assertions

(C = n) and(C ≤ n),

whereC is a concept andn a non-negative integer. We use
∧, ∨, ¬ and→ to denote the Boolean operators of counting
formulas. An interpretationI satisfiesa cardinality asser-
tion (C = n) if #CI = n, and(C < n) if #CI < n. The
satisfaction relationI |= φ between modelsI and counting
formulasφ is defined in the obvious way.

In the following, we assume that the integers occurring in
cardinality assertions are coded in binary. The NPNEXP al-
gorithm to be devised will use an algorithm for satisfiabil-
ity of (non-circumscribed) counting formulas as an oracle.
Therefore, we should first determine the computational com-
plexity of the latter. It follows from (Tobies 2000) that, in
ALC, satisfiability of counting formulas is NEXP-hard. A
matching upper bound for the DLsALCIO andALCQO is
obtained from the facts that (i) there is a polynomial trans-
lation of counting formulas formulated in these languages
into C2, the two-variable fragment of first-order logic ex-
tended with counting quantifiers (Grädel, Otto, & Rosen
1997), and (ii) satisfiability in C2 is in NEXP even if the
numbers in counting quantifiers are coded in binary (Pratt-
Hartmann 2005).

Theorem 8 Let n be a constant. InALCIO and
ALCQO, it is in NPNEXP to decide satisfiability
w.r.t. concept-circumscribed KBsCircCP(T ,A), where
CP = (≺,M, F, V ) is such that|M | ≤ n and|F | ≤ n.

Proof. Assume that we want to decide satisfiability of the
conceptC0 w.r.t. the cKBCircCP(T ,A), whereCP = (≺
,M, F, V ) with |M | ≤ n and |F | ≤ n. By Lemma 4, we
may assume thatF = ∅ (we may have to increase the con-
stantn appropriately). We may assume w.l.o.g. that the car-
dinality of M is exactlyn. Thus, letM = {A0, . . . , An}.
By Lemma 5,C0 is satisfiable w.r.t.CircCP(T ,A) iff there
exists a model ofC0 and CircCP(T ,A) of size 24k, with
k = |C0|+ |T |+ |A|. Consider, for allS ⊆ M , the concept

CS :=u
A∈S

A u u
A∈{A1,...,An}\S

¬A.

As n is fixed, the number2n of such concepts is fixed as
well. Clearly, the setsCI

S , S ⊆ M , form a partition of the
domain∆I of any modelI. Introduce, for each concept
nameB and role namer in T ∪ A, a fresh concept name
B′ and a fresh role namer′, respectively. For a conceptC,
denote byC ′ the result of replacing inC each concept name
B and role namer with B′ andr′, respectively. The primed
versionsA′ and T ′ of A and T are defined analogously.
Denote byN the set of individual names inT ∪ A ∪ {C0}.

The NEXP-oracle we are going to use in our algo-
rithm checks whether a counting formulaφ is satisfiable or
not. Now, the NPNEXP-algorithm is as follows (where we
useC @ D as an abbreviation for the counting formula
(C v D) ∧ ¬(D v C)):

1. Guess

• a sequence(nS | S ⊆ M) of numbersnS ≤ 24k coded
in binary;

• for each individual namea ∈ N , exactly one setSa ⊆
M ;

• a subsetE of N ×N .

2. By calling the oracle, check whether the counting formula
φ1 is satisfiable, whereφ1 is the conjunction over

• T ∪ A ∪ {¬(C0 = 0)};
• (CS = nS), for all S ⊆ M ;

• CSa
(a), for eacha ∈ N ;

• {({a} v {b}) | (a, b) ∈ E} ∪ {¬({a} v {b}) |
(a, b) ∈ N − E}.

3. By calling the oracle, check whether the counting formula
φ2 is satisfiable, whereφ2 is the conjunction over

• T ′ ∪ A′;

• (CS = nS), for all S ⊆ M (note that we use the un-
primed versions);

• CSa
(a), for each individual namea ∈ N (we use the

unprimed versions);

• {({a} v {b}) | (a, b) ∈ E} ∪ {¬({a} v {b}) |
(a, b) ∈ N − E};

• for all A ∈ M ,

¬(A′ v A) →
∨

B∈M,B≺A

(B′ @ B);

• and, finally,∨
A∈M

((A′ @ A) ∧
∧

B∈M,B≺A

(B = B′)).

4. The algorithm states thatC0 is satisfiable in a model of
CircCP(T ,A) if, and only if, φ1 is satisfiable andφ2 is
not satisfiable.

Using the condition thatn is fixed, is is clear that this is
a NPNEXP-algorithm. Its soundness and completeness is
shown in (Bonatti, Lutz, & Wolter 2005). ❏
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As an immediate corollary we obtain co-NPNEXP upper
bounds for subsumption and the instance problem. A similar
drop of complexity occurs in propositional logic, where sat-
isfiability w.r.t. circumscribed theories is complete for NPNP

and it is not difficult to see that bounding the minimized and
fixed predicates allows to find a PNP algorithm. To the best
of our knowledge, this has never been explicitly observed
before.

Lower Complexity Bounds
We show that the upper bounds given above are tight.
As usual, the lower bounds are established by reduction
of a suitable problem that is complete for the complex-
ity class under consideration. Thus, we are given an in-
put x of the chosen problem, construct a cKB and a con-
cept fromx, and show that the concept is satisfiable w.r.t.
the cKB iff x is a yes-instance of the problem. To achieve
a gentle presentation of the reductions, it is convenient to
split up the constructed cKB into independent parts. We
first establish a general lemma facilitating such a split-
ting. A conceptC is simultaneously satisfiable w.r.t. cKBs
CircCP1(T1,A1), . . . ,CircCPk

(Tk,Ak) if there exists an in-
terpretationI that is a model of all the cKBs and satisfies
CI 6= ∅. The following lemma says that simultaneous satis-
fiability coincides with separate satisfiability if there are no
shared role names in the two cKBs.

Lemma 9 Let CircCP1(T1,A1), . . . CircCPk
(Tk,Ak) be

concept-circumscribed cKBs formulated inALC such
that CircCPi(Ti,Ai) and CircCPj (Tj ,Aj) have no shared
role names, for all1 ≤ i < j ≤ k. Then, simultaneous
satisfiability w.r.t. CircCP1(T1,A1), . . . CircCPk

(Tk,Ak),
can be polynomially reduced to satisfiability w.r.t. a single
concept-circumscribed KBCircCP(T ,A) such that the car-
dinality of each component ofCP is the sum of cardinalities
of the corresponding components ofCP1, . . . ,CPk.

Now for the reductions. Concerning Theorem 8, we estab-
lish the following matching lower bound.

Theorem 10 Let n be a constant. InALC, it is NPNEXP-
hard to decide satisfiability w.r.t. concept-circumscribed
KBs CircCP(T ,A), whereCP = (≺,M, F, V ) is such that
|M | ≤ n and|F | ≤ n.

The proof is by reduction of the word problem for non-
deterministic Turing machines that run in polynomial time
and have access to a NEXP oracle. We omit details and refer
to (Bonatti, Lutz, & Wolter 2005). It follows that satisfiabil-
ity w.r.t. (bounded) concept-circumscribed KBs is NPNEXP-
complete inALC,ALCIO, andALCQO.

A matching lower bound for Theorem 6 is obtained by re-
duction of a succinct version of the problem co-CERT3COL
(Eiter, Gottlob, & Mannila 1997). Let us first introduce the
regular (non-succinct) version of co-CERT3COL:

Instance of sizen: an undirected graphG on the vertices
{0, 1, . . . , n− 1} such that every edge is labelled with a dis-
junction of two literals over the Boolean variables{Vi,j |
i, j < n}.

Yes-Instance of sizen: an instanceG of sizen such that, for
some truth value assignmentt to the Boolean variables, the
grapht(G) obtained fromG by including only those edges
whose label evaluate to true undert is not 3-colorable.

As shown in (Stewart 1991), co-CERT3COL is complete for
NPNP. To obtain a problem complete for NEXPNP, Eiter et
al. use the complexity upgrade technique: by encoding the
input in a succinct form using Boolean circuits, the com-
plexity is raised by one exponential to NEXPNP (Eiter, Got-
tlob, & Mannila 1997). More precisely, the succinct ver-
sion co-CERT3COLS of co-CERT3COL is obtained by rep-
resenting the input graphG with nodes{0, . . . , 2n − 1} as
4n+3 Boolean circuits with2n inputs (and one output) each.
The Boolean circuits are namedcE , c

(1)
S , c

(2)
S , andc

(i)
j , with

i ∈ {1, 2, 3, 4} andj < n. For all circuits, the2n inputs
are the bits of the binary representation of two nodes of the
graph. The purpose of the circuits is as follows:

• circuit cE outputs 1 if there is an edge between the two
input nodes, and 0 otherwise;

• if there is an edge between the input nodes, circuitc
(1)
S

outputs 1 if the first literal in the disjunction labelling this
edge is positive, and 0 otherwise; the circuitc

(2)
S does the

same for the second literal;

• if there is an edge between the input nodes, the circuits
c
(i)
j compute the two variables in the disjunction labelling

this edge by generating the numbersk1, . . . , k4: the cir-
cuit c(i)

j outputs thej-th bit of ki.

Now for the reduction of co-CERT3COLS to satisfiability of
concept-circumscribed KBs. Let

G = (n, cE , c
(1)
S , c

(2)
S , {c(i)

j }i∈{1,..,4},j<n)

be the (succinct representation of the) input graph with
2n nodes. We will construct two TBoxesTG and
T ′

G, circumscription patternsCP and CP′, and a con-
cept CG such thatCG is simultaneously satisfiable w.r.t.
CircCP(TG, ∅) and CircCP′(T ′

G, ∅) iff G is a yes-instance
of co-CERT3COLS . By Lemma 9, we then obtain a re-
duction to (non-simultaneous) satisfiability w.r.t. concept-
circumscribed cKBs. Intuitively, the purpose of the first
TBox TG is to fix a truth assignmentt for the variables
{Vi,j | i, j < n} and to construct a representation of the
grapht(G) obtained fromG by including only those edges
whose label evaluate to true undert. Then, the purpose of
T ′

G is to make sure thatt(G) is not 3-colorable.
When formulating the reduction TBoxes, we use sev-

eral binary counters for counting modulo2n (the number
of nodes in the input graph). The main countersX and
Y use concept namesX0, . . . , Xn−1 andY0, . . . , Yn−1 as
their bits, respectively. Additionally, we introduce concept
namesK(i)

0 , . . . ,K
(i)
n−1, i ∈ {1, 2, 3, 4} that binarily encode

four numbers from the range0, . . . , 2n − 1, but are never
incremented as a counter. The main part of the TBoxTG

can be found in Figure 3, where the following abbrevia-
tions are used: first,∀r.(K(i) = X) is a concept express-
ing that, for all its instancesx, the values ofX0, . . . , Xn−1
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> v ∃aux.Val (1)

Val v ∃nextx.> u ∀nextx.Val (2)

Val v ∀nextx.(X++) u ∀nextx.(Y =Y ) (3)

Val v ∃nexty.> u ∀nexty.Val (4)

Val v ∀nexty.(Y ++) u ∀nexty.(X=X) (5)

Edge
.= Val (6)

Edge v ∃var1.> u ∀var1.Val (7)

Edge v ∀var1.(K(1)=X) u ∀var1.(K(2)=Y ) (8)

Edge v ∃var2.> u ∀var2.Val (9)

Edge v ∀var2.(K(3)=X) u ∀var2.(K(4)=Y )(10)

Edge v S1 → (Tr1 ↔ ∀var1.Tr) (11)

Edge v ¬S1 → (¬Tr1 ↔ ∀var1.Tr) (12)

Edge v S2 → (Tr2 ↔ ∀var2.Tr) (13)

Edge v ¬S2 → (¬Tr2 ↔ ∀var1.Tr) (14)

Edge v Elim ↔ (¬E t ¬(Tr1 t Tr2)) (15)

Figure 3: The TBoxTG (partly).

at all r-successors agree with the values ofK
(i)
0 , . . . ,K

(i)
n−1

at x. And second,∀r.(X++) is an abbreviation for the
well-known concept stating that the value of the counter
X0, . . . , Xn−1 is incremented when going tor-successors:

u
k=0..n−1

( u
j=0..k−1

Xj

)
→

(
(Xk → ∀r.¬Xk)

u (¬Xk → ∀r.Xk)
)

u
k=0..n−1

( t
j=0..k−1

¬Xj

)
→

(
(Xk → ∀r.Xk)

u (¬Xk → ∀r.¬Xk)
)

The intuition behindTG is as follows: Lines (1) to (5)
ensure that, for each possible value of the countersX and
Y , there is at least one domain element inValI with this
counter value. We will minimizeVal to ensure that there is
exactlyone domain element inValI for each possible valuei
of X andj of Y . Intuitively, these domain elements are used
to store information about the variablesVij . Concerning the
variables, each element ofValI where counterX has valuei
and counterY has valuej corresponds to the variableVi,j of
co-3CERTCOLS and determines a truth value for this vari-
able via the concept nameTr. Thus, the elements ofValI

jointly describe a truth assignment for the variables of co-
3CERTCOLS . Line (6) introducesEdge as another name
for Val. We do this since we use the instances ofValI also
to store information about the edges oft(G), and we refer
to them as instances ofEdge for this purpose. Intuitively,
an element ofd ∈ EdgeI where counterX has valuei and
counterY has valuej corresponds to the potential edge be-
tween the nodesi andj. To explain this more properly, we
must first discuss the part ofTG that is missing in Figure 3.

It is easily seen that each Boolean circuitc with 2n
inputs can be converted into a TBoxTc in the follow-

Node
.= Val u (Y = 0) (16)

Node v R tB tG (17)

Node v ¬(R uB) u ¬(R uG) u ¬(B uG) (18)

Edge v ∃col1.> u ∀col1.Node u ∀col1.(X=X)(19)

Edge v ∃col2.> u ∀col2.Node u ∀col2.(Y =X)(20)

P w Edge u ¬Elim u ∃col1.R u ∃col2.R (21)

P w Edge u ¬Elim u ∃col1.G u ∃col2.G (22)

P w Edge u ¬Elim u ∃col1.B u ∃col2.B (23)

Figure 4: The TBoxT ′
G.

ing sense: if the output ofc upon input b0, . . . , b2n−1

is b, then, for all modelsI of Tc and all domain ele-
mentsx ∈ ∆I such that the truth value of the concept
namesX0, . . . , Xn−1, Y0, . . . , Yn−1 at x is described by
b0, . . . , bn−1, the truth value of some output concept name
atx is described byb. By introducing one auxiliary concept
name for every inner gate ofc, the translation can be done
such that the size ofTc is linear in the size ofc. Now, the
part ofTG not shown in Figure 3 is obtained by converting
the Boolean circuits describing the graphG into a TBox in
the described way. More precisely, this is done such that the
following concept names are used as output:

• the translation ofcE uses the concept nameE as output;

• the translation ofc(i)
S uses the concept nameSi as output,

for i ∈ {1, 2};

• the translation ofc(i)
j uses the concept nameK(i)

j as out-
put, for i ∈ {1, . . . , 4} andj < n.

Note that the evaluation of Boolean circuits takes place lo-
cally at every domain element. In principle, it suffices
to evaluate the circuits only at instances ofEdge: there,
X0, . . . , Xn−1 describe the left-hand node of the corre-
sponding edge, andY0, . . . , Yn−1 describe the right-hand
node of the corresponding edge.

With this in mind, it is easy to see that Lines (7) and (8)
ensure the following: each elementd ∈ EdgeI representing
an edge(i, j) is connected via the rolevar1 to the element
of ValI that represents the variable in the first disjunct of
the label of(i, j). Lines (9) and (10) are analogous for the
role var2 and the variable in the second disjunct of the edge
label. Then, Lines (11) to (15) ensure thatd ∈ EdgeI is
an instance ofElim iff the edge corresponding tod is not
present in the grapht(G) induced by the truth assignmentt
described byVal.

The TBoxT ′
G can be found in Figure 4. Here,(X = i)

stands for the concept expressing thatX0, . . . , Xn−1 are the
binary encoding of the numberi. We use the following strat-
egy for ensuring that the grapht(G) induced by the truth as-
signmentt described byVal does not have a 3-coloring: we
use the2n elements of(Val u (Y = 0))I to store the colors
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of the nodes. By Line (16), these elements are identified by
the concept nameNode, and there is a unique coloring due
to Lines (17) and (18). Then, Line (19) ensures that each
elementd ∈ EdgeI is connected via the rolecol1 to the ele-
ment ofNodeI storing the color of the first node of the edge
corresponding tod. Line (20) is analogous for the rolecol2
and the second node of the edge. Lines (21) to (23) guar-
antee that instances ofEdge corresponding to problematic
edges are instances of the concept nameP . Here, an edge is
problematic if it exists in the original graph, is not dropped
by the current truth assignment, and the connected nodes
have the same color. The idea is thatP will be minimized
with all concept names fixed exceptR, G, andB. Then,
we haveP I non-empty iff there is no 3-coloring oft(G).
Observe that fixing all concept names exceptR,G,B also
means that, implicitly, the used roles are fixes on instances
of Edge andVal.

Lemma 11 G is a yes-instance of co-3CERTCOLS iff
P is simultaneously satisfiable w.r.t.CircCP(TG, ∅) and
CircCP′(T ′

G, ∅), where

• CP = (≺,M, F, V ) with ≺ = ∅, M = {Val}, F = ∅,
andV all remaining predicates inTG;

• CP′ = (≺′,M ′, F ′, V ′) with≺′ = ∅, M ′ = {P}, F ′ =
∅, andV ′ the set of all remaining predicates used inT ′

G.

Since it is easily checked that the size ofTG andT ′
G is poly-

nomial inn, we get the following result.

Theorem 12 In ALC, satisfiability w.r.t. concept-
circumscribed KBs isNEXPNP-hard.

It is interesting to observe that the reduction works even if
we assume ABoxes and preference relations to be empty.
Corresponding lower bounds for subsumption and the in-
stance problems follow from the reduction given above.

Undecidability
We now slightly generalize concept-circumscribed KBs by
allowing role names to be fixed: a circumscribed knowledge
baseCircCP(T ,A) is calledconcept-minimizingif CP =
(≺,M, F, V ) with M a set of concept names. Interestingly,
this seemingly harmless modification leads to undecidability
of reasoning.

Theorem 13 In ALC, satisfiability w.r.t. concept-
minimizing cKBs is undecidable. This even holds in
the case of empty TBoxes.

The proof is by a reduction of the semantic consequence
problem of modal logic on transitive frames, which has been
proved undecidable in (Chagrov 1994). Aframe is a struc-
tureF = (∆F, rF), whereF a non-empty domain,r a role
name, andrF ⊆ ∆F ×∆F. A pointed frameis a pair(F, d)
such thatd ∈ ∆F. For F = (∆F, rF) a frame,d, e ∈ ∆F,
andn ∈ N, we writed(rF)≤ne iff there exists a sequence
d0, . . . , dm ∈ ∆F with m ≤ n, d = d0, e = dn, and
di rFdi+1 for i < m. Moreover,d ∈ ∆F is called aroot
of F if for everye ∈ ∆F, there existsn such thatd(rF)≤ne.

An interpretationI = (∆I , ·I) is based ona frameF iff
∆F = ∆I andrI = rF. We say that a conceptC is valid on
F and writeF |= C iff CI = ∆I for every interpretationI
based onF, and(F, d) |= C iff d ∈ CI for every interpreta-
tion I based onF. The following theorem restates, in a DL
formulation, the undecidability of the semantic consequence
problem of modal logic on transitive frames.

Theorem 14 (Chagrov) There exists anALC conceptE
containing only the concept nameA and the roler such
that the following problem is undecidable: given anALC
conceptD, does there exist a transitive frameF such that
F |= E andF 6|= D.

For convenience, we will use the following abbreviation:
for m ∈ N, we use∀mr.C to denoteC if m = 0, and
∀m−1r.C u ∀r.∀m−1r.C if m > 0. As usual, the role depth
rd(C) of a conceptC is defined as the nesting depth of the
constructors∃r.D and∀r.D in C. The following lemma es-
tablishes a connection between the instance problem w.r.t.
concept-minimizing cKBs and a bounded version of the se-
mantic consequence problem (not yet on transitive frames).
For the sake of readability, we write concept assertionsC(a)
in the forma : C

Lemma 15 Let C be anALC concept whose only role is
r and whose only concept name isA. Let D be a concept
not containingA and whose only role isr. Then, for every
m > 0, the following conditions are equivalent:

(i) CircCP(∅,A) |= a : ∀mr.C u ¬D, where we define
CP = (∅, {A}, {r}, ∅) and A = {a : (¬∀mr.C t
∀m+rd(C)r.A)};

(ii) there exists a pointed frame(F, d) such that(F, d) |=
∀mr.C and(F, d) 6|= D.

Proof. (i) implies (ii). Let I be a model ofCircCP(∅,A)
such thataI ∈ (∀mr.C u ¬D)I . SupposeI is based on the
frameF, and setd := aI . We show that(F, d) |= ∀mr.C
and(F, d) 6|= D. The latter is easy as it is witnessed by the
interpretationI. To show the former, letJ be an interpreta-
tion based onF . We distinguish two cases:

• AJ ⊇ {e ∈ ∆J | d(rJ )≤m+rd(C)e}.
SinceaI ∈ (∀mr.C)I andI is a model ofCircCP(∅,A),
it is not hard to see that

AI = {e ∈ ∆I | d(rI)≤m+rd(C)e}. (∗)

Moreover,d ∈ (∀mr.C)I . SinceI andJ are based on
the same frame and the truth of∀mr.C at d depends on
the truth value ofA only at those objectse ∈ ∆I with
d(rI)≤m+rd(C)e, we haved ∈ (∀mr.C)J and are done.

• AJ 6⊇ {e ∈ ∆J | d(rJ )≤m+rd(C)e}.
Let J ′ be the modification ofJ whereAJ ′

= AJ ∩
{e ∈ ∆J | d(rJ )≤m+rd(C)e}. By (∗), J ′ <CP I. If
d ∈ (¬∀mr.C)J

′
, thenJ ′ is a model ofA and we have a

contradiction to the fact thatI is a model ofCircCP(∅,A).
Thus, d ∈ (∀mr.C)J

′
. Since the truth of∀mr.C at d

depends on the truth value ofA only at those objectse ∈
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∆J ′
with d(rJ

′
)≤m+rd(C)e, we haved ∈ (∀mr.C)J and

are done.

(ii) implies (i). Suppose there exists a pointed frame(F, d)
such that(F, d) |= ∀mr.C and(F, d) 6|= D. We may assume
thatd is a root ofF. Let I be an interpretation based onF
such thatd ∈ (¬D)I . We may assume thatAI = {e ∈
∆I | d(rI)≤m+rd(C)d} (sinceA does not occur inD) and
aI = d. ThenaI ∈ (∀mr.Cu¬D)I . It remains to show that
there does not exist anI ′ <CP I such thataI

′ ∈ (¬∀mr.Ct
∀m+rd(C)r.A))I

′
. This is straightforward: from(F, d) |=

∀mr.C, we obtain that there does not exist anyI ′ such that
d ∈ (¬∀mr.C)I

′
and clearly there does not exist anyAI′ ⊂

AI such thatd ∈ (∀m+rd(C)r.A)I
′
. ❏

The following lemma relates the bounded version of the se-
mantic consequence problem (on unrestricted frames) to the
semantic consequence problem on transitive frames. It uti-
lizes the concept∀r.A → ∀r.∀r.A, the DL version of the
modal formula�p → ��p that is well-known to be valid
on a frame iff the frame is transitive.

Lemma 16 Let C1 = ¬∀r.A t ∀r.∀r.A, C2 be anALC
concept containing only the roler and the concept name
A, and letD be a concept containing only the roler (but
arbitrary concept names). Then the following conditions are
equivalent:

(i) there exists a transitive frameF such thatF |= C2 and
F 6|= D;

(ii) There exists a pointed frame(F, w) such that(F, w) |=
∀1r.(C1 u C2) and(F, w) 6|= D.

We are now in a position to prove the undecidability result.

Proof. (of Theorem 13)Take the conceptE from Theo-
rem 14, the conceptC1 from Lemma 16, and setC :=
C1 u E. Then, by Theorem 14 and Lemma 16, the fol-
lowing is undecidable: given a conceptD, does there ex-
ists a pointed frame(F, w) such that(F, w) |= ∀1r.C and
(F, w) 6|= D. Since we are concerned with validity on
frames, we may w.l.o.g. assume thatD does not contain the
concept nameA. Therefore, by Lemma 15, the following is
undecidable: given a conceptD not containingA, is a an
instance of∀1r.C u ¬D w.r.t.

CircCP(∅, {a : (¬∀1r.C t ∀1+rd(C)r.A)},

whereCP = (∅, {A}, {r}, ∅). ❏

It follows that satsfiability and subsumption w.r.t. concept-
minimizing cKBs are undecidable as well (also in the case
of empty TBoxes).

Minimized vs. Fixed Role Names Recall that, unlike
fixed concept names, fixed role names cannot be simu-
lated using minimized role names. Thus, Theorem 13 does
not imply undecidability of reasoning w.r.t.concept-fixing
cKBs, in which role names are allowed to be minimized,
but only concept names can be fixed. In general, we have
to leave decidability of reasoning w.r.t. concept-fixing cKBs
as an open problem. However, we show in the following

that reasoning w.r.t. such cKBs is decidable when TBoxes
are empty. Together with Theorem 13, which also applies
to the case of empty TBoxes, this result provides evidence
that fixing role names can be computationally harder than
minimizing role names.

Theorem 17 In ALC, satisfiability w.r.t. concept-fixing
cKBsCircCP(T ,A) is decidable inNEXPNP if T is empty.

The proof is given in (Bonatti, Lutz, & Wolter 2005) and
uses a technique known asselective filtrationin modal logic.

Conclusions and Perspectives
We have shown that circumscription can be used to define
elegant non-monotonic DLs and that reasoning in these DLs
is decidable if role names are neither fixed nor minimized.
However, we view this paper only as a (promising) first step
towards usable non-monotonic DLs. In particular, the fol-
lowing issues deserve further research:
– The upper bounds presented in this paper are based on
massive non-deterministic guessing, and thus do not allow
for an efficient implementation. Ideally, one would like
to have algorithms that are well-behaved extensions of the
tableau algorithms that underly state-of-the-art DL reason-
ers (Baader & Sattler 2000). It seems that existing sequent
calculi for (propositional) circumscription and minimal en-
tailment (Bonatti & Olivetti 2002; Olivetti 1992) could pro-
vide a starting point.
– It seems necessary to develop a design methodology for
modelling defeasible inheritance. The examples given in
this paper indicate that the main challenge is to find rules
that determine the predicates that should be fixed, varied,
and minimized.
– There are many different non-monotonic DLs that have
been proposed in the literature, and their exact relationship
to the DLs investigated in this paper deserves being stud-
ied. For example, it is known that circumscription is slightly
less expressive than default logic and autoepistemic logic in
the propositional case (Bonatti & Eiter 1996). Still, for cer-
tain applications our logics are more powerful than the non-
monotonic DLs based on default logic in (Baader & Hol-
lunder 1995a) since the latter impose drastic restrictions on
expressivity in order to attain decidability.
Also from a theoretical perspective, our initial investigation
leaves open a number of interesting questions of which we
mention only two. First, we currently do not know whether
or not minimizing roles leads to undecidability in the pres-
ence of non-empty TBoxes. Second, our current techniques
are limited to non-monotonic extensions of DLs that have
the finite model property, and it would be desirable to over-
come this limitation to obtain non-monotonic extensions of
DLs such asSHIQ.
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