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Chapter 2

Propositional Logic

Propositional logic is the logic of propositional connectives like p A ¢ and p = ¢q. As
was the case for algebraic theories, the general approach will be to determine suitable
categorical structures to model the logical operations, and then use categories with such
structure to represent (abstract) propositional theories. Adjoints will play a special role, as
we will describe the basic logical operations as such. We again show that the semantics is
“functorial”, meaning that the models of a theory are functors that preserve the categorical
structure. We will show that there are classifying categories for all propositional theories,
as was the case for the algebraic theories that we have already met.

A more abstract, algebraic perspective will then relate the propositional case of syntax-
semantics duality with classical Stone duality for Boolean algebras, and related results from
lattice theory will provide an algebraic treatment of Kripke semantics for intuitionistic (and
modal) propositional logic.

2.1 Propositional calculus

Before going into the details of the categorical approach, we first briefly review the proposi-
tional calculus from a conventional point of view, as we did for algebraic theories. We focus
first on classical propositional logic, before considering the intuitionistic case in Section
2.9

In the style of Section ??, we have the following (abstract) syntax for (propositional)
formulas:

Propositional variable p ::= p1 | p2 | p3| -
Propositional formula ¢ = p| T | L | —¢ | p1 Ao | d1V da | 1 = ¢2 | 1 & b2

An example of a formula is therefore (ps < ((((=p1) V (p2 A L)) V p1) = p3)). We will
make use of the usual conventions for parenthesis, with binding order =, A, V, =, <. Thus

e.g. the foregoing may also be written unambiguously as p3 < —p; Vp2 A LV p; = p3.
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6 Propositional Logic

Natural deduction

The system of natural deduction for propositional logic has one form of judgement

pla"'7pn’¢17"'7¢ml_¢

where p1,...,ps 1S a context consisting of distinct propositional variables, the formulas
O1, ..., Oy are the hypotheses and ¢ is the conclusion. The variables in the hypotheses and
the conclusion must occur among those listed in the context. The hypotheses are regarded
as a (finite) set; so they are unordered, have no repetitions, and may be empty. We may
abbreviate the context of variables by I', and we often omit it.

Deductive entailment (or derivability) ® F ¢ is thus a relation between finite sets of
formulas ® and single formulas ¢. It is defined as the smallest such relation satisfying the
following rules:

1. Hypothesis:

if ¢ occurs in @

NN
2. Truth:

OFT
3. Falsehood:

dF L

OF ¢

4. Conjunction:
OF ¢ OND PN Y OFPpNY

PFOAY OF o N ED
5. Disjunction:
O3 o) OHY dFopVY NNl b0
dFoVY OEOVY N llv)

6. Implication:
(ONORSE T dFop=1 OF o
PFPp= SF

For the purpose of deduction, we define =¢ := ¢ = L and ¢ < ¢ := (¢ = ) A (¥ = ¢).
To obtain classical logic we need only include one of the following additional rules.

7. Classical logic:
O F ¢

DoV o dF ¢
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2.1 Propositional calculus 7

A proof of a judgement ® - ¢ is a finite tree built from the above inference rules whose
root is @ - ¢. For example, here is a proof of ¢ V ¢ - 1) V ¢ using the disjunction rules:

- PV, o PNV Y Y P
VY EOVY PV, oYV pVP PPV
VYUYV

A judgment ® - ¢ is provable if there exists a proof of it. Observe that every proof has
at its leaves either the rule for T or an instance of the rule of hypothesis (or the Excluded
Middle rule for classical logic).

Remark 2.1.1. An alternate form of presentation for proofs in natural deduction that is
more, well, natural uses trees of formulas, rather than of judgements, with leaves labelled by
assumptions ¥ that may also occur in cancelled form [¢]. Thus for example the introduction
and elimination rules for conjunction would be written in the form:

o 6} 0] o
6 U A Y
SN 5 v

An example of a proof tree with cancelled assumptions is the one for disjunction elimina-
tion:

oV W 9

And the above rule of implication introduction takes the form:

@, [¢]

v
o=
In these examples, the cancellation occurred at the last step. In order to continue such a

proof, we need a device to indicate when a cancellation occurs, i.e. at which step of the
proof. This can be done as follows:
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8 Propositional Logic

This proof tree represents a derivation of the judgement ® + o = v. A proof tree in
which all the assumptions have been cancelled represents a derivation of an unconditional
judgement such as - ¢.

We will have a better way to record such proofs in Section ?77.

Exercise 2.1.2. Derive each of the two classical rules (2.1)), called Ezcluded Middle and
Double Negation, from the other.

2.2 Truth values

The idea of an axiomatic system of deductive, logical reasoning goes to back to Frege, who
gave the first such system for propositional calculus (and more) in his Begriffsschrift of
1879. The question soon arose whether Frege’s rules (or rather, their derivable consequences
— it was clear that one could chose the primitive basis in different but equivalent ways)
were correct, and if so, whether they were all the correct ones. An ingenious solution was
proposed by Russell’s student Wittgenstein, who came up with an entirely different way of
singling out a set of “valid” propositional formulas in terms of assignments of truth values
to the variables occurring in them. He interpreted this as showing that logical validity
was really a matter of the logical structure of a proposition, rather than depending any
particular system of derivations. The same idea seems to have been had independently by
Post, who proved that the valid propositional formulas coincide with the ones derivable
in Whitehead and Russell’s Principia Mathematica (which is propositionally equivalent
to Frege’s system), a fact that we now refer to as the soundness and completeness of
propositional logic.

In more detail, let a wvaluation v be an assignment of a “truth-value” 0,1 to each
propositional variable, v(p,) € {0, 1}. We can then extend the valuation to all propositional
formulas [¢]" by the following recursion.

This is sometimes expressed using the “semantic consequence” notation v F ¢ to mean that
[¢]" = 1. The above specification then takes the following form, in which the condition
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2.2 Truth values 9

for the truth of a formula is given in terms of its informal “meaning”:

vE T always

vE L never

vE-¢ iff notvE@
vEoANY iff vE¢@andovE
vEoVy iff vEporvEY
vE¢=1 iff vE ¢ impliesvF Y
vEop&e Y it vEgiffvEY

Finally, ¢ is valid, written F ¢, is defined by,

F o iff v E ¢ for all v
iff [¢]" =1 for all v.

And, more generally, we define ¢, ..., ¢, semantically entails ¢, written

¢17"'7¢n': ¢7 (21)

to mean that for all valuations v such that v F ¢, for all k, also v F ¢.

Given a formula in context I' | ¢ and a valuation v for the variables in I', one can check
whether v E ¢ using a truth table, which is a systematic way of calculating the value of
[¢]". For example, under the assignment v(p;) = 1,v(p2) = 0,v(p3) = 1 we can calculate

[¢]° for ¢ = (ps < ((((=p1) V (p2 A L)) V p1) = p3)) as follows.

PlP2P3‘I>3<:>ﬁp1\/pg/\J_VpI:>p3
101\110100001111

The value of the formula ¢ under the valuation v is then the value in the column under
the main connective, in this case <, and thus [¢]" = 1.

Displaying all 23 valuations for the context I' = py, ps, ps, therefore results in a table
that checks for validity of ¢,

P1 P2 P3|Ps & - p1 vV pp A L V p = p3
1 1 1 1 ...

1 1 0 1

i1 0 11 1 0 1 O O O O 1T 1 1 1
1 0 0 1

0 1 1 1

0 1 0 1

0 0 1 1

0 0 O 1

In this case, working out the other rows shows that ¢ is indeed valid, thus F ¢.
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10 Propositional Logic

Theorem 2.2.1 (Soundness and Completeness of Propositional Calculus). Let ® be any
set of formulas and ¢ any formula, then

¢ «<— DF ¢
In particular, for any propositional formula ¢ we have
Fo <= Fo.
Thus deriwability and validity coincide.

Proof. Let us sketch the usual proof, for later reference.

(Soundness:) First assume ® F ¢ is provable, meaning there is a finite derivation of
® F ¢ by the rules of inference. We show by induction on the set of derivations that ® £ ¢,
meaning that for any valuation v such that v F ® also v F ¢. For this, observe that in each
individual rule of inference, if W F ¢ for all the premisses of the rule, then ® E ¢ for the
conclusion (the set of premisses may change from the premisses to the conclusion if the
rule involves a cancellation).

(Competeness:) Suppose that ® ¥ ¢, then &, —¢ ¥ L (using double negation elimi-
nation). By Lemma below, there is a valuation v such that v F {®,—¢}. Thus in
particular v F ® and v ¥ ¢, therefore ¢ ¥ ¢. ]

The key lemma is this:

Lemma 2.2.2 (Model Existence). If a set ® of formulas is consistent, in the sense that
® ¥ L, then it has a model, i.e. a valuation v such that v F ®.

Proof. Let ® be any consistent set of formulas. We extend ® C WU to one that is mazimally
consistent, meaning V¥ is consistent, and if ¥ C W and ¥’ is consistent, then ¥ = ¥’
Enumerate the formulas ¢, ¢1, ..., and let,

by =D,
b, = P, U@, if consistent, else &,
U=,

One can then show that U is indeed maximally consistent, and for every formula ), either
1 € W or =) € ¥ and not both (exercise!). Now for each propositional variable p, define
vy(p) = 1 just if p € V. Finally, one shows that [¢]"* = 1 just if ¢ € ¥, and therefore
vg FV D . O

Exercise 2.2.3. Show that for any maximally consistent set ¥ of formulas, either ¢» € W or
—) € ¥ and not both. Conclude from this that for the valuation vy defined by vy (p) = 1
just if p € W, we indeed have [¢]"* = 1 just if ¢ € U, as claimed in the proof of the Model
Existence Lemma 2.2.2]
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2.3 Boolean algebra 11

2.3 Boolean algebra

There is of course another approach to propositional logic, which also goes back to the
19th century, namely Boolean algebra. It draws on the analogy between the propositional
operations —, V, A and the arithmetical ones —, +, X.

Definition 2.3.1. A Boolean algebra is a set B equipped with the operations:

0,1:1— B
-:B— B
AN,V:BxB—B

satisfying the following equations, for all z,y, z € B:

rVr=x TN =2
tVy=yVux TANYy=yNzx
zV(yVz)=(xVy Vz cANyANz)=(xAy) Az
zA(yVz)=(@xAy)V(zAz) xV(yNz)=(zVy AV z)
OVz =z 1INz =2
I1ve =1 ONz =0
“@Vy)=-zA-y o(@Ay) =z Vg

zV-x=1 Az =0

Familiar examples of Boolean algebras are 2 = {0,1} with the usual operations on
“truth-values”, and more generally, any powerset PX, with the set-theoretic operations
AVB =AUB, ANB=ANDB, A = X\ A (indeed, 2 = P1 is a special case).
This is of course an algebraic theory, like those considered in the previous chapter. The
Lawvere algebraic theory B of Boolean algebras is then, as we know, the opposite of the
full subcategory BAgs — BA of finitely generated free algebras B(n). We shall consider
this aspect later, and in fact we shall see that B is equivalent to the category of finite
powersets P[n] and arbitrary functions between them.

One can use equational reasoning in Boolean algebra as an alternative to the deductive
propositional calculus as follows. For a propositional formula in context I' | ¢, let us say
that ¢ is equationally provable if we can prove ¢ = 1 by the usual equational reasoning
(Section ?7), using the laws of Boolean algebras above. More generally, for a set of formulas
® and a formula 1 let us define the (ad hoc) relation of equational provability,

D g ¢ (2.2)
to mean that ¢» = 1 can be proven equationally from (the Boolean equations and) the set

of all equations ¢ = 1, for ¢ € ®. Since we don’t have any laws for the propositional
connectives = or < let us replace them with their Boolean equivalents, by adding to the
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12 Propositional Logic

equations we are allowed to use the following two:

p=1v = oV,
b = (FOVY)A (Y VP).

Here for example is an equational proof of (¢ = ¥) V (¢ = ¢).
(@=P)V (W =¢)=(0VY)V(¥Ve)

=20V (@ V (=P Ve))
=0V ((¥V ) Vo)
=9V (1Ve)
=-¢V1

=1V-9¢

=1

This shows that
Fq (0= ¢) V(¥ =9).
We may now ask: How is equational provability ® t=q ¢ related to deductive deriwability
® F 1 and semantic entailment ® E ) ?

Exercise 2.3.2. Show by equational reasoning that an equation ¢ = v is provable from
the laws of Boolean algebra if and only if kzq (¢ < 9).

Exercise 2.3.3. Using equational reasoning, show that every propositional formula ¢ has
both a conjunctive ¢" and a disjunctive ¢" Boolean normal form such that:

1. The formula ¢¥ is an n-fold disjunction of m-fold conjunctions of positive p; or
negative —pj propositional variables,

¢ = (Qu Ao AQumy) Voo V(Qui A oo A Qrmy, ) aij € {pij, Pij }

and ¢" is the same, but with the roles of V and A reversed.

2. Both
I—qub«:mbv and I—qub(:)(ﬁA.

(Hint: Rewrite the formula in terms of just conjunction, disjunction, and negation, and

then prove by structural induction on the formula that it has both normal forms.)

Exercise 2.3.4. Show that the free Boolean algebra B(n) on n-many generators has 22"
many elements. Hint: Show first that every element b € B(n) can be written in a unique
(disjunctive) normal form (as in the previous exercise):

b:bl\/...\/bn,

bi=a1 N...Na,,, 1<i<n,

where each a; is an element of the finite set [n] = {21, ..., z,}, written in either positive z
or negative =z form (and not both). Then count these normal forms.
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2.4 Lawvere duality for Boolean algebras 13

Remark 2.3.5. We can use Exercise to show that equational provability is equivalent
to semantic validity,
g @ <= Fo.

To show this, we first use equational reasoning to put the formula ¢ into conjunctive normal
form, and then read off a truth valuation that falsifies it, just if there is one. Indeed, the
CNF is valued as 1 just if each conjunct is, and that evidently holds just if each conjunct
contains a propositional letter p in both positive p and negative —p form. In that case, the
CNF clearly reduces to 1 by an equational calculation. Conversely, if the CNF does not
so reduce, it must have a conjunct that does not satisfy the condition just stated; then we
can read off from it a valuation that makes all of the (positive and negative) propositional
letters in that conjunct 0.

Corollary 2.3.6 (Soundness and completeness of equational inference). For any set of
formulas ® and formula 1, we have an equivalence

Ot <= PEY.
Exercise 2.3.7. Prove this, using Remark for the case where ® is empty.

Before showing that equational provability ® k4 % is also equivalent to deductive
derivability @ I 1) we shall consider what can be said about Boolean algebra just from the
fact that it is a Lawvere algebraic theory, using what we already know about such theories.

2.4 Lawvere duality for Boolean algebras

Let us apply the machinery of algebraic theories from Chapter 77 to the algebraic theory
of Boolean algebras and see what we get. The algebraic theory B of Boolean algebras
is a finite product (FP) category with objects 1, B, B, ..., containing a Boolean algebra
Ug, with underlying object |[Ug| = B. By Theorem 7?7, B has the universal property
that finite product preserving (FP) functors from B into any FP-category C correspond
(pseudo-)naturally to Boolean algebras in C,

Homep(B,C) ~ BA(C). (2.3)

The correspondence is mediated by evaluating an FP functor F' : B — C at (the underlying
structure of) the Boolean algebra Ug to get a Boolean algebra F'(Ug) in C:

F:B—C FP
F(Ug) BA(C)

We call Ug the universal Boolean algebra. Given a Boolean algebra B in C, we write
B":B—C

[DRAFT: FEBRUARY 29, 2024]



14 Propositional Logic

for the associated classifying functor. By the equivalence of categories ([2.3)), we have isos,
B*(Ug) =B,  F(Up)f==F.

And in particular, U% =1p: B — B.
By Lawvere duality, Corollary ??, we know that B°? can be identified with a full
subcategory mod(B) of B-models in Set (i.e. Boolean algebras),

B°? = mod(B) < Mod(B) = BA(Set), (2.4)

namely, that consisting of the finitely generated free Boolean algebras F'(n). In Exercise
2.3.4) we determined F(n) as having the underlying set PP[n| for an n-element set [n],
with the Boolean operation of V coming from the (outer) powerset, and the A coming from

the inner one, with the generators {{z;}} for z; € [n]. Composing (2.4) and ([2.3)), we have
an embedding of B°? into the functor category,

B°P < BA(Set) ~ Homgp(B, Set) < Set” (2.5)

which, up to isomorphism, is just the (contravariant) Yoneda embedding, taking B" € B
to the covariant representable functor y®(B") = Homg(B", —) (cf. Theorem ?7).

Now let us consider provability of equations between terms ¢ : B” — B in the theory B,
which are essentially the same as propositional formulas in context (py,...,pn | ¢) modulo
B-provable equality. The universal Boolean algebra Ug is logically generic, in the sense
that for any such formulas ¢, 1, we have Ug F ¢ = 9 just if B - ¢ = ¢ (Proposition ?7).
The latter condition is equational provability from the axioms for Boolean algebras, which
was used in the definition of feq ¢ (cf. 2.2). So we have:

g <= BrFo=1 < Ugkop=1.

As we showed in Proposition 7?7, the image of the universal model Ug under the (FP)
covariant Yoneda embedding,
vy : B — Set®™

is also a logically generic model, with underlying object |yg(Ug)| = Homg(—,B). By
Proposition 7?7 we can use that fact to restrict attention to Boolean algebras in Set, and in
particular, to the finitely generated free ones F'(n), when testing for equational provability.
Specifically, using the (FP) evaluation functors evalpn : Set®" — Set for all objects B" € B,
we can continue the above reasoning as follows:

lq @ <= BlFo=1

UgkEo=1

ye(Up) F o =1

evalgnyp(Ug) F ¢ =1 for all B" € B
Fn)E¢p=1 foralln.

1117
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2.4 Lawvere duality for Boolean algebras 15

The last step holds because the image of yg(Ug) under evalgn is exactly the free Boolean
algebra evalgnyp(Ug) = F(n) (cf. Exercise 77). Indeed, for the underlying objects we have

evalpnyg(Ug) = Homg(B", B) = Homgae (F'(n), F/(1)) = Homga(F (1), F(n)) = |F(n)|.

Thus to test for equational provability it suffices to check the equations in the free algebras
F(n) (which makes sense, since F'(n) is usually defined in terms of equational provability).
We have therefore shown:

Lemma 2.4.1. A formula in context py, ..., px | ¢ is equationally provable keq ¢ just in case
it holds in every finitely generated free Boolean algebra F'(n), i.e. F(n)E ¢ = 1.

Recall that the condition F'(n) F ¢ = 1 means that the equation ¢ = 1 holds generally
in F(n), i.e. for any elements fi, ..., fr € F(n), we have ¢[f1/p1, ..., fe/pr] = 1, where the
expression ¢[f1/p1, ..., fx/px] denotes the element of F'(n) resulting from interpreting the
propositional variables p; as the elements f; and evaluating the resulting expression using
the Boolean operations of F'(n). But now observe that the recipe:

for any elements fi, ..., fr € F'(n), let the expression

olfi/p1y -, fu/Pk] (2.6)

denote the element of F(n) resulting from interpreting the propositional vari-
ables p; as the elements f; and evaluating the resulting expression using the
Boolean operations of F'(n)

just describes the unique Boolean homomorphism

5 (flu---7fk)

F(1)

F(k) F(n),

where (fi,..., fx) : F'(k) = F(n) is determined by the elements fi,..., fy € F(n), and
¢ : F(1) — F(k) by the corresponding element (pi,...,px | ¢) € F(k). It is therefore
equivalent to check the case k = n and f; = p;, i.e. the “universal case”

(1, pPr | @) =1 in F(k). (2.7)
Finally, then, we have:

Proposition 2.4.2 (Boolean-valued completeness of the equational propositional calcu-
lus). Equational propositional calculus is sound and complete with respect to boolean-valued
models in Set, in the sense that a propositional formula ¢ is equationally provable from the
laws of Boolean algebra,

Feq @

gust if it holds generally in any Boolean algebra (in Set), which we may denote
Fea ¢.
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16 Propositional Logic

Proof. By “holding generally” is meant that it holds for all elements of the Boolean algebra
B, in the sense displayed after the Lemma. But, as above, this is equivalent to the condition
that for all by, ..., b, € B, for (by,...,b;) : F'(k) — B we have (b, ...,bt)(¢) = 1 in B, which
in turn is clearly equivalent to the previously determined “universal” condition that
¢=11in F(k). O

We leave the analogous statement for equational entailment ® =4 ¢ and Boolean-valued
entailment ® Fgp ¢ as an exercise.

Corollary 2.4.3. Show that a propositional formula py,...,pr | ¢ is equationally provable
Feq @, just if it holds in the free Boolean algebra F(w) on countably many generators
w = {p1,p2, .-}, with the variables py,...,px interpreted as the corresponding generators

of F(w).
Exercise 2.4.4. Prove this as an easy corollary of Proposition [2.4.2]

Let us summarize what we know so far. By Exercise 77, we already knew that equa-
tional provability in Boolean algebra is equivalent to semantic validity,

g @ <= Fo.

This was based on a certain decision procedure for validity in classical propositional logic,
originally due to Bernays [?], restated in terms of Boolean algebra. Like the classical proof
of the Completeness Theorem [2.2.1},

Fo «<— F o,

we would like to analyze this result, too, in general categorical terms, in order to be able
to extend and generalize it to other systems of logic.

Our algebraic approach via Lawvere duality resulted in Proposition [2.4.2] which says
that equational provability is equivalent to what we have called Boolean-valued validity,

fq® < Fean¢p <= BF¢ forallB. (2.8)

This is essentially the Boolean algebra case of our Proposition 7?7, the completeness of
equational reasoning with respect to algebras in Set, originally proved by Birkhoff.

It still remains to relate equational provability =y ¢ with deduction - ¢, and Boolean-
valued validity Fga ¢ with semantic validity F ¢, which is just the special case 2 Fga ¢.
We shall consider deduction F ¢ via a different approach in the following section, one that
regards Boolean algebras as special finite product categories, rather than as algebras for a
special Lawvere algebraic theory.

Exercise 2.4.5. For a formula in context pi,...,px | ¥ and a Boolean algebra B, let
the expression J[by/p1, ..., bx/px] denote the element of B resulting from interpreting the
propositional variables p; in the context as the elements b; of B, and evaluating the resulting
expression using the Boolean operations of B. For any finite set of propositional formulas

[DRAFT: FEBRUARY 29, 2024]



2.5 Functorial semantics for propositional logic 17

® and any formula 1, let I' = py, ..., px be a context for (the formulas in) ® U {}. Finally,
recall that ® -, ¥ means that ¢ = 1 is equationally provable from the set of equations
{¢ =11 ¢ € @}. Show that ® k4 ¢ just if for all finitely generated free Boolean algebras
F(n), the following condition holds:

For any elements fi, ..., fx € F(n), if ¢[f1/p1,---, fr/pr] = 1 for all ¢ € &, then
Yfi/p1, - fi/pr] = 1.

[s it sufficient to just take F'(k) and its generators py, ..., px as the fi, ..., fx? Is it equivalent
to take all Boolean algebras B, rather than the finitely generated free ones F'(n)? Determine
a condition that is equivalent to ® k4 9 for not necessarily finite sets ®.

Exercise 2.4.6. A Boolean algebra can be partially ordered by defining = < y as
r<y <<= zVy=y or equivalently r<y &< rNy==x.

Thus a Boolean algebra is a (poset) category. Show that as a category, a Boolean algebra
has all finite limits and colimits and is cartesian closed, with z = y := —x V y as the
exponential of z and y. Moreover, a finitely complete and cocomplete cartesian closed
poset is a Boolean algebra just if it satisfies z = (xr = 0) = 0. Finally, show that
homomorphisms of Boolean algebras f : B — B’ are exactly the same thing as functors
(i.e. monotone maps) that preserve all finite limits and colimits.

2.5 Functorial semantics for propositional logic

Considering the algebraic theory of Boolean algebras suggested the idea of a Boolean
valuation of propositional logic, generalizing the truth valuations of section [2.2] This
can be seen as applying the framework of functorial semantics to a different system of
logic than that of equational theories, represented as finite product categories, namely
that represented categorically by poset categories with finite products A and coproducts V
(each of these cases could, of course, also be considered separately, relating A-semilattices
and categories with finite products x, and V-semilattices with categories with coproducts
+, respectively). Thus we are moving from the top right corner to the bottom center
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18 Propositional Logic

position in the following Hasse diagram of structured categories:

+ X Cat

N

\Y, A Pos

VLA

In Chapter ?? we shall see how first-order logic results categorically from these two cases
by “indexing the lower one over the upper one”, in a certain sense, and in Chapters 77
and 77 we shall consider simple and dependent type theory as “categorified” versions of
propositional and first-order logic. It is for this reason (rather than a dogmatic commitment
to categorical methods!) that we next continue our reformulation of the basic results of
classical propositional logic in functorial terms.

Exercise 2.5.1. Review the results of Chapter 1 on (Lawvere) algebraic theories in the
case of posets. First, show that a posetal Lawvere algebraic theory is always trivial (why?),
but that a (general) posetal algebraic theory is a A-semilattice. What are the Set-valued
models of such a theory? What do the duality theories of Chapter 1 mean in this setting?

Definition 2.5.2. A propositional theory T consists of a set Vi of propositional variables,
called the basic or atomic propositions, and a set Ar of propositional formulas (over Vi),
called the azioms. The (deductive) consequences ® b1 ¢ are those judgements that are
derivable by natural deduction (as in Section , from the axioms A, where we define
O Fr ¢ to mean & U Ap - ¢ for (sets of) formulas ®, ¢ over Vr.

Definition 2.5.3. Let T = (Vr, Ar) be a propositional theory and B a Boolean algebra.
A model of T in B, also called a Boolean valuation of T is an interpretation function
v : Vp — |B| such that, for every o € Ar, we have [a]” = 1z in B, where the extension
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2.5 Functorial semantics for propositional logic 19

[—]Y of v from Vr to all formulas (over Vi) is defined in the expected way, namely:

[p]* =wv(p), p€Vx
[Tl =15
[L]" =05
[-¢]" = —5[0]"
[6 A Y] = [8]" As [¥]"
[o V] = [8]° Vs [¥]°

Finally, let Mod(T, B) be the set of all T-models in B. Given a Boolean homomorphism
f: B — B, there is an induced mapping Mod(T, f) : Mod(T, B) — Mod(T, 5’), determined
by setting Mod(T, f)(v) = f o v, which is clearly functorial.

Theorem 2.5.4. The functor Mod(T) : BA — Set is representable, with representing
Boolean algebra By, the classifying Boolean algebra of T. Thus there is a natural iso,

HOI’T]B/_\<BT, B) = MOd(T, B) . (29)

Proof. We construct Br from the “syntax of T” in two steps:
Step 1: Suppose first that At is empty, so T is just a set V' of propositional variables.
Then define the classifying Boolean algebra B[V] by

B[V] = {¢| ¢ is a formula in context V'}/~
where the equivalence relation ~ is (deductively) provable bi-implication,
Pp~Y = FopS P
The operations are (well-)defined on equivalence classes by setting,

DIATY] = o AY],

and so on. (The reader who has not seen this construction before should fill in the details!)
Step 2: In the general case T = (Vr, Ar), let

Br = B[Vr]/ ~7,
where the equivalence relation ~r is now Ar-provable bi-implication,
Gy = Ark o e

The operations are defined as before, but now on equivalence classes [¢] modulo Ar.
Observe that the construction of By is a variation on that of the syntactic category
construction Cr = Syn(T) of the classifying category of an algebraic theory T, in the
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sense of the previous chapter. Indeed, the statement of the theorem is exactly the
universal property of By as the classifying category of T-models. (Since Mod(T, B) is now
a set rather than a category, we can classify it up to isomorphism rather than equivalence
of categories.) The proof of this fact is a variation on the proof of the corresponding
theorem ?? from Chapter 1. Further details are given in the following Remark for
the interested reader. O]

Remark 2.5.5. The Lindenbaum-Tarski algebra of a propositional theory is usually de-
fined in semantic terms using (truth) valuations. Our definition of Br in terms of provability
is more useful in the present setting, as it parallels that of the syntactic category Cr of an
algebraic theory, and will allow us to prove Theorem by analogy to Theorem 7?7 for
algebraic theories.

Remark 2.5.6 (Adjoint Rules for Propositional Calculus). For the construction of the
classifying algebra Br, it is convenient to reformulate the rules of inference for the propo-
sitional calculus in the following equivalent adjoint form: Contexts I' may be omitted,
since the rules leave them unchanged (there is no variable binding). We may also omit
assumptions that remain unchanged. Thus e.g. the hypothesis rule may be written in any
of the following equivalent ways.

Ll dmt g P1y- -, Om O ok
The structural rules can then be stated as follows:
oy YEY
oo SF Y
o o, 01 o, 014
v, oY oI U, o1

The rules for the propositional connectives can be given in the following adjoint form,
where the double line indicates a two-way rule (with the obvious two instances when there
are two conclusions, in going from bottom to top).

oFT 1lFo
Yo dFY pFY YU VNN
VEPNY PV Y Y Vo=

For the purpose of deduction, negation —¢ is again treated as defined by ¢ = 1 and

bi-implication ¢ < ¥ by (¢ = ¥) A (Y = ¢).
For classical logic we also include the rule of double negation:

—y— (2.10)
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It is now obvious that the set of formulas is preordered by ¢ - v, and that the poset
reflection agrees with the deducibility equivalence relation,

oY <= P~

Moreover, Br clearly has all finite limits T, A and colimits L, V, is cartesian closed A - =,
and is therefore a Heyting algebra (see Section ?? below). The rule of double negation
then makes it a Boolean algebra.

The proof of the universal property of Bt is essentially the same as that for Cr.

Exercise 2.5.7. Fill in the details of the proof that By is a well-defined Boolean algebra,
with the universal property stated in . (Hint: The well-definedness of the operations
(6] A [¢], ete., just requires a few deductions, but the well-definedness of the Boolean
homomorphism v* : By — B classifying a model v : Vy — |B| requires the soundness of
deduction with respect to Boolean-valued semantics. Just state this precisely and sketch
a proof of it.)

Just as for the case of algebraic theories and FP categories, we now have the follow-
ing corollary of the classifying theorem [2.5.4] which again follows from the fact that the
classifying Boolean algebra Br is logically generic, in virtue of its syntactic construction.

Corollary 2.5.8. For any formula ¢, derivability from the axioms At & ¢ is equivalent to
validity under all Boolean-valued models of T,

ATI—QS < AT':BA¢~

where, recall, At Fga ¢ means that for all Boolean algebras B and valuations v : Vi — |B|
such that o]’ =1 in B for all « € Ay, we also have [¢]" =1 in B.

Proof. We have
Ark ¢ <= BrFga 9,

essentially by definition, where on the righthand side it suffices to check the canonical
model u : Vi — |Br| associated to the identity Br — Br. But if u Fga ¢, then also v Fga ¢
for any v : Vp — |B|, since v = v*u, and the homomorphism v* : By — B preserves models.
Thus Br Fga ¢ = At Fga ¢. The converse is immediate. O

Now note that the recipe displayed at ([2.6)) for a Boolean valuation in F'(n) of a formula
in context py, ..., px | ¢ is exactly the (canonical) model in F(n), with underlying valuation
n:{p1, - Pr} — |F(n)|, of the theory T = {p1,...,pr}. So

Inspecting the universal property (2.9) of By for the case T = {py, ..., pn}, We also obtain:
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Corollary 2.5.9. The classifying Boolean algebra for the theory {p1,...,pn} is the finitely
generated, free Boolean algebra,

Blp1,....pn] = F(n).
And generally, B[V is the free Boolean algebra on the set V', for any set V.

Indeed, for any valuation (= arbitrary function) v : {py,...,pn} — |B| we have a unique
extension [—]” : Blp, ..., pn] — B, which upon inspection of Definition we recognize
as exactly a Boolean homomorphism.

B[p1, ...,pn] B
|l
{p1, ... P}

The isomorphism B[py, ..., pn] = F(n) of Corollary expresses the fact that the relations
of derivability by natural deduction ® - ¢ and equational provability ® k4 ¢ agree,

¢ —= Phq0, (2.11)

answering one of the two questions from the end of Section [2.4]

Toward answering the other question of the relation between Boolean-valued validity
® EFga ¢ and truth-valued validity ® F ¢, consider the finitely presented Boolean algebras,
which can be described as those of the form

B’]I‘ — B[Pl’ 7pn]/a’

for a finite theory T = (p1, ..., Pn; @1, ---, ), Where the slice category of a Boolean algebra
B over an element 3 € B is the downset (or principal ideal)

B/p=1(p)={beB ‘ b<p}.
To see this, given T = (Vr, Ar), if Ar is finite, then let
aT = /\ (7N
aEAr

so we clearly have
BT = B[VT]/OzT .

If Vi ={p1,...,pn} is also finite, then we have
Br = Blpi, ...,pa) /o1 .

Using this, it is now easy to show that the finitely presented objects in the category
of Boolean algebras are exactly those of the form Blps, ..., pn]/ar, using the fact that a
(Boolean) algebra A is finitely presented if and only if it has a presentation (by n-many
generators and m-many equations) as a coequalizer of finitely generated free algebras,

F(m) —= F(n) — A. (2.12)
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Exercise 2.5.10. Show that the classifying Boolean algebras Br, for finite sets Vr of
variables and At of formulas, are exactly the finitely presented ones in the sense stated in
(2.12) (Hint: Recall that for elements ¢, ¥ in any Boolean algebra, ¢ = ¢ iff (¢ < ) = 1).
In general algebraic categories A such coequalizers of finitely generated free algebras are
exactly those for which the representable functor Hom(A, —) : A — Set preserves all filtered
colimits. Show that the finitely presented Boolean algebras in the sense of do indeed
have this property. (You need not show the converse, but think about it!)

The following is a special case of the universal property of the slice category
X*":C—-C/x,

for any C with finite limits. The reader not already familiar with this fact should definitely
do the exercise!

Exercise 2.5.11. For any Boolean algebra B and any [ € B, consider the map
g*:B—B/3,
with f*(x) = B A x.

(i) Show that B/ = | (B) is a Boolean algebra, and that 8* is a Boolean homomorphism
with 8*(8) = 1 € B/S.

(ii) If o : B — B’ is any homomorphism, then A(8) = 1 € B’ if and only if there is a
factorization

B-l.p (2.13)

e

B/p

of h through £*, and then A is unique with ko 8* = h.

(iii) Show that if By = Blpi, ..., pa)/c classifies (models of ) the theory T = (p;...pn, @) and
P1,---,Pn | 5, then Br/f classifies models of the extended theory T" = (py...pn, o, 3).

Lemma 2.5.12. Let B[py, ...,pn]/a be a finitely presented Boolean algebra which is non-
trivial, in the sense that 0 % 1. Then there is a Boolean homomorphism

h:Blp1,...,pn)/a — 2.
Proof. By Exercise [2.5.10, we can assume that Blpy, ..., pn]/a = Br classifies (models of)
the theory T = (p1, ..., pn; ). By the assumption that 0 # 1 in Blpy, ..., pn)/®, we must
have o« # 0 in the free Boolean algebra Blpi,...,ps] (why?). It then suffices to give a
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valuation v : {p1, ..., pn} — 2 such that [a]" = 1, for then (by Exercise [2.5.11]) we will have

a factorization,
My

Blpi,...,pn] ———= 2 (2.14)
a* z
™,
Blpi, ... pal/
where m, = [—]” is the “model” associated to the valuation v : {p1,...,pn} — 2, and
a* = aN—: Bp1,...,pn] — Blp1,...,pn)/ is the canonical Boolean projection to the

“quotient” Boolean algebra given by the slice category, and m, is the extension of m, along
o resulting from the universal property of slicing a category with finite products.
Informally, o has a truth table with 2" rows, corresponding to the valuations v :
{p1,--,Pn} — 2, and we know that the main column for « is not all 0’s, so we can
find a row in which it is 1 and read off the corresponding valuation. More formally, as in
Remark we can put « into a disjunctive normal form a = o; V... V oy, and one of the
disjuncts «; must then also be non-zero. Since o;; = ¢ A ... A gy, With each g; either positive
p or negative —p, if both p and —p occur, then o; = 0, so the p in each g; must occur only
once in ;. We can then define v accordingly, with v(p) = 1 iff p occurs positively in «,
and we will have [o;]” = 1. This valuation v : {p1, ..., pn} — 2 then determines a Boolean
homomorphism [—]" : Blpy, ..., pn] — 2 with [a]” = 1, as required for a homomorphism

Blp1, ....pn) /o — 2.
]

Proposition 2.5.13. For any formula ¢, Boolean-valued validity and truth-valued validity
are equivalent,

Fea ¢ < Fo. (2.15)

Proof. Since Fga ¢ means that B Fga ¢ for all Boolean algebras B, and F ¢ means the
same for valuations in 2, the implication from left to right is trivial. For the converse, let

(p1, .-, Pn | ®), and consider ¢ € Blpy, ..., pnl-
Suppose h(¢) = 1 for all homomorphisms h : Blpy, ...,pn| — 2. Then Blpy, ..., ps)/—¢
can have no homomorphism h : Blpy,...,pn]/—¢ — 2, for otherwise h(1) = 1 would give

h(—¢) = 1, and so h(¢) = 0. Therefore, by Lemma [2.5.12) 0 = 1 in Bpy, ..., pa)/—¢. So in
Blpi,...,pn] we have 0 = 29 A1 = —¢ whence 1 = =0 = =—¢ = ¢, and so h(¢) = 1 € B for
all h: Blpy,...,pn] = B. O

Exercise 2.5.14. Extend Proposition [2.5.15| to entailment, for any finite set ®,
P ':BA gb — bF gb .

Combining this last result (2.15) with the previous one (2.11)) and ({2.8]) from the last

section, we arrive finally at our desired reconstruction of the classical completeness theorem:
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Proposition 2.5.15. For any formula ¢, provability by deduction and truth-valued validity
are equivalent,

Fop <= Fo. (2.16)
And the same holds relative to a set ® of assumptions.

Let us unwind the foregoing “reproof” into a direct argument, from the present point
of view: A formula ¢ in context pi,...,p, | ¢ determines an element in the free Boolean
algebra Blpi,...,pn]. If - ¢ then ¢ = 1 in Blpy,...,pn], so clearly h(¢) = 1 for every
h : Blpi,...,pn] — 2, which means exactly F ¢. Conversely, if £ ¢ then h(¢) = 1 for
every h : B[p1,...,pn] = 2, so ¢ can have no model in 2. Thus Blpy, ..., pa]/—¢ must be
degenerate, with 0 = 1. So in Blpy, ..., ps] we have [L] = [=¢], and therefore =¢ F L, so
F —==¢, so - ¢.

The main fact used here is that the finitely generated, free Boolean algebras B(n) =
Blpi, ..., pn] have enough Boolean homomorphisms A : B(n) — 2 to separate any non-zero
element ¢ # 0 from 0, in the sense that if h(¢) = 0 for all such h then ¢ = 0. In other

words, the canonical homomorphism
B(n) — repa@m),2)2, (2.17)

is injective. This is analogous to the proof of completeness of equational deduction for an
algebraic theory T, which used an embedding of the syntactic category Cr into a power of
Set (rather than 2),

Cr < Set™d(™

for a “sufficient set” of models mod(T) C FP(Cr,Set), namely all those of the form
Cr(—,U™) : Cr®® = mod(T) — Set. For Boolean algebras, the embedding (2.17) will
be a step toward the Stone Representation Theorem.

2.6 Stone representation

Regarding a Boolean algebra B as a category with finite products, consider its Yoneda
embedding y : B < Set®”. Since the hom-set B(x,y) is always 2-valued, we have a
factorization,

y: B 257 5 SetP” (2.18)
in which each factor still preserves the finite products (note that the products in 2 are
preserved by the inclusion 2 < Set, and the products in the functor categories 25 and
Set® are taken pointwise). Indeed, this is an instance of a general fact. In the category
Caty of finite product categories (and x-preserving functors), the inclusion of the full
subcategory of posets with A (the A-semilattices) has a right adjoint R, in addition to the
left adjoint L of poset reflection.

Caty

o Ji)n

Pos
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For a finite product category C, the poset RC is the subcategory Sub(1) < C of subobjects
of the terminal object 1 (equivalently, the category of monos m : M » 1). The reason
for this is that a x-preserving functor f : A — C from a poset A with meets takes every
object a € A to a mono f(a) — 1 in C, since a = a A a implies the following is a product
diagram in A.

a —

]

a ——

Exercise 2.6.1. Prove this, and use it to verify that R = Sub(1) is indeed a right adjoint
to the inclusion of A-semilattices into finite-product categories.

Now the functor category 25" = Pos(B°?, 2) occurring in , consists of all con-
travariant, monotone maps B°° — 2 (which indeed is Sub(1) < Set®”), and is easily seen
to be isomorphic to the poset Down(B) of all downsets (or “sieves”) in B: subsets S C B
that are downward closed, * < y € S = x € S, ordered by subset inclusion S C T.
Explicitly, the isomorphism

Pos(B°?,2) = Down(B) (2.19)

is given by taking f : B® — 2 to f~!(1) and S C B to the function fg : B°® — 2 with
fs(b) =1 < b € S. Under this isomorphism, the Yoneda embedding takes an element
b € B covariantly to the principal downset b C B of all x < b.

Exercise 2.6.2. Show that (2.19)) is indeed an isomorphism of posets, and that it sends
the Yoneda embedding to the principal sieve mapping, as claimed.

For algebraic theories A, we used the Yoneda embedding to give a completeness theorem
for equational logic with respect to Set-valued models, by composing the (faithful) functor
y : A — Set®™ with the (jointly faithful) evaluation functors eval, : Set®” — Set, for
all objects A € A. This amounts to considering all covariant representables evaly oy =
A(A,—) : A — Set, and observing that these are then (both x-preserving and) jointly
faithful.

We can do exactly the same thing for a Boolean algebra B (which is, after all, a
finite product category) to get a jointly faithful family of x-preserving, monotone maps
B(b,—) : B — 2, i.e. A-semilattice homomorphisms. By taking the preimages of 1 € 2,
such homomorphisms correspond to filters in B: (non-empty) “upsets” that are also closed
under A .

Pos,(B,2) = Filters(B) (2.20)
The representables B(b, —) now correspond to the principal filters 1o C B.

The problem with using this approach for a completeness theorem for propositional
logic, however, is that such A-homomorphisms B — 2 are not models, because they need
not preserve the joins ¢ V ¢ (nor the complements —¢).

Lemma 2.6.3. Let B, B’ be Boolean algebras and f : B — B' a distributive lattice homo-
morphism. Then f preserves negation, and so is Boolean. The category BA of Boolean
algebras is thus a full subcategory of the category DLat of distributive lattices.
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Proof. The complement —b is the unique element of B such that both bV —=b = 1 and
bA—b=0. O

This suggests representing a Boolean algebra B, not by its filters, but by its prime
filters, which correspond bijectively to distributive lattice homomorphisms B — 2.

Definition 2.6.4. A filter F' C D in a distributive lattice D is prime if it is proper (0 ¢ F')
and bVb € F impliesb € F or b/ € F. Equivalently, just if the corresponding A-semilattice
homomorphism fr : B — 2 is a lattice homomorphism.

Now if B is Boolean, it follows from Lemma that prime filters F' C B are in
bijection with Boolean homomorphisms B — 2, via the assignment F' — fr : B — 2 with
fF(b):1<:>b€Fand (fB%Q)HFf :f_l(l)gB,

BA(B,2) = PrFilters(B). (2.21)
The homomorphism fr : B — 2 may be called the classifying map of the prime filter F' C B.
The prime filter Fy may be called the (filter)-kernel (or 1-kernel) of the homomorphism
f:B—2.

Proposition 2.6.5. In a Boolean algebra B, the following conditions on a filter F C B
are equivalent.

1. F 1s prime,

2. the complement B\F' is a prime ideal (defined as a prime filter in B°P),

co

the complement B\F is an ideal (defined as a filter in B°P),
4. for each b € B, either b € F or ~b € F and not both,

5. F is maximal: if F C G and G is a filter, then F' = G (also called an ultrafilter),

6. the map fr : B — 2 given by fr(b) =1 < b € F (as in (2.19)) is a Boolean
homomorphism.
Proof. Exercise! ]

The following lemma is sometimes referred to as the (Boolean) prime ideal theorem.

Lemma 2.6.6. Let B be a Boolean algebra, I C B an ideal, and ' C B a filter, with
INE =0. There is a prime filter P > F with INP = (.
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Proof. Suppose first that I = {0} is the trivial ideal, and that B is countable, with by, b1, ...
an enumeration of its elements. As in the proof of the Model Existence Lemma, we build
an increasing sequence of filters Fy C F; C ... as follows:

Fh=F
F, if —b, € F),
Fn+1 = .
{fAb|fe€F,, b, <b} otherwise

P:Uﬂ

One then shows that each F,, is a filter, that I N F,, = () for all n and so I N P = (), and
that for each b, either b, € P or —b, € P, whence P is prime.

For I C B a nontrivial ideal we take the quotient Boolean algebra B — B/I, defined
as the algebra of equivalence classes [b] where a ~; b < a Vi = bV j for some i,j € I.
One shows that this is indeed a Boolean algebra and that the projection onto equivalence
classes 77 : B — B/I is a Boolean homomorphism with (ideal) kernel 7=!([0]) = I. Now
apply the foregoing argument to obtain a prime filter P : B/I — 2. The composite
pr = Pom;: B— 2 is then a Boolean homomorphism with (filter) kernel p;*(1) which is
prime, contains F' and is disjoint from I.

The case where B is uncountable is left as an exercise. ]

Exercise 2.6.7. Finish the proof of Lemma by (i) verifying the construction of the
quotient Boolean algebra B — B/I, and (ii) considering the case where B is uncountable
(Hint: either use Zorn’s lemma, or well-order B.)

Theorem 2.6.8 (Stone representation theorem). Let B be a Boolean algebra. There is an
injective Boolean homomorphism B — PXp into a powerset.

Proof. We take Xp = PrFilters(B), the set of prime filters in B, and consider the map
h: B — PXg given by h(b) = {F|b € F}. Clearly h(0) = 0 and h(1) = X. Moreover, for
any filter F', we have b € F and b’ € F'if and only if bA Y € F, so h(bA D) = h(b) NA(V').
If Fis prime, then b € For b’ € Fif and only if bV € F, so h(bV ') = h(b)Uh(V'). Thus
h is a Boolean homomorphism. Let a # b € B, and we want to show that h(a) # h(b).
It suffices to assume that a < b (otherwise, consider a A b, for which we cannot have both
aANb=aand a \b=">). We seek a prime filter P C B with b € P but a ¢ P. Apply
Lemma to the ideal {a and the filter 1b. O

2.7 Stone duality

Note that in the Stone representation B — P(Xg) with Xp the set of prime filters in B,
the powerset Boolean algebra

P(Xp) = Set(BA(B, 2),2)
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is evidently (covariantly) functorial in B, and has an apparent “double-dual” form B**,
where (—)* = Hom(—,2), in the respective category. This suggests a possible duality
between the categories BA and Set,

*

— T
BAP Set (2.22)

\—/

*

with contravariant functors

B* = BA(B,2),
the set of prime filters of the Boolean algebra B, and

S* = Set(S, 2),

the powerset Boolean algebra PS of the set S. This indeed gives a contravariant adjunction
“on the right”,
B—PS BA

S — XB Set

by applying the corresponding contravariant functors

(2.23)

PS = Set(S,2),
Xg = BA(B, 2),

and then precomposing with the respective “evaluation” natural transformations,

ns 1 B — P(Xp) = Set(BA(B, 2),2),
es S — Xps = BA(Set(S,2),2).

The homomorphism 7z takes an element b € B to (the characteristic function of) the set
of (characteristic functions of) prime filters that contain it, and the function g takes an
element s € S to (the characteristic function of) the principal filter 1{s} C PS, which is
prime since the singleton set {s} is an atom in PS, i.e., a minimal, non-zero element.

Exercise 2.7.1. Verify the adjunction ([2.22)).

The adjunction is not an equivalence of categories, however, because neither of
the units 7z nor g is in general an isomorphism. (Recall that a right adjoint is full and
faithful just if the counit is an iso, and an equivalence if both the unit and the counit are
isos.) We can improve the adjunction by topologizing the set Xy of prime filters,
in order to be able to cut down the powerset P(Xp) = Set(Xp,2) from all functions to
just the continuous functions into the discrete space 2, which will then correspond to the
clopen sets in Xp.

To do this, we take as basic open sets of Xp all those subsets of the form:

By=ns(b)={P€Xz|be P}, beB (2.24)
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These sets are closed under finite intersections, because B, N By, = Byny. Indeed, if P €
B,N By then a € P and b € P, whence aAb € P, and conversely (after all, ng is a Boolean
homomorphism!). Thus the family (Bj)ep is a basis of open sets for a topology on Xpz.

Definition 2.7.2. For any Boolean algebra B, the prime spectrum of B is a topological
space Xp with the prime filters P C B as points, and the sets By, of (2.24), for all b € B,
as basic open sets. The prime spectrum Xp is also called the Stone space of B.

Proposition 2.7.3. The open sets O(Xp) of the Stone space are in order-preserving,
bijective correspondence with the ideals I C B of the Boolean algebra, whereby the principal
tdeals | b correspond exactly to the clopen sets By.

Proof. Exercise! ]

We now have an improved adjunction

Spec
/\
BA°P Top (2.25)
v
Clop

Spec(B) = (XB,O(XB))
Clop(X) = Top(X, 2),

for which, up to isomorphism, the space Spec(B) has the underlying set BA(,2) given
by “homming” into the Boolean algebra 2, and the Boolean algebra Clop(X) = Top(X, 2)
is similarly determined by mapping into the “topological Boolean algebra” given by the
discrete space 2. Such an adjunction is said to be induced by a dualizing object: an object
that can be regarded as “living in two different categories”. Here the dualizing object 2 is
acting both as a space and as a Boolean algebra. In the Lawvere duality of Chapter 1, the
role of dualizing object was played by the category Set of all sets!

Now if ng : B = ClopSpec(B), it would follow that the functor Spec : BA®® — Top is full
and faithful. So if we then cut down the improved adjunction to just the spaces in
the image of Spec, we will obtain a “duality” (a contraviant equivalence). Toward that end,
observe first that the Stone space Xz of a Boolean algebra B is a subspace of a product of
finite discrete spaces,

X5 =BA(B,2) = [] 2
B
and is therefore a compact Hausdorff space, by Tychonoff’s theorem. Indeed, the basis
is just the subspace topology on Xz with respect to the product topology on H| B 2-

The latter space is moreover totally disconnected, meaning that it has a subbasis of clopen
subsets, namely all those of the form f=!(8) C |B| for f: |B| — 2 and § = 0, 1.
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Lemma 2.7.4. The prime spectrum Xp of a Boolean algebra B is a totally disconnected,
compact, Hausdorff space.

Proof. Since H|B\ 2 has just been shown to be a totally disconnected, compact Hausdorff
space, we need only see that the subspace Xp is closed. Consider the subspaces

25, 27, 277, 27 C 2

consisting of the functions f : |[B| — 2 that preserve A, V, 1,0 respectively. Since each of
these is closed, so is their intersection Xz. In more detail, the set of maps f : |B| — 2 that
preserve e.g. A can be described as an equalizer

s
9Bl olBl — 9lBIx|B]
(4

where the maps s,t take an arrow f : |B| — 2 to the two different composites around the
square
A
|B| x |B| — |B|
£xf |/

But the equalizer 2‘/?‘ — 2/Bl is the pullback of the diagonal on 28Il which is closed
since 2/B1XIBl is Hausdorff. The other cases are analogous. ]

Definition 2.7.5. A topological space is called Stone if it is totally disconnected, compact,
and Hausdorff. Let Stone < Top be the full subcategory of topological spaces consisting
of Stone spaces and continuous functions between them.

Now in order to cut down the adjunction (2.25)) to a duality, we can restrict it on the
topological side to just the Stone spaces, since we know this subcategory will contain the
image of the functor Spec. In fact, up to isomorphism, this is exactly the image:

Theorem 2.7.6. There is a contravariant equivalence of categories between BA and Stone,

*

T
BA°P Stone,
\_/
*

with contravariant functors B* = Xpg the Stone space of a Boolean algebra B, as in Def-
mation and X* = clopen(X), the Boolean algebra of all clopen sets in the Stone
space X .

Proof. We just need to show that the two units of the adjunction

ns : B — Top(BA(B,2),2),
gg: S — BA(Top(S7 2),2).
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are isomorphisms, the second assuming S is a Stone space.
We know by the Stone representation theorem that 7z is an injective Boolean
homomorphism, so its image, say

B' C Top(BA(B,2),2) = Clop(X5),

is a sub-Boolean algebra of the clopen sets of Xp. It suffices to show that every clopen set
of Xp is in B’. Thus let K C Xg be clopen, and take K = | J, B; a cover by basic opens
B, all of which, note, are of the form ([2.24)), and so are in B'. Since K is closed and Xp
compact, K is also compact, so there is a finite subcover, each element of which is in B'.
Thus their finite union K is also in B'.

Now let S be a Stone space and consider the continuous function

es 1S — BA(Top(S,2),2) 2 Xciop(s)

which takes s € S to the prime filter Fy = {K € Clop(S) | s € K} of all clopen sets
containing it. Since S is Hausdorff, g is a bijection on points, and it is continuous by
construction. To see that it is open, let K C S be a basic clopen set. The complement
S\ K is therefore closed, and thus compact, and so is its image €¢(S'\ K), which is therefore
closed. But since g is a bijection, e5(S\ K) is the complement of e5(K), which is therefore

open. O]
Remark 2.7.7. Another way to cut down the adjunction ,
*
BA® T Set
\*,/

to an equivalence is to restrict the Boolean algebra side to the complete, atomic Boolean
algebras BA., and continuous (i.e. \/-preserving) homomorphisms between them. One then
obtains a duality

BASP ~ Set,
between complete, atomic Boolean algebras and sets (see Johnstone [Joh82]).

Remark 2.7.8. See Johnstone [Joh82] for a more detailed presentation of the material in
this section (and much more). Also see [MR95] for a generalization to distributive lattices
and Heyting algebras, as well as to “Boolean algebras with operators”, i.e. algebraic models
of modal logic. For more on logical duality see [Awo21]

2.8 Cartesian closed posets

We can relax the Boolean condition ——b = b in order to generalize some of our results to
other systems of propositional logic, represented by structured poset categories. This will
be useful when we consider the “proof-relevant” versions of these as proper (i.e. non-poset)
categories arising from systems of type theory. We begin with a basic system without the
coproducts L or ¢ V 1, and thus also without negation —¢, which we shall therefore call
the positive propositional calculus (a non-standard designation).
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Positive propositional calculus Classically, implication ¢ = 1 can be defined by
—¢ V 1, but in categorical logic we prefer to consider ¢ = 1 as an ezxponential, of i by
¢, defined as right adjoint to the conjunction (—) A ¢. Since this makes sense without
negation —¢ or joins ¢ V1), we can study just the cartesian closed fragment separately, and
then add those other operations later. The same approach will be used for type theory in
Chapter 77.

Definition 2.8.1. The positive propositional calculus PPC is the subsystem of the proposi-
tional calculus of Section [2.1| containing just (finite) conjunction and implication. So PPC is
the set of all propositional formulas ¢ constructed from propositional variables pq, o, ..., a
constant T for truth, and binary connectives for conjunction ¢ A, and implication ¢ = 1.

As a category, PPC is a preorder under the relation ¢ - 1 of logical entailment, deter-
mined, say, by the natural deduction system of section . As usual, it will be convenient
to pass to the poset reflection of the preorder, which we shall denote by

Crpc

by identifying ¢ and 1) when ¢ - ¢. (This is the (syntactic) Lindenbaum-Tarski algebra
of the system PPC of positive propositional logic, as in Section )

The conjunction ¢ A1) is a greatest lower bound of ¢ and % in Cppc, because p Ay = ¢
and ¢ A ¢ F 9, and for all 9, if ¥ - ¢ and 9 - @ then ¥ = ¢ A 1. Since binary products
in a poset are the same thing as greatest lower bounds, we see that Cppc has all binary
products; and of course T is a terminal object, so Cppc is a A-semilattice.

We have already remarked that implication is right adjoint to conjunction in the sense
that for any ¢,

(=)Ao 4 o= (—). (2.26)

Therefore ¢ = 1 is an exponential in Cppc. The counit of the adjunction (the “evaluation”
arrow) is the entailment

(p=V)NdF Y,

i.e. the familiar logical rule of modus ponens.
We therefore have the following:

Proposition 2.8.2. The poset Cppc of positive propositional calculus is cartesian closed.

We can use this fact to show that the positive propositional calculus is deductively
complete with respect to the following notion of Kripke semantics [?].

Definition 2.8.3 (Kripke semantics). 1. A Kripke model is a poset K (the worlds)
equipped with a relation

klFp
between elements k& € K and propositional variables p, such that for all j € K,

j<k, kl-Fp implies jlFp. (2.27)
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2. Given a Kripke model (K, IF), extend the relation I- to all formulas ¢ in PPC by
defining the relation of holding in a world k € K inductively by the following condi-

tions:
k=T always,
k- N if k- ¢ and k IF 1, (2.28)
ko= i for all j <k, if jIF ¢, then jIF 1.

3. Finally, say that ¢ holds in the Kripke model (K,IF), written
Ko

if k Ik ¢ for all £ € K. (One sometimes also says that ¢ holds on the poset K if
K I+ ¢ for all such Kripke relations |- on K.)

Theorem 2.8.4 (Kripke completeness for PPC). A propositional formula ¢ is provable
from the rules of deduction for PPC if, and only if, K |- ¢ for all Kripke models (K,IF),

PPCFo¢  iff Kl-¢ forall (K,I).

For the proof, we first require the following, which generalizes the discussion around

(2.19)) in Section .

Lemma 2.8.5. For any poset P, the poset Down(P) of all downsets in P, ordered by
incluston, is cartesian closed. Moreover, the downset embedding,

1(=): P — Down(P)
preserves any CCC structure that exists in P.

Proof. The total downset P is obviously terminal, and for any downsets S,7" € Down(P),
the intersection S NT' is also closed down, so we have the products SAT = SNT. For
the exponential, set

S=T={peP| |(p)nSCT} (2.29)

Then for any downset () we have

QCS=T iff forallge @, qeS=T,
iff forallge@, L(gnNnSCT,

it Ueq(b(a)NS) ST,
it (Uyeo L(@)NSCT,
if QNSCT.
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The preservation of CCC structure by | (—): P — Down(P) follows from its preser-
vation by the Yoneda embedding, of which we know | (—) to be a factor,

Set?”
/ ]\
P T) DOWH(P)

Indeed, we can identify Down(P) with the subcategory Sub(1) of subobjects of 1 in Set””
and the result follows by using the left adjoint left inverse sup of the inclusion

sup 44 : Sub(1) < Set”™

to be considered later (cf. Lemma ?7).

But it is also easy enough to check it directly: Preservation of any limits 1, p A ¢ that
exist in P are clear, since these are pointwise. Then suppose p = ¢ is an exponential; so
for any downset D we have:

DCl(p=yq) it del(p=gq),forallde D
it d<p=gq,forallde D
ifft dAp<q,forallde D
ifft  J(dAp)Cl(q),foraldeD
it  L(d)n l(p) Cl(g),foraldeD
it DCl(p)=1(q)

where the last line is by (2.29). Now take D to be | (p = ¢) and | (p) = | (¢) respectively
(or just apply Yoneda!). (Note that in line (3) we assumed that d A p exists for all d € D;
this can be avoided by a slightly more complicated argument.) ]

Proof. (of Theorem [2.8.4]) The proof follows a now-familiar pattern, which we only sketch:

1. The syntactic category Cppc is a CCC, with T =1, ¢ x ¢ = ¢ A, and ¥? = ¢ = 1.
In fact, it is the free cartesian closed poset on the generating set Var = {p1,ps, ...}
of propositional variables.

2. A (Kripke) model (K, IF) is the same thing as a CCC functor Cppc — Down(K),
which by Step 1 is just an arbitrary map Var — Down(K), as in (2.27). To see
this, observe that we have a bijective correspondence between CCC functors [—] and
Kripke relations I-; indeed, by the exponential adjunction in the cartesian closed
category Pos, there is a natural bijection,

Ik K°P XCPPC — 2

[[—]] : CPPC — KT DOWH(K)
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where we use the poset 2 to classify downsets in a poset K via upsets in K°P,
2P > Pos(K°P, 2) = Down(K),
by taking the 1-kernel f~1(1) C K of a monotone map f : K°° — 2. (The con-
travariance will be convenient in Step 3). Note that the monotonicity of IF yields the
conditions
i<k, klF¢p = jlFo¢
and
klFo, oy = klF.
And the CCC preservation of the transpose [—] yields the Kripke forcing conditions
(2.28]) (exercise!).
3. For any model (K, IF), by the adjunction in (2) we then have
KlF¢ — [¢] =K,
with K C K the maximal downset.
4. Because the downset/Yoneda embedding | preserves the CCC structure (by Lemma

, Cppc has a canonical model, namely the special case of (2) with K = Cppc and
IF resulting from the trasposition:

i(_) : CPPC — DOWn(Cppc) & QCS%C

= CSIIJDC X Cppc — 2

Now note that for the Kripke relation I in (4), we have I = F since it’s just the
transpose of the Yoneda embedding, and the poset Cppc is ordered by ¢ F 1. So the
canonical model is logically generic, in the sense that

olFyY <= ok,

and so in particular,
Cepc IF @ — PPCHF ¢.

]

Exercise 2.8.6. Verify the claim in (2) that CCC preservation of the transpose [—] of IF
yields the Kripke forcing conditions ([2.28)).

Exercise 2.8.7. Give a Kripke countermodel to show that PPC ¥ (¢ = v) = ¢.
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2.9 Heyting algebras

Let us now extend the positive propositional calculus to the full intuitionistic propositional
calculus. This involves adding the finite coproducts 0 and pV ¢ to the notion of a cartesian
closed poset, to arrive at the general notion of a Heyting algebra. Heyting algebras are to
intuitionistic logic as Boolean algebras are to classical logic: each is an algebraic description
of the corresponding logical calculus. We shall review both the algebraic and the logical
points of view; as we shall see, many aspects of the theory of Boolean algebras carry over
to Heyting algebras. For instance, in order to prove the Kripke completeness of the full
system of intuitionistic propositional calculus, we will need an alternative to Lemma [2.8.5
because the Yoneda embedding does not in general preserve coproducts. For that we will
again use a version of the Stone representation theorem, this time in a generalized form
due to Joyal.

Distributive lattices

Recall first that a (bounded) lattice is a poset that has finite limits and colimits. In other
words, a lattice (L, <, A,V,1,0) is a poset (L, <) with distinguished elements 1,0 € L, and
binary operations of meet A and join V, satisfying for all x,y, z € L,

0<xr<1
z<zT Ay zVy<z

A lattice homomorphism is a function f : L — K between lattices which preserves finite
limits and colimits, i.e., f0=0, f1 =1, f(z Ay) = fx A fy, and f(zVy) = fxV fy. The
category of lattices and lattice homomorphisms is denoted by Lat.

Lattices are an algebraic theory, and can be axiomatized equationally in a signature
with two distinguished elements 0 and 1 and two binary operations A and V, satisfying the
following equations:

(xAYNz=xAN(yAz), (xVy)Vz=xzV(yVz),
TANYy=yANx, tVy=yVuo,
rANx=uzx, rVr=u, (2.30)
1Nz ==, OVex==x,

zA(yVe)=xz=(xAy) V.
The partial order on L is then determined by
<y <= z=xNYy.
Exercise 2.9.1. Show that in a lattice we also have x < y if and only if x Vy = y.
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A lattice is distributive if the following distributive laws hold:

(xVy)ANz=(xA2)V(yAz),

(xAy)Vz=(xV2)A(yV=2). (2:31)

It turns out that if one distributive law holds then so does the other [Joh82, I.1.5].

Definition 2.9.2. A Heyting algebra is a cartesian closed lattice. This means that a
Heyting algebra H has a binary operation of implication x = y, satisfying the following
condition, for all x,y, z € H:

<=y

ANz <y

A Heyting algebra homomorphism is a lattice homomorphism f : K — H between
Heyting algebras that preserves implication, i.e., f(z = y) = (fz = fy). The category of
Heyting algebras and their homomorphisms is denoted by Heyt. (Caution: unlike Boolean
algebras, the subcategory of lattices consisting of Heyting algebras and their homomor-
phisms is not full.)

Heyting algebras can be axiomatized equationally as a set H with two distinguished
elements 0 and 1 and three binary operations A, V and =. The equations for a Heyting
algebra are the ones listed in ([2.30]), as well as the following ones for =.

(x=x)=1,
rAN(z=y)=zAy,
ynNz=y) =y,
(x=WAh2)=(x=y)N(r=2).

(2.32)

For a proof, see |[Joh82, I.1], where one can also find a proof that every Heyting algebra is
distributive (exercise!).

Exercise 2.9.3. Show that every Heyting algebra is indeed a distributive lattice.

Example 2.9.4. We know from Lemma that for any poset P, the poset Down(P) of
all downsets in P, ordered by inclusion, is cartesian closed. Moreover, we know that

Down(P) = 27" = Pos( PP, 2) ,

the latter regarded as a poset with the pointwise ordering on the monotone maps P — 2
(i.e. the natural transformations). The assignment takes a map f : P°® — 2 to the
filter-kernel f~1(1) C P°P, which is therefore a downset in P. Indeed, if f < g then
p€ f1(1) « fp=1 which implies gp=1 <= pe g '(1),s0 f71(1) C g (1), and
these upsets in P°P are downsets in P.

Since 2 is a lattice, we can take joins f V g in Pos(P°P,2) pointwise, in order to get
joins in Down(P) = Pos(P°P,2), which then correspond to (set theoretic) unions of the
corresponding downsets f~1(1) U g~!(1). Thus for any poset P, the lattice Down(P) is a
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Heyting algebra, with the downsets ordered by inclusion, and the (contravariant) classifying
maps P°® — 2 ordered pointwise.

Of course, one can compose the classifying maps with the negation iso = : 2 = 2 to get
Down(P) = Pos(P,2), with covariant classifying maps P — 2 for the downsets, using the
ideal-kernels f~'(0) C P instead; but then the ordering on Pos(P,2) will be the reverse
pointwise ordering of maps f: P — 2.

Intuitionistic propositional calculus

There is an obvious forgetful functor U : Heyt — Set mapping a Heyting algebra to
its underlying set, and a homomorphism of Heyting algebras to the underlying function.
Because Heyting algebras are also models of an equational theory, there is a left adjoint
H 4 U, which is the usual “free” construction for algebras, mapping a set S to the free
Heyting algebra H(S) generated by it. As for all algebraic structures, the construction
of H(S) can be performed in two steps: first, define a set H|[S] of formal expressions in the
signature, and then quotient it by an equivalence relation generated by the equations.

In more detail, let H[S] be the set of formal expressions generated inductively by the
following rules:

1. Generators: if z € S then x € H[S].
2. Constants: L, T € H[S].
3. Connectives: if ¢,9 € H[S] then (¢ A ), (¢ V), (¢ = ) € H[S].

We then impose an equivalence relation ~ on H|[S], defined as the smallest equivalence
relation containing all instances of the axioms (2.30) and (2.32)) and closed under substi-
tution of equals for equals (sometimes called the smallest congruence). This then forces
the quotient

H(S)=H[S]/~

to be a Heyting algebra, as is easily checked.

We define the action of the functor H on morphisms as usual: a function f:S — T is
mapped to the Heyting algebra homomorphism H(f) : H(S) — H(T) (well-)defined (on
equivalence classes) by

where * stands for A, V or =.

The inclusion of generators ng : S — UH(.S) into the underlying set of the free Heyting
algebra H(S) is then the component at S of a natural transformation 7 : 1lgee = U o H,
which is of course the unit of the adjunction H 4 U. To see this, consider a Heyting alge-
bra K and an arbitrary function f : S — UK. Then the Heyting algebra homomorphism
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f: H(S) = K is defined in the evident way, by
fL=1, flL=1, [fo=fz,
J@xv)=(fo) = (fv),

where, again, * stands for A, V or =. The map f then makes the following triangle in Set
commute:

s— 5 UH(S)
Uf
UK

The homomorphism f : H(S) — K is the unique one with this property, because any two
homomorphisms from H(S) that agree on generators must clearly be equal (formally, this
can be proved by induction on the structure of the expressions in H[S]).

We can now define the intuitionistic propositional calculus IPC to be the free Heyting
algebra H(pg, p1, ... ) on countably many generators {po, p1,. .. }, called atomic propositions
or propositional variables. This is a somewhat unorthodox definition from a logical point of
view—normally we would start from a deductive calculus consisting of a formal language,
entailment judgements, and rules of inference. But of course, by now, we realize that the
two approaches are essentially equivalent.

Having said that, let us also briefly describe IPC in the conventional way: The formulas
are all those given in Section and the rules of inference are those of the system of
natural deduction from Section 2.1 but without the classical rules.

Then let Cipc be the poset reflection of the formulas of IPC, preordered by entailment
¢ F 1. The elements of Cpc are thus equivalence classes [¢] of formulas, where two
formulas ¢ and v are equivalent if both ¢ - ¢ and ¢ - ¢ are provable in natural deduction,
without the classical rules,

9] =[] — o—4.
This syntactic category Cipc is then easily seen to be the free Heyting algebra on countably

many generators {pg, p1, .- - },
Ciec = H(po, p1,-- ),

just as the corresponding “Lindenbaum-Tarski” Boolean algebra B[pg, p1,...] was seen to
be the free Boolean algebra on the propositional variables as generators.

Classical propositional calculus redux

Let us have another look back at the theory of classical propositional logic from the current
point of view, i.e. as a special kind of Heyting algebra. An element x € L of a lattice L is
said to be complemented when there exists y € L such that

rANy=20, rVy=1.
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We say that y is the complement of x. In a distributive lattice, the complement of z is
unique if it exists. Indeed, if both y and z are complements of x then

yAz=WyA2)VO=(yA2)V(yAz)=yA(zVz)=yAl=y,

hence y < z. A symmetric argument shows that z < y, therefore y = z. The complement
of z, if it exists, is denoted by —z.

A Boolean algebra can be defined as a distributive lattice in which every element is
complemented. In other words, a Boolean algebra B has a complementation operation
- : B — B which satisfies, for all z € B,

zA-x=0, xV-oxr=1. (2.33)
The full subcategory of Lat consisting of Boolean algebras is denoted by BA.

Exercise 2.9.5. Prove that every Boolean algebra is a Heyting algebra. (Hint: how is
implication encoded in terms of negation and disjunction in classical logic?)

In a Heyting algebra, not every element is complemented. However, we can still define
a pseudo complement or negation operation — by

-z = (x=0),

Then —x is the largest element for which x A =z = 0. While in a Boolean algebra ——x = =,
in a Heyting algebra we only have x < ——x in general. An element = of a Heyting algebra
for which x = ——z is called regular.

Exercise 2.9.6. Derive the following properties of negation in a Heyting algebra:

z <
X = T,
z<y=-y< -,

Exercise 2.9.7. Prove that the topology OX of any topological space X is a Heyting

algebra. Describe in topological language the implication U = V| the negation =U, and
the regular elements U = ==U in OX.

Exercise 2.9.8. Show that for a Heyting algebra H, the regular elements of H form a
Boolean algebra H__, = {x e ’ T = —|—|x}. Here H__, is viewed as a subposet of H. Hint:
negation —', conjunction A’, and disjunction V' in H__ are expressed as follows in terms of
negation, conjunction and disjunction in H, for z,y € H__:

- =, zNy=-=(xAy), zV'y=--(xVy).
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From logical point of view, the classical propositional calculus CPC is obtained from
the intuitionistic propositional calculus by the addition of the logical law known as tertium
non datur, or the law of excluded middle:

'Eo¢V-o
Alternatively, we could add the rule of reductio ad absurdum, or proof by contradiction:

T+ ——¢
TFo¢

Identifying logically equivalent formulas of CPC, we obtain a poset Ccpc ordered by logical
entailment. This poset is, of course, the free Boolean algebra on the countably many
generators {pg,pi1,...}. The free Boolean algebra can be constructed just as the free
Heyting algebra above, either equationally, or in terms of deduction. The equational axioms
for a Boolean algebra are the axioms for a lattice , the distributive laws , and

the complement laws (2.33)).

Exercise* 2.9.9. Is Ccpc isomorphic to the Boolean algebra Cipc_ . of the regular elements
of C|pc?

Exercise 2.9.10. Show that in a Heyting algebra H, one has ——x = z for all xt € H
if, and only if, y V -y = 1 for all y € H. Hint: half of the equivalence is easy. For the
other half, observe that the assumption ——x = = means that negation is an order-reversing
bijection H — H. It therefore transforms joins into meets and vice versa, and so the De
Morgan laws hold:

—(zANy)=—zV -y, “(zVy)=—-TA-y.
Together with y A—y = 0, the De Morgan laws easily imply yV -y = 1. See [Joh82] 1.1.11].

Kripke semantics for IPC

Let us now prove the Kripke completeness of IPC, extending Theorem [2.8.4] namely:

Theorem 2.9.11 (Kripke completeness for IPC). Let (K,IF) be a Kripke model, i.e. a
poset K equipped with a forcing relation k I+ p between elements k € K and propositional
variables p, satisfying

j<k, kl-p dmplies 7l p. (2.34)
Extend I+ to all formulas ¢ in IPC by defining
k=T always,
k- L never,
ElEo Ny iff klF ¢ and k 1+, (2.35)
kElFoVa iff ElFo orkl-, (2.36)
k¢ =1 iff forall j <k, if jIF ¢, then jl- 1.
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Finally, write K |- ¢ if k- ¢ for all k € K.
A propositional formula ¢ is then provable from the rules of deduction for IPC if, and
only if, K IF ¢ for all Kripke models (K,IF). Briefly:

IPC¢ iff K¢ forall (K,IF).

Let us first see that we cannot simply reuse the proof from Theorem for the
positive fragment PPC, because the downset (Yoneda) embedding that we used there

\L :CPPC — DOWﬂ(Cppc) (237)

would not preserve the coproducts L and ¢ V 1. Indeed, | (L) # (), because it contains
1 itself! And in general | (¢ V ¢) #] (¢) U | (¢), because the righthand side need not
contain, e.g., ¢ V 1.

Instead, we will generalize the Stone Representation theorem from Boolean alge-
bras to Heyting algebras, using a theorem due to A. Joyal (cf. [MR95, MH92]). First, recall
that the Stone representation provided, for any Boolean algebra B, an injective Boolean
homomorphism into a powerset,

B— PX.

For X we took the set of prime filters, which we identified with the homset of Boolean
homomorphisms BA(B,2) by taking the filter-kernel f~!(1) C B of a homomorphism f :
B — 2. The injective homomorphism 7 : B — P(BA(B, 2)) was then given by:

nb) ={Flbe F} ={f:B—=2[f()=1}.

Now, the set BA(B,2) can be regarded as a (discrete) poset, and since the inclusion
Set — Pos as discrete posets is left adjoint to the forgetful functor |—| : Pos — Set, for the
powerset P(BA(B,2)) we have

P(BA(B,2)) = Set(BA(B, 2),2) = Pos(BA(B, 2),2) = 2BAB2)

where the latter is the exponential in the cartesian closed category Pos. Transposing the
composite of this iso with the Stone representation 7 : B >~ PX in Pos,

n: B — P(BA(B,2)) = 2BAB2)
n:BA(B,2) x B—2

we arrive at the (monotone) evaluation map
7 =eval : BA(B,2) x B — 2. (2.38)

Finally, recall that the category of Boolean algebras is full in the category DLat of distribu-
tive lattices, so that
BA(B,2) = DLat(B,2).
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Now for any Heyting algebra H (or indeed any distributive lattice), the homset DLat(#H, 2),
ordered pointwise, is isomorphic to the poset of all prime filters in ‘H ordered by inclusion,
again by taking h : H — 2 to its (filter) kernel h~'{1} C H. In particular, when # is not
Boolean, the poset DLat(#, 2) is no longer discrete, since prime filters in a Heyting algebra
need not be maximal. Indeed, recall that Proposition described the prime filters in
a Boolean algebra B as those with a classifying map f : B — 2 that is a lattice homo-
morphism and therefore those with a complement f~'(0) C B that is a (prime) ideal. In
the Boolean case, these were also the mazimal filters, because the preservation of Boolean
negation —b allowed us to deduce that for every b € B, exactly one of b or =b must be in
such a filter F'. In a Heyting algebra, however, the last condition need not obtain; and
indeed prime filters in a Heyting algebra need not be maximal.

The transpose in Pos of the evaluation map,

eval : DLat(H,2) x H — 2. (2.39)

is again a monotone map
n : H — 2PLH2D) (2.40)

which takes p € H to the “evaluation at p” map f — f(p) € 2, i.e,,
np(f) = f(p) forpeHand f: H—2.

As before (cf. Example , the poset 2P12t(2) (ordered pointwise) may be identified
with the downsets in the poset DLat(H,2)°", ordered by inclusion, which recall from Ex-
ample [2.9.4] is always a Heyting algebra. Thus, in sum, for any Heyting algebra H, we
have a monotone map,

n:H — Down(DLat(H,2)), (2.41)
generalizing the Stone representation from Boolean to Heyting algebras.

Theorem 2.9.12 (Joyal). Let H be a Heyting algebra. There is an injective homomorphism
of Heyting algebras
‘H — Down(J)

into the Heyting algebra of downsets in a poset J.

Note that in this form, the theorem literally generalizes the Stone representation the-
orem: when H is Boolean we can take J to be discrete, and then Down(J) = Pos(J,2) =
Set(J,2) = P(J) is Boolean, whence the Heyting embedding is also Boolean.

The proof will again use the transposed evaluation map,

n:H — 2P0 =~ Down(DLat(H, 2)*)

which, as before, is injective, by the Prime Ideal Theorem (see Lemma [2.6.6). We will use
it in the following form due to Birkhoff.

Lemma 2.9.13 (Prime Ideal Theorem). Let D be a distributive lattice, I C D an ideal,
and x € D with x € I. There is a prime ideal I C P C D with x & P.
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Proof. As in the proof of Lemma [2.6.6] it suffices to prove it for the case I = (0). This
time, we use Zorn’s Lemma: a poset in which every chain has an upper bound has maximal
elements. Consider the poset Z\x of “ideals I without z”, = ¢ I, ordered by inclusion.
The union of any chain Iy C I; C ... in Z\x is clearly also in Z\z, so we have (at least
one) maximal element M € Z\z. We claim that M C D is prime. To that end, take
a,b € D withaNbe M. If a,b ¢ M, let M[a] = {n < mVa|m € M}, the ideal join
of M and | (a), and similarly for M[b]. Since M is maximal without z, we therefore have
x € Mla] and x € M[b]. Thus let z < mVa and x < m’ V b for some m,m’ € M. Then
xvVm' <mVm'Vaand zVm <mVm' Vb, so taking meets on both sides gives

(xvVm YA (xvm) < (mVvm'Va)A(mVm' Vb)=(mVm')V(aAb).

Since the righthand side is in the ideal M, so is the left. But then x < zV (m Am’) is also
in M, contrary to our assumption that M € Z\z. ]

Proof of Theorem [2.9.19. As in (2.41)), let J°° = DLat(H,2) be the poset of prime filters

in ‘H, and consider the transposed evaluation map ([2.41]),
n : " — Down(DLat(#, 2)%) = 2Ptat(#.2)

given by n(p) = {F'[p € F prime} = {f : H — 2| f(p) = 1}.

Clearly 1(0) = 0 and n(1) = DLat(H,2), and similarly for the other meets and joins,
so 7 is a lattice homomorphism. Moreover, if p # g € H then, as in the proof of 2.6.8] we
have that 7(p) # n(q), by the Prime Ideal Theorem (Lemma [2.9.13)). Thus it only remains
to show that

np=aq) = np)=n(q)-

Unwinding the definitions, this means that, for all f € DLat(H, 2),

flp=¢q =1 iff forall g > f, g(p) =1 implies g(q) = 1. (2.42)
Equivalently, for all prime filters F' C H,

p=q€F iff forall prime G D F, p € G implies q € G. (2.43)

Now if p = ¢ € F, then for all (prime) filters G O F, also p = ¢ € G, and so p € G
implies ¢ € G, since (p = q) Ap < q.

Conversely, suppose p = ¢ € F, and we seek a prime filter G O F with p € G but
q ¢ G. Consider the filter

Fpl={zAp<heH|xzeF},

which is the join of F' and 1 (p) in the poset of filters. If ¢ € F[p|, then x A p < ¢ for some
x € F, whence z < p = ¢, and so p = ¢ € F, contrary to assumption; thus ¢ ¢ F[p]. By
the Prime Ideal Theorem again (applied to the distributive lattice H°P) there is a prime
filter G 2 F[p] with ¢ ¢ G. O

Exercise 2.9.14. Give a Kripke countermodel to show that the Law of Excluded Middle
¢ V —¢ is not provable in IPC.
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2.10 Frames and locales

Recall that a supremum (least upper bound) of S C P in a poset P is an element \/ S € P
such that, for all y € S,

VS<y < Vz:S.z<y.

In particular, \/ 0 is a least element of P and \/ P is a greatest element of P, if they exist.

A poset (P, <) is said to be complete if it has suprema of all subsets. Viewed as a
category, P is both complete and cocomplete when it is complete as a poset. This is so,
first, because coequalizers in a poset always exist, and coproducts are exactly suprema, so
a complete poset has all colimits. And moreover, it then also has infima (greatest lower
bounds) of arbitrary subsets, and so it is also complete as a category. Indeed, an infimum
of S C P is an element A S € P such that, for all y € S,

y<A\NS << Va:S.y<z.

Proposition 2.10.1. A poset is complete if, and only if, it has infima N\ S for all subsets
SCP.

Proof. Infima and suprema are expressed in terms of each other as follows:

AS=V{zeP|Vy:S.z<y},
VS=A{yeP|Va:S.z<y}.

]

The basic examples of complete posets are the powersets PX, and these are Boolean
algebras, and therefore also Heyting. Similarly, the posets of the form Down(P) of downsets
in a poset P are also evidently complete, and we know that these are also Heyting algebras,
although not Boolean. This leads us to ask: when is a complete poset P cartesian closed,
and therefore a Heyting algebra? Being complete, P has the terminal object, namely the
greatest element \/ P = 1 € P, and it has binary products which are binary infima. If P
is cartesian closed then for all x,y € P there exists an exponential (z = y) € P, which
satisfies, for all z € P,

2Nz <y
z<r=Y

First, observe that with the help of this adjunction, we can derive the infinite distributive
law:

T A Vie[ Yi = Vie[(x A Yi) (2.44)
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for any family of elements {yi epP ‘ 1€1 }, as follows:

A Ve v < 2
Vieryi < (v = 2)
Vi:l.(y; < (z=2))
Vi:l.(xANy; < 2)

\/iel(x Nyi) < 2

Now since x A \/,.; ¥ and \/,.;(z A y;) have the same upper bounds they must be equal
(why?). Conversely, suppose the distributive law (2.44) holds, and let us define x = y to
be

(z=y =V{zeP|lzrz<y}. (2.45)
Now we can check that this element z = y has the universal property of an exponential

(in a poset): for all z,y € P,
PA (=) <y, (2.46)

and for z € P,
xANz<y implies z<zx=y.

The implication follows directly from ([2.45)), and ([2.46|) follows from the distributive law:
sAN(@=y)=sA\V{zeP|azrz<y}=V{zAz|zAz<y} <y.
Such complete, cartesian closed posets are called frames.

Definition 2.10.2. A frame is a complete poset satisfying the (infinite) distributive law.

T A \/iel Yi = Viel(x N yi) :

Equivalently, we have just shown that a frame is a complete Heyting algebra. We will
distinguish the two, however, by their maps:

A frame morphism is a function f : L — M between frames that preserves finite infima
r Ay and arbitrary suprema \/,.;y;. The category of frames and frame morphisms is
denoted by Frame.

Warning: just as we need to require the preservation of meets x A y although they are
determined by the joins \/,_; ¥, a frame morphism need not preserve exponentials z = !

Example 2.10.3. Given a poset P, the downsets | P form a complete lattice under the
inclusion order S C T, and with the set theoretic operations |J and (] as \/ and A. Since
Down(P) is already known to be a Heyting algebra (Example , it is therefore also a
frame. (Alternately, we can show that it is a frame by noting that the operations () and
N satisfy the infinite distributive law.)
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Any monotone map f : P — () between posets then gives rise to a frame map
Down(f) : Down(Q) — Down(P).

(Note the direction!) This is easily seen by recalling that Down(P) = Pos(P, 2) as posets.

Note, moreover, that Pos(f,2) : Pos(Q,2) — Pos(P,2) is a (co)limit preserving func-
tor on complete posets, since the (co)limits are just set-theoretic unions and intersections.
So Pos(f,2) therefore has both left and right adjoints. These functors are usually written

fiAf 4 fo:Pos(Q,2) — Pos(P,2).

Although it does not in general preserve Heyting implications S = T, the monotone
map f* : Down(Q)) — Down(P) is indeed a morphism of frames. We therefore have a
contravariant functor

Down(—) : Pos — Frame®®. (2.47)

Example 2.10.4. The topology OX of a topological space X, ordered by inclusion, is
a frame, because finite intersections and arbitrary unions of open sets are open. The
distributive law holds because intersections distribute over unions. If f : X — Y is a
continuous map between topological spaces, the inverse image map f~!: QY — OX is a
frame homomorphism. Thus, there is a functor

O : Top — Frame®®

which maps a space X to its topology OX and a continuous map f : X — Y to the inverse
image map f~!: OY — OX.

Motivated by the previous examples, we introduce the category of locales as the opposite
of the category of frames:
Loc = Frame®? .

We can think of a locale as a “generalized space”.

Example 2.10.5. Let P be a poset and define a topology on the elements of P by defining
the opens to be the downsets,

O(P) = Down(P) = Pos(P, 2).

These open sets are not only closed under arbitrary unions and finite intersections, but also
under arbitrary intersections. Such a topological space, in which the opens are closed under

all intersections, is said to be an Alexandroff space (note that the opens could equivalently
be defined to be the upsets). The associated locale is the one in Example [2.10.4] and the
associated frame is the one in Example 2.10.3]

Exercise* 2.10.6. This exercise is meant for students with some knowledge of topology.
For a topological space X and a point z € X, let N(z) be the neighborhood filter of z,

N(z)={Ue€OX |zeU} .
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Recall that a Ty-space is a topological space X in which points are determined by their
neighborhood filters,
N(@)=N(y)=z=y. (z,y € X)

Let Top, be the full subcategory of Top on Ty-spaces. The functor O : Top — Loc restricts
to a functor O : Top, — Loc. Prove that O : Top, — Loc is a faithful functor. Is it full?

Topological semantics for IPC

It should now be clear how to interpret IPC into a topological space X: each formula ¢ is
assigned to an open set [¢] € OX in such a way that [—] is a homomorphism of Heyting
algebras.

Definition 2.10.7. A topological model of IPC consists of a space X and a function
[-] : Var - O(X)

from the propositional variables Var = {pg, p1, ...} to open sets of X. The interpretation
is then extended to all formulas,

[-]:1IPC— O(X),

by setting:
[T]=X
[L]=10
[0 Al =[e]l N [¥]
[0Vl =[elu¥]

[¢ = ¢] = [¢] = [¥]-
The Heyting implication [¢] = [¢] in OX, is defined as in as
[¢] = W] = U{ueox|unlel <[]} -

Joyal’s representation theorem [2.9.12|then easily implies that IPC is sound and complete
with respect to topological semantics.

Corollary 2.10.8. A formula ¢ is provable in IPC if, and only if, it holds in every topo-
logical interpretation [—] into a space X, briefly:

IPCH ¢ iff [¢] = X for all spaces X .

Proof. Put the Alexandroff topology on the downsets of prime filters in the Heyting alge-
bra IPC. O

Exercise 2.10.9. Give a topological countermodel to show that the Law of Double Nega-
tion =—¢ = ¢ is not provable in IPC.

Modal logic
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